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Abstract

The performance of a generic GPS receiver carrier tracking loop, subject to ionospheric scintillations, is studied in this thesis via theoretical analyses and simulation results. A physics-based simulation of equatorial scintillations has been employed to provide a full variety of test cases for the simulated carrier tracking loop to assess GPS receiver performance. This simulation tool is novel in allowing oblique signal propagation in an anisotropic medium for multiple frequencies. The scintillation simulation algorithm has been verified through comparison with real scintillation data collected in the equatorial region during the solar maximum of 2001. The utilization of the scintillation simulation tool is demonstrated through applying it to a GNSS signal, and evaluating the subsequent effects on a generic GPS tracking loop model. Theoretical predictions – from the derived equations – are verified through comparison with simulation results.

According to the studies conducted in this thesis, the effect of phase scintillations on carrier tracking loop error variance is found to be considerably high, even for moderate scintillation levels. In the presence of strong intensity scintillation, the tracking loop’s effective carrier-to-noise ratio can be much lower; as a result, the probability of loss of lock can increase and the mean time between cycle slips can decrease significantly. In regard to scintillation effects, the performance of the second-, and third-order carrier tracking loop are very similar. The first-order loop, however, is more fragile as it can lose phase lock at much lower level of scintillation strength. In the presence of scintillation, the choice of the pre-detection integration time does not significantly affect the carrier tracking error variance, provided that the signal’s carrier-to-noise ratio level is not very low. The carrier tracking loop requires a relatively wide bandwidth to precisely track changes in the carrier phase due to ionospheric phase scintillation, while requires a narrow bandwidth in order to suppress the effect of signal fading and intensity scintillation. To meet this tradeoff, an optimum bandwidth for minimum tracking error can be determined for the carrier tracking loop in terms of scintillation and tracking loop parameters.
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Chapter One: Introduction

The Global Positioning System (GPS) is a satellite-based navigation system, consisting of a constellation of nominally 24 satellites operated by the U.S. Department of Defense (DoD). GPS satellites continuously broadcast ranging codes and navigation data on two L-band frequencies\(^1\) (\(L_1 = 1575.42\) MHz, and \(L_2 = 1227.60\) MHz). Satellite positions can be calculated from the navigation message, and signal propagation time can be obtained from the ranging codes. Using this information, a GPS receiver can determine the satellite-to-receiver pseudorange\(^2\). Having at least four pseudorange measurements to four satellites, the receiver is able to estimate the user's positions in three dimensions and the time offset in the receiver clock [Kaplan, 1996].

The overall system comprises three main segments: the space segment, the ground control segment, and the user segment. The space segment consists of nominally 24 satellites arranged in six orbital planes, where each plane is inclined 55 degrees relative to the equator, has a radius of 26,560 km, and a period of 12 hours. The control segment currently consists of a master control station (MCS), twelve monitor stations, and four ground antennas. The monitor stations are responsible for tracking all the satellites in view, collecting their ranging data, and forwarding this information to the master control station. The navigation information is processed at the MCS in order to update each satellite's navigation message. Updated information is then transmitted back to each GPS satellite using the ground antennas [Misra and Enge, 2006]. All GPS user receivers and their support equipment are collectively referred to as the user segment.

\(^1\) At the time of writing, few GPS satellites also broadcast information on a third L-band frequency, \(L_3 = 1176.45\) MHz.

\(^2\) Pseudorange is the apparent measured range by the receiver which differs from the true range between the user and the satellite because of the receiver clock bias.
Applications for GPS are vast and diverse, including military applications, aviation, marine and land navigation, surveying and asset tracking, to name a few. The performance of the GPS can be affected by a number of environmental elements including irregular atmospheric conditions (e.g. disturbed ionosphere and troposphere), electromagnetic interference, and multipath [Knight et al., 1998]. Among these factors - depending on the situation - the disturbed ionosphere and associated ionospheric scintillation can have the most significant impact on the GPS performance.

1.1 The Ionosphere

The ionosphere is a region of the Earth's atmosphere filled with electrons and electrically charged molecules and atoms. The density of electrons and ions are assumed to be equal in the ionosphere, with the density of ions to be less than 1 percent of the neutral density. The mixture of positively and negatively charged particles and neutral gas atoms is referred to as plasma [Vollath, 2007]. The ionosphere therefore is a weakly-ionized plasma. The lower and upper boundaries of this region are typically considered to be located around 50 km and 1000 km from the surface [Misra and Enge, 2006].

The ionosphere is formed by solar ionizing radiation. At ultraviolet (UV) and X-ray wavelengths (i.e. 0.01 to 400 nm), solar radiation is extremely energetic and therefore capable of freeing one or more electrons from neutral gas atoms or molecules (mostly N$_2$ and O$_2$ at lower altitudes, and H$_2$ and He at higher altitudes) [Misra and Enge, 2006]. In this process, known as ionization, the solar radiation energy is partly absorbed by a neutral gas atom, which, in turn, promotes the atom to a less stable configuration where it finally loses one of its outer electrons. At lower altitudes, plasma density increases and solar radiation become weaker; thus, the chance of positive ion-free electron recombination increases. The balance between these two opposite processes leads to the formation of several ionization layers, namely D, E, F$_1$, and F$_2$ as shown in Figure 1.1. The F$_2$ layer persists by night and day. The other three layers, however, are strongly tied to the UV radiation and disappear during nighttime [Klobuchar, 1996].
Figure 1.1: Electron density profile [modified after Klobuchar, 1996].

This research is principally focused on the behavior of the ionospheric F2-region as radio signals are mainly refracted and perturbed at this region. The peak electron density of F2 experiences both diurnal variations and annual fluctuations.

Equatorial anomaly:

The F2-region daytime electron density peak occurs around 2:00 p.m. (local time) at about 350 km altitude. During the evening hours, the peak electron density is lower and it usually occurs at higher altitudes as compared with daytime [Klobuchar, 1996]. In the equatorial regions, for example, the F2-layer evening height reaches up to 500-600 km from the surface. This is because of an upward ExB plasma drift of the equatorial F2-layer formed by the northward Earth’s magnetic field (B), and an eastward electric field (E) in the E-layer that is intensified around sunset. After elevating to high altitudes, the plasma starts to move downward along the magnetic field lines due to the effect of pressure gradient (\( \nabla p \)) from upper layers, and gravity (\( g \)). This phenomenon is known as the Fountain Effect (see Figure 1.2), and results in the formation of the Equatorial Anomaly [Fejer et al., 1999; de Rezende et al., 2007].
The Equatorial Anomaly consists of two ionospheric regions with high electron density peaks, around 20 degrees north and south of the magnetic equator, and is the main factor responsible for the generation of low-latitude plasma irregularities [de Rezende et al., 2007; Alfonsi et al., 2010].

Annual variation:

Both the electron concentration and the peak height of the $F_2$-region depend on solar cycle. The sun has an 11-year activity cycle, which is characterized by the number of sunspots (SSN) on the solar disk. Higher SSNs correspond to stronger solar activities. During the period of greatest solar activity (i.e. the solar maximum), the $F_2$ peak electron density usually increases by more than one order of magnitude, and its peak height rises by tens of kilometers as compared with solar minimum [Lühr et al., 2010].

The next solar maximum is predicted to occur in 2013. It is expected that during this period further solar radiation will increase the level of ionization in the ionosphere, with an increased impact on transionospheric radio wave propagation.
1.2 Ionospheric Effects on Global Positioning System

The GPS signals are affected by the propagation medium. More than 95 percent of their propagation path is located in free space and the rest is located within the Earth’s atmosphere. Unlike the free space, the atmosphere changes the speed and direction of propagation of GPS signals. This phenomenon, known as refraction, increases the signal’s travel time, which is a key measurement required for positioning and navigation [Misra and Enge, 2006].

To calculate the impact of propagation medium on GPS signals, the refractive index of the propagation medium needs to be determined first. The scale-free refractive index of a medium \( n \) is expressed as the ratio of the speed of propagation of the signal in free space \( c \) relative to that in the considered medium \( v \) [Misra and Enge, 2006]:

\[
    n = \frac{c}{v} \tag{1.1}
\]

where \( c = 299,792,458 \text{ m/s} \). Since the ionosphere is not uniform in composition, the refractive index changes all along the path of a signal. At a given location in the ionosphere the phase refractive index \( n^p \) can be expressed using the Appleton-Hartree formula [Klobuchar, 1996]:

\[
    n^2_p = 1 - \frac{X}{1 - iZ - \frac{Y_T^2}{2(1 - X - iZ)} \pm \left[ \frac{Y_T^4}{4(1 - X - iZ)^2} + Y_L^2 \right]^{1/2}} \tag{1.2}
\]

where
\[ X = N_e e^2 / (\varepsilon_0 m \omega^2) = f_a^2 / f^2, \]
\[ Y_L = f_H \cos \theta / f, \]
\[ Y_T = f_H \sin \theta / f, \]
\[ Z = \nu / \omega = f_v / f, \]
\[ \omega = 2\pi f, \]

\( f \) is the radio-wave frequency,
\( f_H \) is the electron gyro frequency (1.5 MHz),
\( f_a \) is the electron plasma frequency (20 MHz),
\( N_e \) is electron density (el/m³),
\( e \) is electron charge (-1.602×10⁻¹⁹ Coulomb),
\( \varepsilon_0 \) is permittivity of free space (8.854×10⁻¹² F/m),
\( \theta \) is the angle between the wave direction and the Earth’s magnetic field,
\( m \) is the electron rest mass (9.107×10⁻³¹ kg), and
\( \nu \) is the electron-neutral collision frequency (\( \nu = 2\pi f_v \), \( f_v = 0.01 \) MHz).

The higher order terms in Equation (1.2) are often neglected as they only contribute to a few centimeters of range error during solar maximum conditions [Brunner and Gu, 1991]. The refractive index of the ionosphere to first order can therefore be expressed as [Klobuchar, 1996]

\[ n \approx 1 - \frac{X}{2} = 1 - \frac{N_e e^2}{2\varepsilon_0 m \omega^2} \]  \hspace{1cm} (1.3)

Substituting the actual values of \( m \) (9.107×10⁻³¹ kg), \( \varepsilon_0 \) (8.854×10⁻¹² F/m), and \( e \) (-1.602×10⁻¹⁹ Coulomb) in Equation (1.3), the phase refractive index becomes a function of radio-wave frequency and the ionosphere electron density at that specific location [Misra and Enge, 2006]
\[ n_p = 1 - \frac{40.3 \, N_e}{f^2}, \]  \hspace{1cm} (1.4)

When the refractive index of a propagation medium is a function of propagating signal frequency, as in Equation (1.4), the medium is called dispersive. In a dispersive medium, signal velocity depends on frequency. The ionosphere is dispersive for the GPS signals. As a result, the GPS carrier wave propagation depends on phase refractive index \( (n_p) \) in the ionosphere while the modulating code signal experiences a different refractive index, called the group refractive index \( (n_g) \), as defined below [Misra and Enge, 2006].

\[ n_g = n_p + f \frac{dn_p}{df} = 1 + \frac{40.3 \, N_e}{f^2} \]  \hspace{1cm} (1.5)

The simple fact that the ionospheric refractive index has a non-unit value results in some major effects on GPS signals including [Klobuchar, 1996]

1- Group delay of the modulating signals
2- Carrier wave phase advance
3- Doppler shift or range-rate error
4- Phase and amplitude scintillation
5- Angular refraction
6- Signal distortion

Knowing the refractive index, it is possible to quantify the impact of the ionosphere on radio-waves. The first four effects listed are explained in more detail in the following sections.
1.2.1 Carrier Phase Advance and Modulation Group Delay

In the estimation of GPS pseudoranges, it is assumed that the speed of GPS signal within the propagation medium is equal to the speed of light in a vacuum \( c = 299,792,458 \text{ m/s} \). Since the ionospheric refractive index differs from unity, this assumption is not correct.

Following Equations (1.1), (1.4) and (1.5), the phase velocity \( v_p \) is found to be slightly larger than the speed of light in a vacuum, causing the phase advance [Skone, 1998].

\[
\frac{v_p}{n_p} = \frac{c}{1 - \frac{40.3 \ N_e}{f^2}} \approx c \left(1 + \frac{40.3 \ N_e}{f^2}\right) = c + \Delta v, \quad \text{(m/s)} \quad (1.6)
\]

The group velocity \( v_g \), on the other hand, is found to be slightly less than the speed of light, which causes the group delay.

\[
\frac{v_g}{n_g} = \frac{c}{1 + \frac{40.3 \ N_e}{f^2}} \approx c \left(1 - \frac{40.3 \ N_e}{f^2}\right) = c - \Delta v, \quad \text{(m/s)} \quad (1.7)
\]

By subtracting the accurate phase and group velocities \( v_p \) and \( v_g \) from the speed of light \( c \) and multiplying the remainder \( \pm \Delta v \) by the signal travel time, one can calculate the amount of range delay caused by the ionosphere, in units of meters, via
\[ \Delta R_p = \int_R^s (c - v_p) \, dt \]
\[ = \int_R^s (n_p - 1) \, dl \]
\[ = -\frac{40.3}{f^2} \int_R^s N_e \, dl \]
\[ = -\frac{40.3}{f^2} \cdot TEC \quad (1.8) \]

\[ \Delta R_q = \int_R^s (c - v_q) \, dt \]
\[ = \frac{40.3}{f^2} \int_R^s N_e \, dl \]
\[ = \frac{40.3}{f^2} \cdot TEC \quad (1.9) \]

where \( S \) denotes satellite, and \( R \) denotes receiver.

As can be seen from the above two equations, the "magnitude" of ionospheric range delay is the same for the carrier phase and pseudorange measurements. The term \( \int N_e \, dl \) is referred to as the total electron content (TEC), and represents the number of electrons in a column with the cross sectional area of 1 m\(^2\) extending all the way from the receiver to the satellite [Misra and Enge, 2006]. Equations (1.8) and (1.9) indicate that the range delay caused by the ionosphere directly depends on the number of free electrons along the path of the signal. The total electron content is measured in units of TECU, where one TECU is equal to \( 10^{16} \) el/m\(^2\).

Having the range delay (\( \Delta R \)), the equivalent amount of time delay and phase shifts added to the signal by the ionosphere can be determined through [Skone, 2009]
\[ I_{\text{shift}} = \frac{|\Delta R|}{c} = \frac{1.34 \times 10^{-7} \cdot TEC}{f^2} \]  

\[ \phi_{\text{shift}} = 2\pi \frac{|\Delta R|}{\lambda} = \frac{2\pi f}{c} \frac{|\Delta R|}{f} = \frac{8.44 \times 10^{-7} \cdot TEC}{f} \]  

where \( t_{\text{shift}} \) is in seconds, and \( \phi_{\text{shift}} \) is in radians.

### 1.2.2 Ionospheric Doppler Shift

Due to the relative motion between a satellite and the GPS receiver, the frequency of the received signal deviates from the original frequency transmitted by the satellite. The difference between the true and the received frequency is referred to as the Doppler shift. In GPS context, there is a geometric Doppler shift due to relative motion between a GPS satellite and the user, and an *ionospheric Doppler shift* because of varying TEC [Klobuchar, 1996].

The Doppler shift added by the ionosphere is smaller than the geometric Doppler shift, and is calculated, in units of Hz, by [Skone, 2009]

\[ \Delta f = \frac{1}{2\pi} \left( \frac{d\phi_{\text{shift}}}{dt} \right) = \frac{8.44 \times 10^{-7}}{2\pi f} \cdot \frac{dTEC}{dt} = \frac{1.34 \times 10^{-7}}{f} \cdot \frac{dTEC}{dt} \]  

### 1.2.3 Ionospheric Scintillation

Scintillation refers to random fluctuations in the received wave field strength caused by the irregular structure of the propagation medium. Ionospheric scintillations are random rapid variations in the intensity and phase of received signals resulting from plasma density irregularities in the ionosphere [Conker et al., 2003]. Shown in Figure 1.3 are the areas highly prone to scintillation effects, namely the *equatorial regions* (about 20...
degrees either side of the geomagnetic equator), and the high-latitude regions (including auroral and polar cap). The physics of the equatorial F-region irregularity patches are rather different from those in high-latitude regions, resulting in different scintillation behaviors [Aarons, 1982].

![Figure 1.3: Regions of the world prone to strong scintillation effects [modified after Klobuchar, 1991].](image)

1.2.3.1 High-latitude scintillations

High-latitude scintillations primarily result from geomagnetic storms, which, in turn, result from interactions between the solar coronal mass ejections (CME) and the Earth’s magnetosphere. When a major CME takes place, an extremely huge amount of solar plasma is ejected from the sun into space. When part of this stream, known as solar wind, reaches the Earth (see Figure 1.4), it is deflected by the Earth’s magnetic shield [Gopalswamy, 2009]. Strong solar wind pressures, however, are capable of compressing the magnetosphere to a point where the CME magnetic field can easily interact with the
Earth’s magnetic field and, as a result, transmit a huge number of energetic particles into the magnetosphere and ionosphere.

Within the ionosphere, the charged particles precipitate along the Earth’s magnetic field lines and create large patches of high electron density. The magnetosphere-solar wind interactions also generate electric fields which displace the plasma patches within the ionosphere. In this case, the movement of plasma patches with strong horizontal density gradients will result in another phenomenon called gradient drift instability (GDI), during which the patches break down into smaller regions of irregular plasma density. Electron precipitation and GDI are believed to be the main sources of scintillation at high latitudes at GPS frequencies [Sjojka et al., 1998].

The intensity and frequency of geomagnetic storms are controlled by the solar cycle. Accordingly, the most severe and most common storms are associated with the solar cycle maximum.

Figure 1.4: Solar-terrestrial interaction [modified after de Rezende et al., 2007]
1.2.3.2 Equatorial scintillations

The physics of the equatorial F-region irregularity patches are different from those at high-latitude regions. During daytime local time near the magnetic equator, the E-region dynamo electric field (E) is eastward. As the northward magnetic field (B) is nearly parallel to the Earth’s surface, the resulting ExB drift lifts the F-region plasma upward. The elevated plasma then moves down along the magnetic field lines (see Figure 1.2), and creates the Equatorial Anomaly; two peaks in electron density roughly 20 degrees either side of the magnetic equator [de Rezende et al., 2007; Alfonsi et al., 2010].

Shortly after sunset, another dynamo is developed at higher altitudes in the F-region, which enhances the eastward electric field. The post-sunset electric field moves the ionospheric plasma upward, thus intensifying the Equatorial Anomaly peaks. The “post-sunset enhancement” of the eastward electric field is responsible for the creation of equatorial ionospheric irregularities [Alfonsi et al., 2010].

As the F-region plasma moves to higher altitudes, the density gradient between the top and bottom side of this region increases, which, in turn, results in the formation of plasma density depletion areas (plasma bubbles) in the lower F-region, as illustrated in Figure 1.5. When a bubble starts to grow or move upward, large electron density gradients on the bubble edges produce smaller irregularities. These small irregular regions with a size of the order of the first Fresnel zone radius\(^3\) or less can cause strong scintillations of intensity and phase of GPS signals [Afraimovich et al., 2006; Alfonsi et al., 2010].

Around local midnight, the electric field starts turning westward and, thus, the plasma gradually moves to lower altitudes and the irregularities begin to fade [Alfonsi et al., 2010]. Equatorial scintillations are studied in this work as they affect larger number of navigation users, and tend to be more severe than high-latitude scintillations.

\(^3\) The radius of the first Fresnel zone is calculated via \(r \approx (H \cdot \lambda)^{1/2}\), where \(H\) denotes the ionospheric electron density peak height, and \(\lambda\) denotes the signal wavelength. For \(H=350\) km, and \(\lambda_{L1}=0.19\) m, the Fresnel radius is about 260 m for the GPS \(L_1\) signal.
1.3 Impact of Ionospheric Scintillation on GPS Receiver

Ionospheric plasma density irregularities and plasma bubbles can impair the performance of GPS receivers though introducing unexpected phase and intensity variations to the received signals. Propagation through randomly distributed irregularities changes the phase modulation of the propagating signal and produces complex diffraction patterns on the ground [Wernik et al., 2003].

Scintillation components affect GPS receivers mostly at the tracking loop stage and, therefore, have the capability to disturb all GPS systems, including stand-alone receivers and differential systems [Knight and Finn, 1996].

Phase scintillations induce a frequency shift in the received signal carrier wave. When the frequency shift exceeds the phase locked loop bandwidth, the signal may be lost and need to be reacquired. Intensity scintillations, on the other hand, cause signals to fade. During severe fading conditions, the signal strength may drop almost entirely below the receiver
lock threshold, and signal loss and cycle slips may occur. In general, scintillations can impair the performance of communication and navigation systems [Klobuchar, 1996].

1.4 Literature Review

Although the physics of ionospheric scintillation has been studied over the past several decades [e.g., Aarons, 1982; Fremouw and Ishimaru, 1992; Wernik et al., 2003], and scintillation effects on GPS applications are widely investigated for the equatorial regions and, to less extent, for high-latitude regions [Beniguel et al., 2004; Kintner et al., 2007; Seo et al., 2007; Hinks et al., 2008; Alfonsi et al., 2010; Prikryl et al., 2010], predicting the behavior of a GPS receiver under different ionospheric scintillation conditions is still a difficult task to accomplish.

This problem arises due to the following reasons: first, the dependence of ionospheric activity on the 11-year solar activity cycle, the difference in the physics of the high-latitude scintillation versus equatorial scintillation and, more importantly, the random nature of scintillation makes it difficult for researchers to develop a standard model to be applicable at any given location and time. Second, due to fast developments in technology of GPS receivers, especially in signal tracking algorithms [e.g., Alban et al., 2003; Kamel et al., 2010], extending the prediction results obtained for one specific type of receiver to all other types is not easily achievable.

1.4.1 Scintillation Models

**WBMOD Model**

The Wide Band ionospheric scintillation MODel (WBMOD), developed by researchers at Northwest Research Associates, Inc. (NWRA), is often used by researchers to determine the global distribution and behavior of ionospheric scintillation at a specified location and time. The model itself is a combination of an *environmental* model and a *propagation* model. The WBMOD environmental model characterizes the plasma density
irregularities within the ionosphere, and the propagation model determines their subsequent effects on radio wave propagation [Secan et al., 1995].

For a given set of environmental conditions (e.g. date, time, SSN, and geomagnetic activity levels), and system parameters (e.g. transmitter and receiver location, and carrier frequency), the WBMOD model calculates the intensity scintillation index ($S_d$), the phase scintillation index ($\sigma_p$), the strength of the phase scintillation power spectral density ($T_{\sigma_p}$), and the power spectral index ($\nu$), together with the statistics on the occurrence of each parameter. Since its development, the WBMOD model has been reviewed and revised several times using the latest space-based/ground-based observation data [Fremouw and Secan, 1984; Secan et al., 1995].

**Phase Screen Scintillation Model**

The phase screen scintillation model (PSSM), developed by a group of researchers at Cornell University [Psiaki et al., 2007], is a simple physics-based model used for the evaluation of single and dual-frequency GPS receiver tracking loops robustness in the presence of scintillation. The model assumes that the ionospheric irregularities are concentrated within a thin shell or screen at the typical height of maximum irregularities\(^4\) (e.g. 350 km). At the screen height, it is also assumed that variations in the vertical total electron content - produced by ionospheric irregularities - are distributed perpendicular to the earth's magnetic field lines, as illustrated in Figure 1.6. Shown in the figure is the nominal magnetic field direction along the y-axis, the wave propagation direction along the z-axis, and the TEC profile along the x-axis.

For a given profile of vertical TEC (VTEC), the PSSM model generates the scintillation-induced phase fluctuations using the following equation [Psiaki et al., 2007].

\(^4\) According to Aarons [1982], the main disturbance region for equatorial irregularities is located between 250 and 400 km altitude.
\[ \phi_{sc}(x) = (2\pi)^2 \left[ \frac{40.3 \text{TEC}(x)}{c\omega} \right] \]  

(1.13)

where \( c \) is the speed of light in m/s, \( \omega \) is the carrier frequency in rad/s, and \( \text{TEC}(x) \) has a unit of el/m².

Figure 1.6: Geometry of the phase screen scintillation model [modified after Psiaki et al., 2007].

The phase perturbation effects are then propagated towards the receiver using the Huygens-Fresnel formulation for wave propagation [Psiaki et al., 2007]:
\[
[\tilde{I}_{sc}(x, \omega) + j\tilde{Q}_{sc}(x, \omega)]e^{j\omega t} = \\
A_0 \sqrt{\frac{k}{2\pi}} \exp\left\{ j(\omega t - k\tau) \right\} \int_{-\infty}^{\infty} \exp\left\{ j(\phi_{sc}(x') - k(x - x')^2/2z) \right\} dx'
\]

(1.14)

where \( A_0 \) is the signal’s amplitude, \( \tilde{I}_{sc}(x, \omega) \) and \( \tilde{Q}_{sc}(x, \omega) \), respectively, represent the scintillation-induced in-phase and quadrature-phase signal fluctuations at the receiver, and \( k = \omega/c \) is the signal’s wavenumber in rad/m.

For the typical ionospheric drift velocity (\( v_{drift} \approx 100 - 150 \text{ m/s} \)), the temporal variation of the in-phase and quadrature-phase scintillation perturbation can be obtained via [Psiaki et al., 2007]

\[
I_{sc}(t) = \tilde{I}_{sc}(x, \omega) \\
= \tilde{I}_{sc}(v_{drift} t, \omega)
\]

(1.15)

and

\[
Q_{sc}(t) = \tilde{Q}_{sc}(x, \omega) \\
= \tilde{Q}_{sc}(v_{drift} t, \omega).
\]

(1.16)

Considering the TEC variations as the seeding source of ionospheric scintillation and adopting the diffraction theory for signal propagation towards the receiver makes the PSSM model a reasonable candidate for studying the impact of scintillation on GPS receivers at the equatorial regions. The model, however, is based on the assumption that the wave propagation direction is normal to the phase screen (as shown in Figure 1.6). In other words, only transmissions from high elevation sources are considered. In reality, however, signals arrive from different directions; sometimes from very low elevation
angles. Moreover, it is shown by Rino [2011] that ionospheric scintillation effects are more severe during oblique signal propagation compared with that in normal propagation. Thus, oblique propagation should be included in the PSSM model if one decides to bring the results closer to reality.

Statistical Model

For the purpose of testing GPS receiver carrier tracking loops robustness in equatorial regions, a simple statistical scintillation model (SSM) for simulating equatorial transition-ionospheric radio wave scintillation is suggested by Humphreys et al. [2009]. The SSM model evaluates the scintillation signal in a complex form. Accordingly, the model generates a complex tracking channel response function in the form of

\[ z(t) = \tilde{z} + \xi(t) \]  

(1.17)

with \( \tilde{z} \) being the direct component, and \( \xi(t) \) being the fading process. The magnitude of \( z(t) \) is assumed to follow a Rice distribution (similar to Nakagami-m distribution) with the Rician parameter \( \kappa = \sqrt{1 - S_v^2}/(1 - S_v^2) \), and the spectrum of \( \xi(t) \) is assumed to follow that of a low-pass second-order Butterworth filter whose cutoff frequency is related to \( \tau \), the decorrelation time of \( \xi(t) \), via \( f_c = 1.24/(\sqrt{2\pi \tau}) \) [Humphreys et al., 2009].

The SSM model requires two input parameters (i.e. the fading processes decorrelation time \( \tau \), and intensity scintillation index \( S_v \)) to generate different scintillation time histories. The model has been validated by comparison with phase-screen-generated and empirical scintillation data in realistic tracking loop tests [Humphreys et al., 2009].

In terms of simplicity and number of input parameters, the statistical model is preferred over the more complicated WBMOD model, or even the phase screen scintillation model.
However, it does not provide any information regarding the seeding sources of irregularities, or the physical processes that lead to the often-observed scintillation disturbing effects.

1.4.2 A Review of Scintillation Effects on Tracking Loops

During the last two decades, a number of researchers have attempted to investigate the performance of GPS receiver tracking loops using tracking loop simulators, and real and/or simulated scintillation data:

Using code and carrier tracking loop simulators for GPS L₁ signal, Hegarty et al. [2001] have determined the tracking errors in terms of intensity scintillation index, and carrier-to-noise ratio. According to their results, unlike code tracking loops which are quite robust to phase and intensity scintillation, carrier tracking loops are very susceptible to scintillation, and for strong scintillation conditions, the required carrier-to-noise ratio for consistent carrier tracking often drops below the threshold, and loss of signal lock occurs. Their results on semi-codeless tracking of the L₂ carrier indicate that these types of receivers are very vulnerable to scintillation especially when signals are received at low elevation angles. Similar results have been demonstrated earlier by Nichols et al. [1999] for high-latitude scintillations.

Following the work of Rino [1979], and Knight and Finn [1998], and using a reasonable combination of the WBMOD model and tracking loop models, Conker et al. [2003] have determined the effects of scintillation on the availability of GPS and satellite-based augmentation systems (SBAS) for L₁ C/A and L₂ semi-codeless receivers. Their analyses suggest that during high solar activity periods, such as solar cycle peaks where scintillation is at a maximum level, in the equatorial regions, Hawaii, and far-northern reaches of Canada there could be a significant number of satellite signals lost for both full-code correlation and semi-codeless receivers. They did not, however, consider system dynamics as part of error sources (in terms of steady state error or transient error) in their calculations. As shown in Chapter six of this thesis, system dynamics, as one
important source of error, directly affect the choice of optimum loop bandwidth and loop order.

Using real scintillation data collected in the equatorial region (Cachoeira Paulista, Brazil, November 6-19, 1998) via multiple spaced receivers, Kintner et al. [2001] have investigated the impact of equatorial scintillations, in terms of fade depth and fade duration, on the performance of GPS receivers. According to their observations, the ionospheric scintillation fade duration is directly related to the difference between the ionospheric drift velocity, and the GPS signal penetration point velocity at 350 km altitude (considered as the typical height of maximum electron density). As shown in their results, for small velocity differences, the signal fade duration is lengthened, sometimes up to 15-16 seconds. During prolonged signal fadings, the loss of receiver lock on GPS signals is more likely when fade depth is near the tracking threshold.

Seo et al. [2008] have also analyzed the aviation navigation availability during a strong scintillation period based on real scintillation data collected at Ascension Island on March 18, 2001. According to their results, the aviation receivers do not generally provide high availability under severe scintillation conditions, and to overcome that, short signal reacquisition periods are required. None of these researchers, however, have provided the relationship between the scintillation-induced fade depth and duration, and the receiver performance parameters.

1.5 Research Objectives

Since GPS has found an enormous market in the civilian community in diverse areas, determining the accuracy and reliability of GPS receivers and predicting their behavior under different environmental conditions is of great importance. As one of the most important environmental factors, the disturbed ionosphere and associated ionospheric scintillation can significantly affect the performance of the GPS receivers through introducing unexpected variations in the phase and intensity of received signals. In addition, increased ionospheric activity in the years preceding the solar maximum of
2013 will likely have more severe impact on GPS in terms of navigation errors due to large-scale irregular structures and loss of signal lock due to scintillation.

The principle objective of this research is to develop tools to investigate the impact of low-latitude ionospheric scintillations on a generic GPS receiver carrier tracking loop, with the aim of developing a means to quantify the performance of GPS receivers as a function of different ionospheric conditions. The following tasks and sub-objectives are identified:

**Tasks**

1. Implement a physics-based model for characterizing ionospheric scintillation signals based on existing theory.
2. Develop scintillation simulator based on Task 1.
3. Develop a single-frequency GPS signal simulator.
4. Develop GPS receiver code and carrier tracking loop simulators.

**Sub-objectives**

1. Obtain expressions for the carrier phase tracking mean square error, and carrier velocity mean square error as a function of scintillation parameters \((T_{scint}, S_4, \nu)\) and tracking loop parameters \((\beta, \eta, f_c, B_n)\) in the presence of thermal noise and system dynamics.
2. Determine the intensity and phase scintillation thresholds beyond which the carrier tracking loop is expected to lose phase lock, and the carrier velocity error is expected to exceed a preset level.
3. Determine the impact of scintillation-induced signal fade depth and fade duration on the probability of loss of phase lock, and the probability of cycle slips.
4. Obtain an expression for the optimum loop equivalent noise bandwidth for a minimum tracking error in the presence of ionospheric scintillation, thermal noise and system dynamics for both full-code correlation and semi-codeless receivers.
5. Determine the ionospheric scintillation effects on the correlation of different L-band signals transmitted by the GPS satellites on the same propagation path.
1.6 Thesis Outline

The current chapter contains an introduction to the ionosphere, the sources of ionospheric irregularities, their geographic dependence, and their impacts on GPS receivers.

Chapter two covers the general theory of scintillation. This includes electromagnetic wave propagation in homogeneous and weakly-inhomogeneous media, scattering and propagation theories as building blocks of scintillation theory, statistical characteristics of scintillations, and finally, wave oblique propagation in anisotropic media. In addition, the physics-based phase screen model and the scintillation simulator, used for generating different intensity and phase scintillation realizations, are described in detail.

A GPS signal simulator and a GPS receiver code and carrier tracking loop simulator is developed in this work for testing different algorithms and techniques throughout the thesis. GPS signal structure and signal simulator are described in Chapter three. The software receiver building blocks, together with signal acquisition and tracking algorithms, and GPS tracking loop simulators are given in Chapter four. Using the tracking loop simulators, the results of processing synthetic scintillated data are evaluated through comparison with real scintillation data collected at Ascension Island during the solar maximum of 2001.

In Chapter five, the ionospheric scintillation effects on the GPS receiver carrier tracking loop performance are investigated, and quantified through the definition of two receiver performance measures (i.e. the carrier phase tracking mean square error and carrier velocity mean square error), as a function of scintillation parameters \( T_{\text{win}}, S_{\Delta}, v \) in the presence of thermal noise and system dynamics. Moreover, the intensity and phase scintillation thresholds beyond which the carrier tracking loop may lose lock are determined. The simulation results are used to validate theoretical outcomes, whenever applicable, and to determine where the theoretical predictions fail.

The impacts of scintillation on the probability of loss of lock and the probability of cycle slips are investigated in Chapter six. In addition, the optimum loop noise bandwidth for a
minimum tracking loop error is calculated as a function of scintillation parameters \((T_{\text{scin}}, S_4, \nu)\) and tracking loop parameters \((\beta, \eta, f_u)\) in the presence of thermal noise and receiver-platform dynamics. Finally, the effects of scintillation on the correlation of different L-band signals employed by the GPS system are explored, and further used in the determination of carrier tracking error variance of L2 semi-codeless receivers.

Chapter seven contains the main conclusions and recommendations for future studies on the methods developed within the thesis.

1.7 Methodology Flowchart

The methodology flowchart in Figure 1.7 provides an overview of the sequence of steps taken throughout the thesis to accomplish the tasks and achieve the final objectives. The work is summarized in five steps:

**Step 1:** Generate different scintillation realizations (i.e. scintillation time histories) by means of the phase screen model scintillation simulator in Chapter two.

**Step 2:** Generate GPS L1 signal using the signal simulator developed in Chapter three, and modulate the GPS signal with scintillation signals via complex modulation technique.

**Step 3:** Process the scintillated GPS signal in the carrier tracking loop simulators in Chapter four.

**Step 4:** Employ the statistical properties of scintillation components, and the model of the conventional Costas-type carrier tracking loop to derive various loop measures as a function of scintillation and tracking loop parameters in Chapters five and six.

**Step 5:** Evaluate the theoretical predictions through comparison with simulation results, whenever applicable.
Figure 1.7: Simulation methodology flowchart.
Chapter Two: Theory of Scintillation

With a few adjustments, scintillation theory can be considered as a combination of *propagation theory* and *scattering theory*. Propagation theory defines the space and time progression of wave fields within a uniform or homogeneous medium. The physical properties of such media do not change at different points. Scattering theory, on the other hand, is mainly concerned with the wave propagation in an inhomogeneous medium. This theory defines the generation of scattered wave fields when the initial propagating wave experiences steep gradients in the material properties of the medium [Rino, 2011].

Following the propagation theory, the theory of scintillation assumes that the gradients in the material properties of the propagation medium are small enough that they can be neglected. The propagation medium, therefore, is assumed to be *weakly inhomogeneous*.

Similar to the scattering theory, the theory of scintillation accepts wave scatterers (here, plasma density depletion regions) throughout the propagation medium. However, unlike the scattering theory, only *forward* propagation is considered in scintillation theory and all backscatters induced by structured medium are neglected. According to this assumption, the energy propagating in the forward wave field is preserved [Rino, 2011].

Wave propagation theory and weak scattering approximation are reviewed in Section 2.1 as a means of developing scintillation theory. This forms a basis for further expansion and modification of scintillation theory in later sections to develop realistic simulation tools. This review is based on Chapters 1-4 of Rino [2011].

2.1 Electromagnetic Wave Propagation Theory

The transmission of electromagnetic (EM) waves is described by Maxwell’s equations which define the mutual connection between the magnetic and electric field quantities. These equations are valid at any spatial location, and in any material including free space [Mitchell, 2008].
2.1.1 Propagation in Homogeneous Media

Maxwell's equations in time-harmonic form relate the wave fields to the material quantities of the propagation medium via the following two equations [Rino, 2011].

\[
\nabla \times E = -i\omega \mu H \tag{2.1}
\]

\[
\nabla \times H = i\omega \varepsilon E + J \tag{2.2}
\]

where, "\(\nabla \times\)" represents the curl operator, the complex vectors \(E\) and \(H\) are electric (\(V/m\)) and magnetic (\(amp/m\)) fields, respectively. The complex vector \(J\) represents electric current density (\(amp/m^2\)), \(\mu\) is permeability (\(H/m\)), \(\varepsilon\) is permittivity (\(F/m\)), and \(\omega = 2\pi f\) is frequency (\(rad/s\)).

Using Maxwell's equations defined above, the general form of wave equation is obtained as follows [Rino, 2011].

\[
\nabla^2 E + \omega^2 \mu \varepsilon E = -\nabla (E \cdot \nabla \log \varepsilon \varepsilon) \tag{2.3}
\]

Since in a homogeneous medium both the magnetic permeability (\(\mu\)) and electric permittivity (\(\varepsilon\)) are constant, the right-hand side of Equation (2.3) equals zero. As a result, the solutions to equation

\[
\nabla^2 E + \omega^2 \mu \varepsilon E = 0 \tag{2.4}
\]

represents freely propagating waves. For a constant wavenumber value (\(k\)), where

\[
k = k = \omega \sqrt{\mu \varepsilon} = \omega / c, \tag{2.5}
\]
the plane waves of the form [Rino, 2011]

\[ E(\vec{r}) = \hat{E}(\vec{k}) \exp[i\vec{k} \cdot \vec{r}] \]  \hspace{1cm} (2.6)

can satisfy Equation (2.4), where \( \vec{k} = k_x \hat{a}_x + k_y \hat{a}_y + k_z \hat{a}_z \) is the spatial wavenumber vector, and \( \vec{r} \) is the position vector. Since \( k \) is constant, the components of the wave vector are dependent. Considering \( x \) as a reference propagation direction, and \( k_x \) as the magnitude of \( x \)-component of \( \vec{k} \), the relation between \( k_x \), the transverse component \( \kappa \), and \( k \) is defined as [Rino, 2011]

\[ k_x = k \sqrt{1 - (\kappa/k)^2} = k g(\kappa). \]  \hspace{1cm} (2.7)

For \( \kappa \leq k \), the plane wave propagates without attenuation. The two-dimensional Fourier decomposition of an electric field in a plane perpendicular to the propagation direction, at \( x = x_m \), can be expressed by [after modification from Rino, 2011]

\[ \hat{E}(x_m; \vec{k}) = \iint E(x_m, \vec{\xi}) \exp[-i \vec{k} \cdot \vec{\xi}] d\xi_x, \]  \hspace{1cm} (2.8)

where the integration range is from \(-\infty\) to \(\infty\), and \( \vec{\xi} \) is the transverse vector axis. Now at any point beyond the plane, the freely propagating wave field would be [Rino, 2011]

\[ E(\vec{r}) = \iint \hat{E}(x_m; \vec{k}) \exp[i k_x (\vec{k}) |x - x_m|] \times \exp[i \vec{k} \cdot \vec{\xi}] \frac{d\vec{k}}{(2\pi)^2}, \]  \hspace{1cm} (2.9)

which satisfies Equation (2.4). The term \( \exp[i k_x (\vec{k}) |x - x_m|] \) is referred to as the \textit{spatial transfer function}. 
2.1.2 Propagation in Weakly Inhomogeneous Media

Similar to Equation (2.3), the general form of the wave equation for inhomogeneous media is given by [Rino, 2011]

\[
\nabla^2 E + k^2 n^2 E = -\nabla (E \cdot \nabla \log \varepsilon)
\]
\[
\approx 0
\]
\[\text{(2.10)}\]

The term \(\omega^2 \mu \varepsilon\), in Equation (2.3), is substituted by its equivalent \(k^2 n^2\) in Equation (2.10), where [after modification from Rino, 2011] \(n = c_o / c = c_o \sqrt{\mu \varepsilon}\) is refractive index, and \(c_o\) is the speed of light in free space. For a weakly inhomogeneous media, the right-hand side of Equation (2.10) can be approximated by zero.

Structures in a propagation medium are characterized by changes in the local refractive index: \(n = 1 + \Delta n\). Following this, the approximate form of Equation (2.10) for a weakly inhomogeneous media would be [Rino, 2011]

\[
\nabla^2 E + k^2 E = -k^2 (2\Delta n + \Delta n^2) E
\]
\[
\approx -2k^2 \Delta n E
\]
\[\text{(2.11)}\]

One method of solving Equation (2.11) would be via employing the scalar free-space Green function [Rino, 2011]:

\[
G(\vec{r}, \vec{r'}) = \frac{\exp[i k |\vec{r} - \vec{r'}|]}{2\pi |\vec{r} - \vec{r'}|},
\]
\[\text{(2.12)}\]

where \(\vec{r}\) and \(\vec{r'}\) denote two position vectors in space. Using Equation (2.12), the following scatter integral [after modification from Rino, 2011]
\[ E(\vec{r}) = E_s(\vec{r}) + 2k \iiint G(\vec{r}, \vec{r}') S(\vec{r}') E(\vec{r}') \, d\vec{r}' \]
\[ = E_s(\vec{r}) + E_x(\vec{r}) \]  
(2.13)

can be considered as the solution to Equation (2.11), where

\[ S(\vec{r}) = k \delta n(\vec{r}) \]  
(2.14)

is the structure source function. In Equation (2.13), the vector field \( E_s(\vec{r}) \) represents the scattered field, while \( E_x(\vec{r}) \) denotes the solution to the homogeneous equation, and can be obtained from Equation (2.9). The general solution to Equation (2.13) requires certain approximations in the structured medium as described in the next section.

2.1.3 Weakly Scattering Media

Finding solutions to \( E(\vec{r}) \) initiated by \( E_s(\vec{r}) \) is very complicated; however, by considering the propagation medium as a weakly scattering medium, \( E(\vec{r}') \) in Equation (2.13) can be approximated by a freely propagating wave field as introduced in Equation (2.9), and the Green function can be expressed by [Rino, 2011]

\[ G(k | \vec{r} - \vec{r}'|) = \iiint \frac{i \exp\{ikg(\kappa)|x - x'|\}}{2kg(\kappa)} \exp\{i \vec{k} \cdot \Delta \vec{z}\} \frac{d\vec{k}}{(2\pi)^3} \]  
(2.15)

By substituting Equation (2.15) in (2.13), the general solution to wave propagation equation for a weakly inhomogeneous medium is obtained as [Rino, 2011]
\[ E(\vec{r}) = E_s(\vec{r}) + E_i(\vec{r}) \]
\[ = E_s(\vec{r}) + \int \left[ \int \mathcal{S}(\Delta \vec{R}, \vec{R}') E(0, \vec{R}') \frac{d\vec{R}'}{(2\pi)^2} \right] \exp \left[ \frac{-ikg(\kappa)x}{g(\kappa)} \right] \exp \left[ \frac{i\vec{R} \cdot \vec{\zeta}}{(2\pi)^2} \right] d\vec{R}. \] (2.16)

Equation (2.16) forms a linear integral relation between an observable scattered field \( E_s(\vec{r}) \) and the structure that is initiating the scatter or the propagation disturbance. Wave propagation theory along with weak scattering approximation is used to develop scintillation theory.

2.2 Scintillation Theory

Under the weak inhomogeneity restriction for the propagation medium, and considering \( x \) as the reference propagation direction, the wave field evolution in space can be expressed by [Rino, 2011]

\[ \frac{\partial E(x, \vec{\zeta})}{\partial x} = ik\Theta E(x, \vec{\zeta}) + ik\delta n(x, \vec{\zeta}) E(x, \vec{\zeta}). \] (2.17)

Equation (2.17) is known as forward propagation equation (FPE) and consists of two terms: the propagation operator (\( ik\Theta \)), and the media-interaction term (\( ik\delta n(x, \vec{\zeta}) \)), where \( \vec{\zeta} \) denotes the propagation transverse axes, and \( \Theta \) is the propagation operator defined by the Taylor series expansion of \( g(\kappa) \) in Equation (2.7).

One general solution to this equation would be, first, determining Equation (2.17) in the absence of the propagation operator via
\[ E(x_{n+1}, \vec{z}) = E(x_n, \vec{z}) \exp \left\{ \frac{ik}{\lambda} \int_{x_n}^{x_{n+1}} \delta n(x', \vec{z}) \, dx' \right\} \] (2.18)

and then using the **split-step** method (described in the following section), in which the wavefront is modulated by the phase perturbation in Equation (2.18) at the irregularity layer entrance, then the wave is propagated towards the next layer using the propagation operator.

### 2.2.1 Split-Step Solution to Forward Propagation Equation

Following Equation (2.17), the forward propagation equation in a two-dimensional medium, with \( x \) being the reference propagation direction, can be written as [Rino, 2011]

\[
\frac{\partial \psi(x, z)}{\partial x} = ik \Theta \psi(x, z) + ik \delta n(x, z) \psi(x, z) \] (2.19)

where \( \psi(x, z) \) is the complex wave field intensity. The general solution to this equation consists of the **media-interaction solution** plus the **propagation solution**. Assuming \( \Theta = 0 \), the media-interaction solution to Equation (2.19) follows that of Equation (2.18) for a two-dimensional medium, and the propagation solution follows [Rino, 2011]

\[
\psi(x, z) = \int \hat{\psi}(x_n, \kappa_z) \exp \{ikg(\kappa_z)(x-x_n)\} \exp \{ik_zz\} \frac{d\kappa_z}{2\pi} \] (2.20)

with

\[
\hat{\psi}(x_n, \kappa_z) = \int \psi(x_n, z) \exp \{-i\kappa_zz\} \, dz. \] (2.21)
The above two solutions can be combined in a single recursive method, known as the 
\textit{split-step} algorithm. To apply this method, the propagation medium is divided into \(n\) 
consecutive layers with thickness \(\Delta x_n\) - each layer described by local homogeneous 
statistical properties - and the solution is determined by repeating continuously the 
\textit{propagation} and the \textit{media-interaction} calculations given in Equations (2.18) and (2.20). 
The split-step recursion method can be applied through [Rino, 2011]

\[
\psi(x_n, m\Delta z) = \psi(x_{n-1}, m\Delta z) \exp \left[ ik \delta n(x_n, m\Delta z) \Delta x_n \right] \tag{2.22}
\]

\[
\hat{\psi}(x_n, l\Delta \kappa_z) = \sum_{n=0}^{N-1} \psi(x_n, m\Delta z) \exp \left[ -2\pi ilm / N \right] \tag{2.23}
\]

\[
\psi(x_{n+1}, m\Delta z) = \frac{1}{N} \sum_{l=0}^{N-1} \hat{\psi}(x_n, l\Delta \kappa_z) P_l^{\Delta \kappa_z} \exp \left[ 2\pi ilm / N \right] \tag{2.24}
\]

where Equations (2.23) and (2.24) are, respectively, forward and inverse discrete Fourier 
Transforms (DFT), and the spatial transfer function \(P_l\) is defined as [Rino, 2011]

\[
P_l = \exp \{ ikg(\kappa_z (l\Delta \kappa_z) ) \} \tag{2.25}
\]

at a set of spatial frequencies given by

\[
\kappa_z (l\Delta \kappa_z) = [-N/2, -N/2+1, \ldots, -1, 0, 1, \ldots, N/2-1] \Delta \kappa_z; \quad l = 0, 1, \ldots, N-1 \tag{2.26}
\]

The required parameters are the number of layers \((n)\), the primary field \(\psi(x_0)\), the 
sampling intervals \(\Delta z\) and \(\Delta x_n\), and the DFT size \(N\).
Equations (2.22) to (2.24) can simply be modified to accommodate wave propagations in three-dimensional media (e.g. replacing $\delta n(x_n, m\Delta z)$ by $\delta n(x_n; m_y\Delta y, m_z\Delta z)$).

2.3 Statistical Characteristics of Scintillations

Small-scale irregular structures in the propagation medium, from which scintillation originates, must be specified in the statistical theory. In this case, irregularity is principally shown as perturbations $\delta n$ to the local refractive index, where [Rino, 2011]

$$\delta n = -4\pi r_e \delta N_e c^2 / \omega^2$$
$$= -4\pi r_e \delta N_e / k^2. \quad (2.27)$$

In this equation, $r_e$ denotes the classical electron radius ($\sim 2.8198 \times 10^{-13} \text{ cm}$), and $\delta N_e$ denotes the electron density perturbation.

The theory of stochastic processes determines the mathematical basis for statistical measurements that describe random structures. As ionospheric scintillation is the result of wave propagation in a randomly structured medium, **scintillation is a stochastic process.** Scintillation components (phase and intensity) can therefore be characterized using a set of statistical parameters such as mean, variance, spectral density and probability distribution. The following sections describe these parameters in some detail.

2.3.1 Scintillation Spectral Density

According to the Landau-Hopf theory of turbulence, a fluid (liquid, gas or plasma) develops Fourier modes as it flows. Under strong forcing conditions, the Fourier modes follow the power-law distribution of the general form $C_s / q^p$ over the spatial wavenumber range $q_o << q << q_s$ [Rino, 2011]. The parameter $C_s$ is the turbulent strength, $p$ is the power-law index, $q_o$ is the outer scale and corresponds to the largest irregularity in the propagation medium (where $q_o = 2\pi/l_o$, with $l_o$ being the outer scale...
length), and $q_i$ is the inner scale and represents the smallest irregularity. Following this theory, the spectral density function (SDF) of the refractive index fluctuation is defined as [Rino, 2011]

$$\Phi_{\delta n}(q) = \frac{\langle \delta n^2 \rangle (4\pi)^{1/2} \Gamma(\nu + 1/2)}{\Gamma(\nu - 1) q_o^{-2\nu+2} (q_o^2 + q^2)^{\nu+1/2}}$$

$$= \frac{C_s}{(q_o^2 + q^2)^{\nu+1/2}}$$

$$= \frac{C_s}{q^{2\nu+1}}, \quad (q >> q_o) \quad (2.28)$$

which is characterized by the scale-free turbulent strength parameter ($C_s$), the scale-free spectral index ($\nu$), and the outer scale ($q_o$). In this equation $\Gamma(.)$ represents the Gamma function, and $\langle \delta n^2 \rangle$ represents the mean square value of refractive index variation. From Equation (2.27), the mean square value of refractive index variation can be calculated as follows.

$$\langle \delta n^2 \rangle = (4\pi)^2 r_e^2 \langle \delta N_e^2 \rangle / k^4$$

$$= r_e^2 \Lambda^4 \langle \delta N_e^2 \rangle / \pi^2. \quad (2.29)$$

Using Equation (2.28) and considering $x$ as the principal propagation direction, the impact of the three-dimensional irregular propagation medium on the two-dimensional propagating plane wave can be mapped onto the wavefront phase through integration over a propagation layer with thickness $l_p$. As a result, the three-dimensional refractive index SDF is linked to the two-dimensional phase scintillation SDF via [Rino, 2011]
\[ \Phi_{\delta\phi}(\tilde{k}) = k^2 l_p \Phi_{\delta\phi}(q) = \frac{k^2 l_p C_s}{(q^2 + q^2)^{v+1/2}} \approx \frac{k^2 l_p C_s}{q^{2v+1}}. \] (2.30)

### 2.3.2 Scintillation Probability Density Function

Among all different probability density functions that have been proposed for scintillation components thus far, the *Gaussian* distribution (for phase scintillation), and both the *Rice* and the *Nakagami-m* distributions (for intensity scintillation) were found to provide the best fit based on the results of the chi-square tests conducted on a large set of real scintillation data [e.g. Humphreys et al., 2009].

Amplitude \((A)\), intensity \((I = A^2)\) and phase \((\delta\phi)\) scintillation probability density functions are defined as [Knight and Finn, 1998; Hegarty et al., 2001]

\[
p(A) = \frac{2u^n A^{2n-1}}{\Gamma(n) \langle A^2 \rangle^n} e^{-uA^2/\langle A^2 \rangle}, \quad A \geq 0
\] (2.31)

\[
p(I) = \frac{u^n I^{n-1}}{\Gamma(n) \langle I \rangle^n} e^{-uI/\langle I \rangle}, \quad I \geq 0
\] (2.32)

\[
p(\delta\phi) = \frac{1}{\sqrt{2\pi}\sigma_{\delta\phi}} e^{-\delta\phi^2/2\sigma_{\delta\phi}^2}
\] (2.33)

where \(\sigma_{\delta\phi}^2 = \langle (\delta\phi)^2 \rangle\) is the phase scintillation mean square value\(^5\), \(\langle I \rangle\) is the average intensity scintillation, and \(u\) is a parameter that is related to intensity scintillation via

---

\(^5\) Since phase scintillation follows a zero-mean Gaussian distribution, its variance and mean square value are equal.
\[
u = \frac{\langle I \rangle^2}{\langle I^2 \rangle - \langle I \rangle^2},\tag{2.34}\]

Probability density functions are used in Chapter six when determining the impact of scintillation on the probability of loss of phase lock.

### 2.3.3 Scintillation Indices

Intensity scintillation index \( S_i \), and phase scintillation variance \( \sigma_\phi^2 \) defined below are typically used to determine the strength of scintillation activity [Rino, 2011].

\[
S_i = \sqrt{\frac{\langle I^2 \rangle - \langle I \rangle^2}{\langle I \rangle}} = \left[ k^2 \ell_p C_{\rho F}^{(2\nu-4)} \frac{\Gamma((2.5 - \nu)/2)}{2^{\nu+1/2} \sqrt{\pi} (\nu - 0.5)} \frac{\Gamma((0.5 + \nu)/2)}{\Gamma((\nu-0.5)/2)} \right]^{1/2} \tag{2.35}
\]

\[
\sigma_\phi^2 = \langle \delta \theta^2 \rangle = k^2 \ell_p C_{\rho F}^{(2\nu-4)} \frac{\Gamma(\nu-1/2)}{4\pi \Gamma(\nu+1/2)} q_p^{2\nu-4} \tag{2.36}
\]

From Equations (2.34) and (2.35), one can simply realize that \( u = 1/S_i^2 \). The scintillation indices with geometric and anisotropy corrections are given in Appendix V.

### 2.3.4 Frequency Dependence of Scintillation Indices

The ionosphere is dispersive for radio waves (including the GPS signals). The ionospheric index of refraction is inversely proportional to the frequency of the propagating signal, therefore, it causes lower frequency signals to bend more than higher frequency signals [Misra and Enge, 2006]. Since ionospheric scintillation results from random variation of index of refraction, one may expect to see greater scintillation impacts on radio waves with lower frequencies compared with higher frequencies.
The amount of frequency dependence of the intensity and phase scintillation can be obtained from Equations (2.35) and (2.36), respectively. The intensity scintillation index $S_i$ is proportional to the wavenumber $k$, the turbulent strength parameter $C_s$, and the Fresnel radius $\rho_F = \sqrt{x/k}$, via

$$S_i \propto \sqrt{k^2 C_s \rho_F^{2(2\nu-1)}} \quad (2.37)$$

in which $k \propto \omega$ (from the definition of wavenumber), $C_s \propto \omega^{-1}$ (from Equations (2.28) and (2.29)), and $\rho_F \propto \omega^{-1/2}$ (from the definition of Fresnel radius). Accordingly, $S_i$ is dependent on the carrier frequency $\omega$ by

$$S_i \propto \sqrt{\omega^2 \omega^{-4} \omega^{-(1-2\nu)2} = \omega^{-(2\nu+3)/4}} \quad (2.38)$$

Similarly, the root-mean-square (RMS) phase scintillation ($\sigma_\phi$) is related to $k$ and $C_s$ via

$$\sigma_\phi \propto \sqrt{k^2 C_s} \propto \sqrt{\omega^2 \omega^{-4} = \omega^1} \quad (2.39)$$

Therefore, it is inversely proportional to the signal’s frequency.

According to these results, for GPS L1 and L2 frequencies, and $\nu = 4/3$ (a common value for the equatorial scintillation), $S_i(t_2) \approx 1.4 S_i(t_1)$ and $\sigma_\phi(t_2) = 1.3 \sigma_\phi(t_1)$. 
2.4 Electromagnetic Wave Oblique Propagation in Anisotropic Media

In a magnetized plasma (like Earth's ionosphere), charged particles tend to move along the magnetic field lines. This results in the formation of rod-shaped field-aligned anisotropic irregular regions, whose impact on propagating wave fields differs from isotropic media. The effect of anisotropic irregularities can be accommodated in the theory of scintillation by scaling and rotating the principal coordinates that initially describe isotropic structures [Rino, 2011]. To do this, the direction of geomagnetic field lines at any specific location within the propagation medium is required.

2.4.1 Geomagnetic Field

According to Dynamo theory, rotating, thermally convecting, and electrically conducting fluids (either liquid or gas) tend to create magnetic fields. The Earth's magnetic field is believed to be generated within its metal-rich liquid outer core (see Figure 2.1) by a combination of planetary rotation, thermal convection, and electrical forces within the core [Macmillan and Rycroft, 2010]. The geomagnetic field is roughly a magnetic dipole, with its north pole near the Earth's geographic south pole and its south pole near the Earth's geographic north pole, as shown in Figure 2.2.

![Figure 2.1: Earth's internal structure.](image)
2.4.1.1 Geomagnetic Components

The Earth’s magnetic field is usually characterized (locally) in terms of one or a set of parameters defined below [Olsen et al., 2007]:

- **Total intensity (F):** the total strength of the magnetic field described in units of nanotesla (nT). It includes north component (X), east component (Y), and vertical component (Z), where Z is positive downwards.

- **Horizontal intensity (H):** the horizontal component of F, in nT. It includes north component (X) and east component (Y).

- **Declination angle (D):** the angle between the headings of magnetic north and geodetic north, in degrees. Declination angle is positive if magnetic north is east of geodetic north.

- **Inclination angle (I):** the angle of the magnetic field above or below the local horizontal plane, in degrees. Inclination angle is positive below the horizontal plane.
2.4.1.2 Geomagnetic Models

There are several geomagnetic field models available today to describe the local/global behavior of the Earth’s main magnetic field. To name a few:

- Crustal Geomagnetic Field Model, provided by National Geophysical Data Center (NGDC),
- Potsdam Magnetic Model of the Earth (POMME), provided by Deutsches GeoForschungsZentrum (GFZ), a German research center for geosciences, and
- International Geomagnetic Reference Field (IGRF).

Among these models, the International Geomagnetic Reference Field (IGRF) model is employed in this work. The IGRF is a global model that numerically determines the Earth's magnetic field vector at times between 1900.0 A.D. and present; the vector is defined anywhere, from the Earth’s core out into space [Finlay et al., 2010].

Based on the IGRF model, the main geomagnetic field $B(r,\phi,\theta,t)$ is considered as the negative gradient of a scalar magnetic potential $V(r,\phi,\theta,t)$ at the Earth’s surface and above. The magnetic potential $V(r,\phi,\theta,t)$ is generally represented by a series of spherical harmonics which can be calculated at any given location to determine the magnetic field vector and its direction. This is mathematically shown as [Finlay et al., 2010]

\[
\begin{align*}
B(r,\phi,\theta,t) &= -\nabla V(r,\phi,\theta,t), \\
V(r,\phi,\theta,t) &= R_e \sum_{\ell=1}^{N} \sum_{m=0}^{\ell} \left( \frac{R_e}{r} \right)^{\ell+1} (g_{\ell}^m(t) \cos m\phi + h_{\ell}^m(t) \sin m\phi) P_{\ell}^m(\cos \theta)
\end{align*}
\]

(2.40)

where $r$ denotes the radial distance from the Earth’s center in units of km, $N$ is the maximum spherical harmonic degree of the expansion (e.g. $N=10$), $\phi$ and $\theta$ denote east longitude and colatitude (i.e. 90° - latitude) of the point where the magnetic field is of
interest, $R_e$ is the Earth's radius, $t$ is the time of interest in units of years, $h_n^m$ and $g_n^m$ are Gauss coefficients, and $P_n^m(\cos \theta)$ is the Schmidt normalized associated Legendre function of degree $n$ and order $m$.

The magnetic potential $V(r, \phi, \theta, t)$ can be described by specifying the Gauss coefficients $h_n^m$ and $g_n^m$. For the latest version of the IGRF model, the Gauss coefficients are available for each reference year (in 5-year increments) from 1900 to 2010, along with the predicted coefficients for 2010-2015 [e.g. Finlay et al., 2010]. Using Equation (2.40), the geomagnetic components of the magnetic field in the north, east and radially inwards directions ($X', Y', Z'$) can be obtained from [Finlay et al., 2010]

$$
X' = \frac{1}{r} \frac{\partial V}{\partial \theta}, \quad Y' = -\frac{1}{r \sin \theta} \frac{\partial V}{\partial \phi}, \quad Z' = \frac{\partial V}{\partial r}
$$

(2.41)

Since geomagnetic parameters are usually defined in a local topocentric (geodetic) coordinate system, transformation from geocentric coordinate ($X', Y', Z'$) to geodetic coordinate ($X, Y, Z$) is required [e.g. Olsen et al., 2007]. As shown in Figure 2.3, in the resulting geodetic coordinate system, the X and Y axes point toward geographic north and east, respectively, and the Z-axis points vertically down. Based on this arrangement, the geomagnetic field intensity and direction can be derived as [Finlay et al., 2010]

$$
H = \sqrt{X^2 + Y^2}, \quad (nT)
$$

$$
F = \sqrt{X^2 + Y^2 + Z^2}, \quad (nT)
$$

$$
D = \arctan(Y/X), \quad (\text{deg})
$$

$$
I = \arctan(Z/H), \quad (\text{deg})
$$

(2.42)
2.4.2 Oblique Propagation

The scintillation theory introduced in Section 2.2 is based on the assumption that the wave propagation direction is normal to the phase screen. In other words, only transmissions from high elevation sources were considered. In reality, however, most receivers - including GPS receivers - collect signals from different directions; sometimes at very low elevation angles. Thus, oblique propagation should be considered in the theory of scintillation if one decides to bring the results closer to reality. To this aim, a coordinate system with a continuously displaced measurement plane centered on the main propagation direction is used [Rino, 2011]. The continuously displaced coordinate system geometry is shown in Figure 2.4.
Figure 2.4: Oblique propagation reference coordinate system: (a) initial measurement plane, and (b) measurement plane along the propagation direction [modified after Rino, 2011].

In this figure, the propagation reference coordinate system is given by \((x_p, y_p, z_p)\) with \(x_p\) downward, \(y_p\) eastward, and \(z_p\) southward. The origin of the coordinate system is chosen to be the point where the propagating wave intersects the phase screen. Propagation angle from \(x_p\) axis is denoted by \(\theta_p\), propagation azimuth angle from \(y_p\) axis is denoted by \(\phi_p\), and propagation distance along the principal propagation direction is given by \(R\).
In order to solve the forward propagation equation in the continuously displaced coordinate system, the split-step solution (introduced in Section 2.2) needs to be adjusted to accommodate the oblique propagation. This starts by introducing the forward propagation equation [after modification from Rino, 2011]:

\[ \frac{\partial \psi_{\vec{k}}(x, \vec{\rho})}{\partial x} = i k \Theta_{\vec{k}} \psi_{\vec{k}}(x, \vec{\rho}) + i k \Theta_{\vec{k}} \hat{a}_{\vec{k}}(x, \vec{\rho}) \psi_{\vec{k}}(x, \vec{\rho}) \] (2.43)

where

\[ \psi_{\vec{k}}(x, \vec{\rho}) = \left\{ \psi_{\vec{k}}(x_0; \vec{k}) \exp\left\{ i (k g(\vec{k} + \vec{\rho}) - \tan \theta_{\rho} \hat{a}_{\vec{\rho}} \cdot \vec{k})(x - x_0) \right\} \right. \]
\[ \times \exp\left\{ i \vec{k} \cdot \vec{\rho} \right\} \frac{d\vec{k}}{(2\pi)^3}, \] \hspace{1cm} (2.44)

and

\[ \psi_{\vec{k}}(x, \vec{\xi}) = \psi_{\vec{k}}(x, \vec{\rho}) \exp\{ i \vec{k} \cdot (x, \vec{\xi}) \} \] \hspace{1cm} (2.45)

In Equations (2.43) to (2.45), \( \vec{\rho} \) is the transverse coordinate in the displaced system, defined as [Rino, 2011]

\[ \vec{\rho} = \vec{\xi} - \tan \theta_{\rho} \hat{a}_{\vec{\rho}}(x - x_0), \] \hspace{1cm} (2.46)

and \( \vec{k} \) is the constant wavenumber vector, where [after modification from Rino, 2011]

\[ \vec{k} = k [\cos \theta_{\rho}, \sin \theta_{\rho} \cos \phi_{\rho}, \sin \theta_{\rho} \sin \phi_{\rho}] = [k g(\vec{k}), \vec{k}_T] \] \hspace{1cm} (2.47)
and $\hat{a}_{kr}$ is the unit vector along the transverse component, where [after modification from Rino, 2011]

$$\hat{a}_{kr} = \frac{k_y}{k_r} \frac{k[\sin\theta_{\varphi} \cos\phi_{\varphi} \sin\theta_{\varphi} \sin\phi_{\varphi}]}{1 \frac{k_y}{1}} = [\cos\phi_{\varphi} \sin\phi_{\varphi}] \quad (2.48)$$

In this new system, phase fluctuation (the integral term in Equation (2.18)) is defined according to [Rino, 2011]

$$\delta\phi_k(l_p, \bar{\rho}) = k \sec\theta_{\varphi} \int_0^{l_p} \delta n(x, \bar{\rho} + \tan\theta_{\varphi} \hat{a}_{kr} x) dx \quad (2.49)$$

The split-step solution to Equation (2.43) can be obtained by repeating continuously the propagation and the media-interaction calculations given in Equations (2.44) and (2.49).

### 2.4.3 Wave Field Spectral Density

Section 2.3.1 describes the SDF of the phase scintillation when the wave field propagates normal to the phase screen in an isotropic medium. This function needs to be rotated and scaled - via employing a series of rotating and scaling matrices - to accommodate oblique propagation in an anisotropic medium. Considering $a$ and $b$ as the principal and secondary anisotropy elongation factors, $\gamma_B$ as the secondary anisotropy axis (non-zero for $b \neq 1$), and $\phi_B$ and $\Theta_B$ as the magnetic field azimuth and dip angles in $(x_p, y_p, z_p)$ system, the scaling matrix $(D_{ab})$, and the rotation matrices $(U_{\phi_B}, U_{\Theta_B})$ are defined as [Rino, 2011]
\[ D_{ab} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & b \end{bmatrix} \quad (2.50) \]

\[ U_{\phi} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos\phi_b & \sin\phi_b \\ 0 & -\sin\phi_b & \cos\phi_b \end{bmatrix} \quad (2.51) \]

\[ U_{\theta} = \begin{bmatrix} \cos\theta_b & \sin\theta_b & 0 \\ -\sin\theta_b & \cos\theta_b & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (2.52) \]

\[ U_{\gamma} = \begin{bmatrix} \cos\gamma_b & 0 & \sin\gamma_b \\ 0 & 1 & 0 \\ -\sin\gamma_b & 0 & \cos\gamma_b \end{bmatrix} \quad (2.53) \]

The elements of the product matrix

\[ D_{ab}^{-1} U_{\gamma} U_{\theta} U_{\phi} = \begin{bmatrix} c_{11} & c_{12} & c_{13} \\ c_{21} / a & c_{22} / a & c_{23} / a \\ c_{31} / b & c_{32} / b & c_{33} / b \end{bmatrix} \quad (2.54) \]

are used to define the anisotropy factors \( A, B, \) and \( C, \) via [Rino, 2011]

\[ A = m_{33} + m_{11} \tan^2 \theta_p \cos^2 \phi_p + 2m_{12} \tan \theta_p \cos \phi_p \]

\[ B = 2 \left( m_{33} + m_{11} \tan^2 \theta_p \sin \phi_p \cos \phi_p + \tan \theta_p \left( m_{12} \sin \phi_p + m_{13} \cos \phi_p \right) \right) \quad (2.55) \]

\[ C = m_{33} + m_{11} \tan^2 \theta_p \sin^2 \phi_p + 2m_{13} \tan \theta_p \sin \phi_p \]

where
\[ m_{11} = c_{11}^2 + (c_{21}/a)^2 + (c_{31}/b)^2 \]
\[ m_{22} = c_{12}^2 + (c_{22}/a)^2 + (c_{32}/b)^2 \]
\[ m_{33} = c_{13}^2 + (c_{23}/a)^2 + (c_{33}/b)^2 \]
\[ m_{12} = m_{21} = c_{14}c_{12} + (c_{23}c_{22}/a^2) + (c_{33}c_{32}/b^2) \]
\[ m_{13} = m_{31} = c_{14}c_{13} + (c_{23}c_{23}/a^2) + (c_{33}c_{33}/b^2) \]
\[ m_{23} = m_{32} = c_{14}c_{13} + (c_{22}c_{23}/a^2) + (c_{32}c_{33}/b^2) \]  

(2.56)

Using Equation (2.55), in an anisotropic continuously displaced coordinate system, the integrated phase SDF takes the form [after modification from Rino, 2011]

\[ \Phi_{\phi}(\bar{\kappa}) = \frac{k^2 l_{p} a b C_s \sec^2 \theta_p}{(A\kappa^2 + B\kappa + C\kappa^2)^{\nu_{0.55}}} \]  

(2.57)

In such system, the one-dimensional representation of the integrated phase scintillation SDF follows [Rino, 2011]

\[ \Phi(f) = \frac{T_{\text{miao}}}{(f_{\nu}^2 + f^2)^{\nu}} \]  

(2.58)

where \( f \) denotes the frequency of phase variations in Hz, and \( f_{\nu} \) is related to the ionospheric outer scale \( q_0 \) via [Rino, 2011]

\[ f_{\nu} = \frac{\nu_{\text{miao}} q_0}{2\pi} \]  

(2.59)
In Equation (2.58), the power spectral strength \( T_{\text{scin}} \) is defined by [after modification from Rino, 2011]

\[
T_{\text{scin}} = v_{\text{eff}}^{2v-1} ab C_p \sec^2 \theta_p \frac{\sqrt{\pi} \Gamma(v)}{(2\pi)^{2v+1} \sqrt{(AC - B^2 / 4)} \Gamma(v + 0.5)} \quad (2.60)
\]

where \( C_p = (2\pi / k)^2 r_{i'} l_i C_s \), and \( v_{\text{eff}} \) represents the effective velocity of the signal propagation path through the ionospheric irregularity layer, and is given by [Rino, 2011]

\[
v_{\text{eff}} = f(v_k) = \sqrt{\frac{C v_k^2 - B v_{\text{ki}} v_{\text{ki}} + A v_{\text{ki}}^2}{(AC - B^2 / 4)}}. \quad (2.61)
\]

In the above equation, \( v_k = v_d - v_f - \tan \theta_p \tilde{a}_p v_s \), where \( v_f \) denotes the irregularity drift velocity, \( v_f \) denotes the GPS signal penetration point velocity, and \((A, B, C)\) are the anisotropy factors given in Equation (2.55).

The SDF of intensity scintillations has a similar power-law form to that of Equation (2.58), but it is significantly attenuated below a certain frequency \( f_{\text{cutoff}} \) determined by [Knight and Finn, 1998; Rino 2011]

\[
f_{\text{cutoff}} = \frac{v_{\text{eff}}}{\sqrt{2} \rho_f} = \frac{v_{\text{eff}}}{\sqrt{2} \sec \theta_p / k}. \quad (2.62)
\]
2.5 Scintillation Simulator

In order to model the impact of equatorial scintillation on the performance of a GPS receiver carrier tracking loop, different records of phase and amplitude scintillations corresponding to weak, moderate, and severe ionospheric conditions are required. To accomplish this, following the theory of scintillation described above, a physics-based simulation of equatorial ionospheric scintillations has been developed as a means of providing a full variety of test cases for a simulated carrier tracking loop.

One major advantage of employing simulation over real data in this respect is that with real data, one never perfectly recognizes the real-world processes that result in a particular measured parameter value. With simulation, however, one can control the features defining the data and manipulate them methodically to observe directly how a certain change or assumption impacts the analysis [Trochim and Davis, 1996]. Simulation, on the other hand, does have its drawbacks. The most important one is simulation errors. This is due to the fact that the theories, based on which simulations are implemented, are never 100 percent correct, thus, simplifying assumptions - at different stages throughout the simulation algorithm - are usually applied. As a result, any incorrect implementation factor or inappropriate assumption has the potential to change the simulation results. In order for the simulation to be valid, its results should be compared against experimental results. The scintillation simulator introduced here is based on the phase screen formulation of Rino [1979, 1982, and 2011] – a model which is believed to have a reasonable level of validity for equatorial scintillations, as it has been adopted in the WBMOD model. The statistical characteristics of the intensity and phase scintillation time histories obtained from this model are evaluated through comparison with real scintillation data in Chapter four.

In general, when an electromagnetic wave field propagates in a structured medium, interference across the signal wavefront - which can occur at different points along the propagation path - produces complex diffraction patterns. In Rino's phase screen model (PSM), it is assumed that the entire ionospheric plasma density irregularities - which act
as wave field scatterers - are concentrated within a relatively thin diffracting screen at the F2-layer peak height (e.g., 350 km). After passing through the screen, as the wave field propagates, the induced phase perturbations evolve and produce phase and intensity scintillations.

2.5.1 Propagation Coordinate System

The first step in implementing the PSM model is to define the wave field propagation coordinate system. Following the oblique propagation theory given in Section 2.4.2, a coordinate system with a continuously displaced measurement plane centered on the main propagation direction is used. The propagation reference coordinate system is shown as \((x_p, y_p, z_p)\) with \(x_p\) downward, \(y_p\) eastward, and \(z_p\) southward in Figure 2.4 and Figure 2.5. The origin of the coordinate system is chosen to be the point where the propagating wave intersects the phase screen. This point is referred to as the ionospheric pierce point (IPP) or the signal penetration point. Propagation angle from \(x_p\) axis is denoted by \(\theta_p\), propagation azimuth angle from \(y_p\) axis is denoted by \(\phi_p\), and propagation distance along the principal propagation direction is given by \(R\).

As the satellite moves in the sky, not only its position and velocity vectors, but all other propagation parameters, including the origin of the coordinate system (i.e., the IPP position), the propagation angles, the propagation distance, and the orientation of geomagnetic field lines with respect to the coordinate system axes, change as well.

Simulating phase and intensity scintillation data therefore requires a proper realization of the structured medium and satellite geometry with respect to the receiver and the irregular regions.
2.5.2 Satellite Propagation Geometry

The block diagram of the scintillation simulator employed in this thesis is illustrated in Figure 2.6. As shown in the diagram, the simulator uses the Simplified General Perturbation (SGP4) model to calculate the orbital state vectors of the GPS satellites [Vallado et al., 2006]. The SGP4 model consists of a set of modified Keplerian equations whose solution can be obtained by pseudo-orbital parameters achieved from high-precision orbital measurements\(^6\) [Rino, 2011].

\(^6\) The original codes for the SGP4 model (in C++) are developed by David Vallado, and described in Vallado et al., [2006]. The modified version of the SGP4 model for MatLab is developed by Charles Rino, and is publically available at [http://www.mathworks.com/matlabcentral/fileexchange/authors/80973](http://www.mathworks.com/matlabcentral/fileexchange/authors/80973).
The standardized sets of two-line elements (TLE), specified by North American Aerospace Defense Command (NORAD), are required to run the SGP4 model\(^7\). A satellite's TLE is a set of orbital elements that can be used to calculate the state vector of that satellite at a particular epoch time [Kelecy et al., 2007]. The TLE format is described in Appendix I.

For given orbital information, the SGP4 model determines the satellite position \( \mathbf{x}_{\text{sat}}(t) \) and velocity \( \mathbf{v}_{\text{sat}}(t) \) vectors in the Earth Centered Fixed (ECF) coordinate system. Vector conversion from ECF system to geodetic (latitude, longitude, and height) and the Topocentric Coordinate System (TCS) can be performed through the available coordinate conversion algorithms [e.g. Vermeille, 2002; Misra and Enge, 2006]. Using the satellite position and velocity information, along with the ground station location and the phase screen height, the following propagation parameters can be obtained (details provided in Appendix IV).

- Satellite range, in m, and range rate, in m/s.
- Satellite elevation and azimuth angles, in degrees.
- IPP position and IPP range to the ground station, in m.
- Propagation angles \( \theta_p \) and \( \phi_p \), in degrees.
- Signal penetration point velocities \( v_{px} \), \( v_{py} \) and \( v_{pz} \), in m/s.
- Apparent velocities in the measurement plane \( v_{k_{\text{out}}} \) and \( v_{k_{\text{rough}}} \), in m/s.
- Date and time

These propagation parameters are used in the split-step algorithm (details provided in Section 2.2.1) in order to generate two-dimensional complex scintillation realizations.

\(^7\) For each satellite, the TLE file can be obtained from [http://celestrak.com/NORAD/elements](http://celestrak.com/NORAD/elements).
Figure 2.6: Block diagram of equatorial scintillation simulator based on PSM model.
In this thesis, the signal transmitter is considered to be the GPS satellite PRN3 (NORAD ID: 23833). For this satellite, the TLE corresponding to July 28, 2009 is obtained from NORAD website and provided as input to the simulator (the satellite PRN number and the date are selected arbitrarily). The phase screen is assumed at 350 km altitude, and a *virtual* ground station is considered in the equatorial region at 15°N, -51°E, and 48 m (altitude). Based on this information, part of the output from SGP4 model including the satellite trajectory, range to the ground station, range rate, and elevation and propagation angles are plotted in Figure 2.7 to Figure 2.10, respectively. The GPS satellite PRN3 is visible to the ground station for a bit longer than eight hours. Figure 2.7 shows the satellite and the IPP trajectories.

![GPS satellite trajectory (PRN3)](image)

*Figure 2.7: GPS satellite and its 350 km intersect point trajectory.*
As shown below in Figure 2.8, the satellite distance from the ground station changes between 20,000 and 26,000 km. The largest possible distance is obtained when the satellite is at the horizon, corresponding to zero degrees elevation angle as illustrated in Figure 2.9. The shortest possible distance is obtained when the satellite is at the zenith. This is equivalent to 90 degrees elevation angle. For the example shown here, the satellite does not pass exactly above the station, and the maximum elevation angle obtained is about 70 degrees. The satellite rangerate is given, in km/s, in the lower panel of Figure 2.8. This is caused by the relative motion between the satellite and the ground station.

![Graph showing GPS satellite range and rangerate](image)

**Figure 2.8:** GPS satellite range to the ground station and rangerate.
The propagation angles $\theta_p$ and $\phi_p$ are defined in the $(x_p,y_p,z_p)$ reference coordinate system. $\theta_p$ is measured with respect to $x_p$ axis, and $\phi_p$ is measured with respect to $y_p$ axis. For the satellite pass shown in Figure 2.7, the propagation angles, in degrees, are plotted in Figure 2.10.
2.5.3 Geomagnetic Field Line Orientation

The IGRF model is used in this thesis to determine the orientation of the Earth’s magnetic field lines in the propagation coordinate system\(^8\) (details provided in Section 2.4.1). To run the model, the IGRF algorithm requires date, in decimal years, the latitude (positive North) and longitude (positive East), in degrees, of the position where geomagnetic field values are required, and the height, in km, above the WGS84 spheroid. The program then calculates the following geomagnetic field elements in $\mu$T:

- The north component of the field ($B_{\text{north}}$),
- The east component of the field ($B_{\text{east}}$),
- The vertical component of the field ($B_{\text{up}}$).

To calculate the field line orientation in the propagation coordinate system the following conversions are applied (see Figure 2.11)

$$B_{\text{mag}} = \sqrt{(B_{\text{north}})^2 + (B_{\text{east}})^2 + (B_{\text{up}})^2}$$  \hspace{1cm} (2.63)

\begin{align*}
S_{px} &= \frac{-B_{\text{up}}}{B_{\text{mag}}} \\
S_{py} &= \frac{B_{\text{east}}}{B_{\text{mag}}} \\
S_{pz} &= \frac{-B_{\text{north}}}{B_{\text{mag}}} \hspace{1cm} (2.64)
\end{align*}

---

\(^8\) The IGRF MatLab codes (developed by Charles Rino) are publically available at http://www.mathworks.com/matlabcentral/fileexchange/28874-igrf-magnetic-field
where \( \mathbf{s} \) is the magnetic field unit vector in the propagation coordinate system. The geomagnetic line orientation in the \((x_p, y_p, z_p)\) system can be expressed by

\[
\theta_b = \tan^{-1}\left(\frac{s_{px}}{\sqrt{s_{py}^2 + s_{pz}^2}}\right)
\]

\[
\phi_b = \tan^{-1}\left(\frac{s_{py}}{s_{pz}}\right)
\]

(2.65) (2.66)

with \( \theta_b \) and \( \phi_b \) being the magnetic azimuth and dip angles, respectively.

![Geographic and geomagnetic coordinate systems](image)

**Figure 2.11: Geomagnetic field directions in geodetic versus propagation coordinate system.**

To generate output from the IGRF model, the IPP locations corresponding to the phase screen height of 350 km are considered as the locations where geomagnetic field values are required, and the date, in fractional years, is provided via the SGP4 model. For these settings, the geomagnetic orientations \((\theta_b, \phi_b)\) are calculated and plotted in Figure 2.12 for the satellite pass shown in Figure 2.7.
2.5.4 Generating Anisotropic Factors

Following the procedure described in Section 2.4.3, in order to accommodate oblique propagation in an anisotropic medium, the rotating and scaling matrices $D_{ab}$, $U_{\phi_B}$, $U_{\theta_B}$, and $U_{\gamma_B}$ are generated, using geomagnetic field angles $(\theta_B, \phi_B)$ from IGRF model and propagation angles $(\theta_P, \phi_P)$ from SGP4 model. In the simulation, the principal and secondary anisotropy elongation factors $(a, b)$ are set to $(10, 1)$, and the secondary anisotropy axis orientation angle $(\gamma_B)$ is set to zero\(^9\). Based on these assumptions, for the satellite pass shown in Figure 2.7, the propagation medium anisotropy factors $(A, B, C)$ are calculated and plotted in Figure 2.13.

\(^9\) According to the Singleton model described in Rino [2011], the secondary anisotropy axis orientation angle $(\gamma_B)$ is non-zero only when $b > 1$, otherwise, it is set to zero.
The propagation medium anisotropy factors, along with the geomagnetic angles, and the satellite geometry parameters are used in the following sections to generate complex scintillation realizations.

2.5.5 Spatial Frequency Definition

To generate different phase and intensity scintillation realizations, the direct and inverse Fast Fourier Transform (FFT) algorithms are used at several points during the simulation process. In order to eliminate erroneous results that may arise due to the effect of frequency aliasing, a proper definition of spatial frequencies is essential. To accomplish this, as shown in Equation (2.26), the \( N \) signal samples are defined at the \( N \) equally spaced grid points

\[
g_l = (-N/2 + l) \Delta \kappa; \quad l = 0, 1, \ldots, N - 1
\]  

\[ (2.67) \]
where $\Delta \kappa$ is the grid spacing in $y$ and $z$ directions. Since FFT requires an input sequence with a radix-2 length, that is $2^n$, with $n$ being a positive integer value, the number of samples $N$ is assumed to be a power of 2. The spatial FFT of the signal profile is then a set of complex-valued numbers at the spatial frequencies [Psiaki et al., 2007]

$$
\kappa_i = \begin{cases} 
\frac{2\pi l}{N \cdot \Delta \kappa} & l \leq N/2 \\
\frac{2\pi (l-N)}{N \cdot \Delta \kappa} & l > N/2 
\end{cases} \quad \text{(rad/m)}
$$

where $l = 0, 1, ..., N-1$.

Following Equations (2.67) and (2.68), the scintillation simulator uses 1024-by-2048 point single phase perturbation screen realization with $\Delta \kappa=10\lambda$ (m). The spatial sampling information is summarized in Table 2.1, and the measurement plane is shown in Figure 2.14.

<table>
<thead>
<tr>
<th>Table 2.1: Measurement plane spatial sampling.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Signal frequency ($f_{li}$) and wavelength ($\lambda$):</strong></td>
</tr>
<tr>
<td>$f_{li} = 157542$ [MHz], $c = 299,792,458$ [m/s]</td>
</tr>
<tr>
<td>$\lambda = c / f = 0.19$ [m]</td>
</tr>
<tr>
<td><strong>Number of grid points:</strong></td>
</tr>
<tr>
<td>$N_y = 2^{14} = 2048$, $N_z = 2^{10} = 1024$</td>
</tr>
<tr>
<td><strong>Grid spacing:</strong></td>
</tr>
<tr>
<td>$\Delta \kappa = \Delta \kappa = 10\lambda$ [m]</td>
</tr>
<tr>
<td><strong>Spatial frequency:</strong></td>
</tr>
<tr>
<td>$\kappa_y = \left[ \frac{-N_y}{2}, \frac{-N_y}{2} + 1, ..., \frac{N_y}{2} - 1 \right] \cdot \frac{2\pi}{N_y \Delta \kappa_y}$, [rad/m]</td>
</tr>
<tr>
<td>$\kappa_z = \left[ \frac{-N_z}{2}, \frac{-N_z}{2} + 1, ..., \frac{N_z}{2} - 1 \right] \cdot \frac{2\pi}{N_z \Delta \kappa_z}$, [rad/m]</td>
</tr>
</tbody>
</table>
Figure 2.14: Measurement plane at phase screen. A two-dimensional measurement plane is considered at the phase screen height, symmetric about the IPP. The $y_p$ axis is eastward and $z_p$ is southward.

2.5.6 Scintillation Realization

After determining the propagation parameters ($\bar{x}_{sat}$, $\bar{\nu}_{sat}$, $\theta_p$, $\phi_p$, etc.), the geomagnetic field angles within the propagation coordinate system ($\bar{\theta}_B$, $\bar{\phi}_B$), and the anisotropic elements ($A$, $B$, $C$), the scintillation simulator generates a two-dimensional complex scintillation wave field $\psi_{(H,\epsilon N_z)}(y,z)$ at the phase screen height, and propagates the field towards the receiver by means of the split-step solution (details provided in Section 2.2.1). This is denoted as “propagation” in the simulator block diagram in Figure 2.6.

In reality, intensity and phase diffraction patterns would result from the effect of several small scale time-varying irregularities along the signal propagation path from the satellite to the receiver. In theory, however, it is assumed that the plasma density irregularities are concentrated within a thin layer or phase screen at 350 km altitude. In this thesis,
following the work of Rino [2011], a *single phase perturbation screen* followed by *several refraction layers* are considered in the simulation of different scintillation realizations. However, it is possible to use more than one phase perturbation layer in the simulation algorithm; for example, at 250 and 350 km altitudes for the case of two phase screens as considered by Humphreys et al. [2009]. Assuming a single phase screen at 350 km altitude, the scintillation simulator *initializes* the two-dimensional wave field \( \psi_{N,N}^{(1)}(x_0, y, z) \) with all-one values just before it passes through the phase screen; that is \( \psi_{N,N}^{(1)}(x_0, y, z) = \mathbf{1}_{N,N} \). In the next step, the phase perturbation \( \exp \{ik\Delta_i \delta n(x_i, y, z)\} \) is modulated on the wavefront at the screen height and, finally, the wave is refracted on its way to the receiver using \( r \) successive (usually log-spaced) refraction slabs or layers, as shown in Figure 2.15.

![Diagram](image)

**Figure 2.15:** The representation of the split-step solution. The propagation medium is divided into a number of refraction layers.
2.5.6.1 Perturbation Simulation at the Phase Screen

In Section 2.1.2, the seeding source of phase perturbation \( \delta \phi \) is introduced as random variation of the local refractive index \( n = 1 + \delta n \), where \( \delta \phi \propto k \delta n \). For oblique wave propagations in anisotropic media, the power-law SDF of \( \delta \phi \) and \( \delta n \) are related through [Rino, 2011]

\[
\Phi_{\delta \phi}(\kappa) = \left( k^2 l_p a b \sec^2 \theta_p \right) \Phi_{\delta n}(q) \\
= \left( k^2 l_p a b \sec^2 \theta_p \right) \frac{C_i}{q^{2 \nu + 1}} \\
= \frac{k^2 l_p a b C_i \sec^2 \theta_p}{(A \kappa_x^2 + B \kappa_y \kappa_z + C \kappa_z^2)^{(\nu+0.5)}} \tag{2.69}
\]

which can completely be characterized at each IPP point by the turbulent strength parameter \( C_i \), the spectral index \( \nu \), and the irregularity spatial wavenumber \( q \), where [Rino, 2011]

\[
q^2 = A \kappa_x^2 + B \kappa_y \kappa_z + C \kappa_z^2. \tag{2.70}
\]

In Equations (2.69) and (2.70), \( \kappa_x \) and \( \kappa_z \) are the spatial frequencies given in Table 2.1 and the coefficients \( A, B, \) and \( C \) are the anisotropic factors calculated in Section 2.5.4. Since \( \delta \phi \) and \( \delta n \) are related, the perturbation simulation can be applied either through the generation of \( \delta n \) profile at the spatial grid points shown in Figure 2.14, or equivalently through the generation of \( \delta \phi \) profile at the same grid points. The second approach is considered here.

Perturbation simulation begins with initializing the two-dimensional refractive index profile with all-one values at the phase screen height; that is \( n_{01}(x,y,w)(x_1, y, z) = \bar{n}_{(x_1,y,w)} \).
Next, a two-dimensional perturbation profile is generated by means of a Gaussian random number generator, in the form of

$$X_{(N_x \times N_y)}(x, y, z) = \left[ \text{randn} \left( N_x \times N_y \right) + i \times \text{randn} \left( N_x \times N_y \right) \right] / \sqrt{2}. \tag{2.71}$$

The output from random number generator is denoted as \(X_{(N_x \times N_y)}\) in Figure 2.16. The spatial filtering process takes the Fast Fourier Transform (FFT) of the \(X_{(N_x \times N_y)}\) values after being re-scaled by the filter response amplitude corresponding to the phase perturbation SDF in Equation (2.69). The simulator then applies the scaling factor \(2r_e/k\) to the resulting phase perturbation \(\delta \phi_{(N_x \times N_y)}\) profile to obtain the profile of the refractive index perturbation \(\delta n_{(N_x \times N_y)}\). Finally, the two-dimensional profile of the refractive index is calculated using

$$n_{(N_x \times N_y)}(x, y, z) = n_{0(N_x \times N_y)}(x, y, z) + \frac{2r_e}{k} \delta \phi_{(N_x \times N_y)}(x, y, z) \tag{2.72}$$

from which

$$\delta n_{(N_x \times N_y)}(x, y, z) \approx \left[ n^2_{(N_x \times N_y)}(x, y, z) - 1 \right] / 2 \tag{2.73}$$

After generating \(\delta n_{(N_x \times N_y)}\) for the first layer (i.e. the phase screen), the phase perturbation \(\exp[ik \Delta x_i \delta n_{(N_x \times N_y)}(x_i, y, z)]\) is modulated on the initial wavefront \(\psi_{(N_x \times N_y)}(x_0, y, z)\). The resulting wave field would be

$$\psi_{(N_x \times N_y)}(x, y, z) = \psi_{(N_x \times N_y)}(x_0, y, z) \exp[ik \Delta x_i \delta n_{(N_x \times N_y)}(x, y, z)]. \tag{2.74}$$
Next, according to Equations (2.23) and (2.24), the simulator takes the spatial Fourier transform of \( \psi_{(N_x \times N_y)}(x_i, y, z) \) to produce \( \hat{\psi}_{(N_x \times N_y)}(x_i, \kappa_y, \kappa_z) \), then moves the wave forward to the start of the next layer through multiplication with the propagation factor \( P_i \) (also known as spatial transfer function).

For a two-dimensional wave field \( \hat{\psi}_{(N_x \times N_y)}(\kappa_y, \kappa_z) \) that propagates along \( x \) axis, the propagation factor \( P_i = \exp(ik_x) \) is computed using Equation (2.7) in three-dimensional mode [Rino, 2011]:

\[
k_x = k \sqrt{\frac{1}{(N_x \times N_y)} \left( \kappa_y + \hat{\kappa}_y \right)^2 \left( \kappa_z + \hat{\kappa}_z \right)^2 - \kappa_y \hat{\kappa}_y \tan \theta_y - \kappa_z \hat{\kappa}_z \tan \theta_y}
\]

where \( \bar{1} \) is a two-dimensional matrix with all values equal to one, \( k = 2\pi/\lambda \) is the signal wavenumber, and [after modification from] Rino, 2011

\[
\hat{a}_h = \frac{k}{k} = [\cos \theta_p, \sin \theta_p, \cos \phi_p, \sin \theta_p \sin \phi_p].
\]
The simulator takes the spatial Fourier transform of the \( P_i \), and multiplies it by 
\[ \hat{\psi}_{(N,N')} (x_1, \kappa_x, \kappa_z) \] and finally applies the spatial inverse Fourier transform to produce the wave field realization in the second layer, that is \( \psi_{(N,N')} (x_2, y, z) \).

Up to this point, the simulator has generated a two-dimensional complex wave field 
\[ \psi_{(N,N')} (x_2, y, z) \] whose phase perturbation follows the SDF of Equation (2.69). In the case of single phase screen, all the ionospheric plasma density irregularities are assumed to be concentrated within the first refraction layer and thus no more turbulence will be added to the wave front in the following layers; instead, the signal is only refracted until it reaches the receiver’s antenna on the ground. Accordingly, for the \( i^{th} \) layer, where \( i = 2,3,...,r \), the refractive index \( n_{i(N,N')} (x_i, y, z) \) in Equation (2.55) is replaced by

\[ n_{i(N,N')} (x_i, y, z) = l_p \cdot \sec \theta_p \cdot n_{i(N,N')} (x_i, y, z). \] (2.77)

And the same procedure (Equations (2.72) to (2.76)) is repeated for the second, third, and also for the rest of the refractive layers until the wave field realization at the last layer is generated. In the case of multiple phase screens, more than one turbulent layer can be assumed within the propagation medium. In this case, the refractive index of the turbulent layers is determined from Equation (2.55), while for non-turbulent layers (i.e. simple refraction layer), it is determined from Equation (2.77).

To show an example, the geometry of the GPS satellite PRN3, which is visible from the ground station for more than eight hours, is segmented into about 750 paths separated by 40 seconds. The propagation along each path is simulated independently. Figure 2.17 shows the simulated measurement plane intensity in dB for one of these paths. The wave field is generated assuming a single phase screen at 350 km altitude with \( \nu = 4/3 \) and \( C_s = 5 \times 10^8 \), followed by 14 non-turbulent refraction layers (thus, \( r = 15 \)).
2.5.7 Conversion from Spatial to Temporal Variation

Since the software receiver requires phase and amplitude scintillation time histories, under the frozen-field assumption the spatial variation of the two-dimensional complex field $\psi(y, z) = A(y, z)e^{i\omega(y,z)}$ can be translated into a function of time using [Rino, 2011]

$$\rho_n = v_k \cdot (n\Delta t)$$

$$= (v_d - v_i - \tan \hat{\theta}_p \hat{a}_{kr} v_z) \cdot (n\Delta t) \quad (2.78)$$

where $v_d$ is the drift velocity of the irregularities, $v_i$ is the velocity of the ionospheric pierce point through the irregularity layer, $\rho$ is defined in Equation (2.46), and $\hat{a}_{kr}$ is
given in Equation (2.48). The transit is from $P_{\text{start}}$ to $P_{\text{end}}$ along the highlighted path in Figure 2.17. The recorded phase, in radians, and intensity, in dB, is given in Figure 2.18. The resulting scintillation signal can be represented in the general form of $\sqrt{I_s(t)} \exp\{j \theta_s(t)\}$, with $I_s(t)$ and $\theta_s(t)$ being the intensity and phase scintillation signals, respectively.

![Intensity scintillation](image1)

![Phase scintillation](image2)

**Figure 2.18: Intensity and phase scintillation record.**

Referring to the methodology flowchart in Figure 1.7, these simulated phase and intensity scintillation records (and other similar examples) are modulated on the simulated GPS L1 signal, using complex modulation method in Chapter three. The resulting scintillated GPS signal is then processed in the single-frequency software receiver in Chapter four. Outputs from software receiver (referred to as the simulation results) are used in Chapters five and six to evaluate theoretical predictions.
Chapter Three: GPS Signal Structure

In order to study the impact of ionospheric scintillation on GPS receiver carrier tracking loop performance, a software-defined single frequency GPS receiver is implemented in Chapter four of this thesis. Since software receiver design requires an in-depth knowledge of the characteristics of the signals and data transmitted from the GPS satellites, an overview of GPS signals generation structure and relevant properties are presented in this chapter. In addition, the GPS signal simulator, developed by the author, is described in some detail. The signal simulator is used throughout the work to generate two types of signals: (a) unperturbed GPS L₁ signal and, (b) disturbed signal after modulation with intensity and phase scintillation time histories. Both signals are processed in the software receiver to study the carrier tracking loop behavior in the absence/presence of ionospheric scintillations. It is important to note that even though the demonstration of this simulation capability is fairly specific (i.e. processing a scintillated GPS L₁ signal in a single-frequency GPS software receiver), the scintillation simulation procedure described in Chapter two can be applied for all other Global Navigation Satellite System (GNSS) signals, namely the GPS L₂ and L₅, as well as signals from other satellite constellations like the European Galileo and the Russian GLONASS.

3.1 GPS Signals

The GPS satellites transmit navigation information on at least two L-band signals: the L₁ signal centered at 1575.42 MHz, and the L₂ signal centered at 1227.60 MHz. The GPS L₁ signal is modulated by the navigation data message and two spread spectrum codes: the coarse acquisition code (C/A-code), and the precision code (P-code). The L₂ signal is modulated by P-code and the navigation data. Signals transmitted by a GPS satellite can be expressed as [Misra and Enge, 2006]
\[ S_{L1}(t) = \sqrt{2P_c} \times D(t) \cos(2\pi f_{L1} t) + \sqrt{2P_{P1}} \times P(t) \times D(t) \sin(2\pi f_{L1} t) \]  
\[ S_{L2}(t) = \sqrt{2P_{P2}} \times P(t) \times D(t) \sin(2\pi f_{L2} t) \]  

where \( P_c \), \( P_{P1} \), and \( P_{P2} \) are the powers of signals with C/A or P-code, \( X \) and \( P \) are, respectively, the C/A-code and P-code sequences assigned to that specific satellite, and \( D \) is the navigation data sequence.

As part of the GPS modernization program, two new civilian signals have been added to the current system with the aim of improving its performance. A primary advantage of having a second civilian signal is the ability to directly determine and eliminate the ionospheric delay, which is a major source of error for non-authorized users [Walter et al., 2008]. The first of the two new civilian signals, known as the L2C, is transmitted on L2 frequency by all block IIR-M and subsequent satellites [Fontana et al., 2001]. The other signal, set to be transmitted on the L5 frequency (1176.45 MHz), is currently broadcast by only two of the GPS satellites (block IIF – PRN1 and PRN25).

Each GPS satellite is assigned a distinct spread spectrum code. Since the codes are chosen to have nearly zero cross-correlation values, all satellites transmit signals simultaneously without significant interference with each other. At the receiver, the code division multiple access (CDMA) technique is used to separate and detect each satellite signal. To track a particular satellite in view, a GPS receiver needs to replicate the carrier wave and the spread spectrum code for that specific satellite using code and carrier signal generators. Within the receiver, the incoming signal is correlated with the locally generated signal. Zero cross-correlation values remove the unwanted signals and leave the desired one [Ward, 1996].

Because of their noiselike characteristics, the spread spectrum codes are sometimes referred to as pseudorandom noise (PRN) codes. Each PRN code is derived from two
code generators, namely G1/G2 for C/A-code, and X1/X2 for P-code. In order to generate a unique PRN code for each GPS satellite, the output of one of the code generators (e.g. G2 and X2) is delayed with respect to the other one (i.e. G1 and X1), by a certain amount which is different for each satellite, before their outputs are added to each other [Ward, 1996]. The block diagram of the PRN code generator used in GPS satellites, and the amount of code delay for each satellite, is given in Appendix II.

3.1.1 Coarse/Acquisition (C/A) Code

The C/A-code is a sequence of 1023 chips which is repeated every 1 ms, giving a chipping rate of 1.023 MHz. The C/A-code is generated by means of tapped linear feedback shift registers (LFSR), where each LFSR generates a maximal-length sequence of $N = 2^n - 1$ elements, with $n$ being the number of shift register stages. The GPS C/A-code is the sum of two maximal-length sequences of length $2^{10} - 1 = 1023$ [Borre et al., 2007]. The C/A-code generator containing two shift-registers G1 and G2 is shown in Figure 3.1.

![Figure 3.1: GPS C/A-code generator [modified after Borre et al., 2007].](image-url)
Each unique C/A-code is the result of G1 sequence modulo-2 added to a delayed version of G2. The G2i sequence, in Figure 3.1, represents the delayed version of G2. The amount of delay (shift) is obtained through the exclusive-or of the particular positions of the \((s_1, s_2)\) taps [Ward, 1996]. Each C/A-code PRN number is associated with a unique set of \((s_1, s_2)\). In Figure 3.1, for example, the two taps are selected to be the 3rd and the 8th cell of the G2 shift register which corresponds to PRN31 (details provided in Appendix II).

### 3.1.2 Precision (P) Code

The GPS P-code is a sequence of approximately \(2.35 \times 10^{15}\) chips, with a chipping rate of 10.23 MHz. The code is derived from two code generators X1 and X2; each consists of two 12-bit shift registers. To generate the P-code, a delayed version of X2 sequence (having 15,345,037 chips) is combined with the X1 sequence (having 15,345,000 chips) via an exclusive-or circuit. The length of the resulting code is slightly longer than 38 weeks. Since the actual length of P-code is one week, the 38-week-long code is divided into 37 different P-codes and each GPS satellite (from total of 32 satellites), uses a different portion of the code [Ward, 1996].

As the P-code is designed primarily for military purposes, it is not directly transmitted by the GPS satellites. Instead, the encrypted P(Y)-code (where \(Y = P \oplus W\), with W being an unknown encrypting code), is transmitted to the users. The encrypted P(Y)-code is not available to non-authorized users [Tsui, 2000].

### 3.1.3 Navigation Data

The navigation data are transmitted by GPS satellites at a rate of 50 bps. Each frame of the message is 1500-bit long containing 5 subframes. Subframes 1, 2 and 3 are repeated in each frame. Subframes 4 and 5, however, have 25 versions, referred to as page 1 to 25 [Borre et al., 2007], as shown in Figure 3.2.
Each subframe begins with the telemetry (TLM) and the handover word (HOW). TLM contains an 8-bit preamble and is used for frame synchronization. HOW contains the time of week and the subframe ID. In addition to the TLM and HOW, the first subframe contains clock information, and health data specifying if the transmitted data are reliable. The second and third subframes contain satellite ephemeris data. The fourth and fifth subframes contain almanac data for all GPS satellites in orbit. Satellite health indicators and ionospheric parameters are also transmitted in the last two subframes [Borre et al., 2007].

Figure 3.2: GPS navigation data structure [modified after Borre et al., 2007].

3.2 Correlation Properties of Gold Codes

The GPS C/A-, and P-code are chosen from a particular family of codes, known as Gold codes, because of their special correlation properties. The Gold codes are nearly orthogonal and, therefore, have high auto-correlation value and nearly zero cross-correlation values. This property provides a great advantage in weak signal acquisition
process. For example, to acquire a weak signal in the presence of several strong interferers, it is essential that the auto-correlation peak of the weak signal be higher than the cross-correlation peaks of interferers, otherwise a wrong signal will be picked up [Tsui, 2000].

The normalized cross-correlation level of the Gold codes is given by [Tsui, 2000]:

\[
\left\{ \frac{t(n)}{N}, \frac{1}{N}, \frac{t(n) - 2}{N} \right\}
\]

(3.3)

where \( n \) denotes the number of shift register stages, \( N = 2^n - 1 \) is the code period, and \( t(n) \) is expressed by [after modification from Tsui, 2000]

\[
t(n) = \begin{cases} 
2^{(n+1)/2} + 1, & \text{if } n \text{ is odd} \\
2^{(n+2)/2} + 1, & \text{if } n \text{ is even}
\end{cases}
\]

(3.4)

For the GPS C/A-code, with \( n = 10 \), the normalized auto-correlation value is 1, while the cross-correlation values are \([-65/1023, -1/1023, 63/1023]\).

### 3.3 GPS Signals Power Level

The minimum received power levels for the two GPS signals are summarized in Table 3.1. The L\(_1\) C/A-code is 3 dB stronger than L\(_1\) P(Y)-code, and 6 dB stronger than L\(_2\) P(Y)-code. This level of minimum power is expected when the satellite is either at the user's zenith, or at 5 degrees elevation angle. As a GPS satellite rises above the horizon, the minimum received power increases, reaches its highest level around 40 degrees elevation angle, and decreases afterwards as shown in Figure 3.3 [Ward, 1996].
A GPS signal simulator is implemented in MATLAB by the author following the block diagram shown in Figure 3.4. The simulated signal includes radio frequency carrier wave, C/A-code, P-code, navigation message, thermal noise, the effect of satellite-platform dynamics, and ionospheric scintillation. The actual C/A-code sequences are implemented in the simulator using the C/A-code generator shown in Figure 3.1. Since P-code and the
navigation message are not relevant to the tracking algorithm, they are considered as random sequences of $\pm 1$. The GPS signal is \textit{scintillated} via complex modulation algorithm, and is included in the simulation results by adding phase scintillation to the phase of the carrier wave and multiplying the carrier wave amplitude by the square root of intensity scintillation.

As shown in Figure 3.4 (block I), a 1.023 MHz square pulse generator is employed in the simulation of the GPS C/A-code. The resulting square pulses are fed into a settable counter (the C/A-code counter) to make it count up at every falling edge of the input pulse until it reaches 1023, corresponding to the 1023 chips in one complete PRN sequence. Following this is a two-dimensional C/A-code look-up table. The first dimension of the table designates the list of current PRN numbers (ranges from 1 to 32) and, for each PRN number, the second dimension determines the corresponding pseudo noise sequence (containing 1023 chips as controlled by the C/A-code counter). The resulting C/A-code is then combined with the navigation message, and modulated onto a cosine carrier wave.

Each navigation data bit is 20 ms long (corresponding to 50 Hz bit rate), and contains 20 copies of the C/A-code PRN sequence. As illustrated in block II in Figure 3.4, the output of the C/A-code counter is used to simulate the navigation data sequence. Accordingly, the navigation period counter (the first counter in block II) is reset by the C/A-code counter after running through 20 PRN sequence replicas. The next block is the navigation message counter. This counter is reset by the navigation period counter every 30 seconds, corresponding to 1500 navigation bits in one complete navigation frame. The next block is the navigation data look-up table which determines if there should be any bit transition in the navigation data.
Figure 3.4: GPS signal simulator. Blocks I, II and III simulate the C/A-code, the navigation data message, and the P-code, respectively [modified after Borre et al., 2007].

Shown in block III is the generation of the P-code. Since it is not relevant to the tracking algorithm, the P-code is simulated as a random sequence of ±1 using a 10.23 MHz square pulse generator. The resulting code is then combined with the navigation message, generated in block II, and modulated onto a sine carrier wave. Following Section 3.3, the L1 P-code is attenuated by 3 dB relative to L1 C/A-code before the two components are combined. In the last step of the simulation, the resulting noise from noise generator is added to the GPS signal.
The signal simulator is capable of generating up to 32 (for 32 PRN) signals. The required parameters to run the simulation are summarized in Figure 3.5.

![Signal Simulator Diagram](image)

**Figure 3.5: GPS signal simulator input parameters.**

To show an example, a simulated *unperturbed* GPS signal is illustrated in Figure 3.6. The output is a combination of four signals corresponding to PRN1, PRN3, PRN7 and PRN11. To generate this signal, the following settings are applied:

- PRN number: PRN1, PRN3, PRN7 and PRN11.
- Code phase shift (chips): 200, 60, 312 and 120, respectively, for PRNs 1, 3, 7 and 11.
- Doppler frequency shift (Hz): 900, 550, 720 and 160.
- $C/N_0$ (dB-Hz): 39, 39, 42 and 46.
- $N_0$ (dBw/Hz): -201.
Figure 3.6: Simulated GPS signal in time domain. The sampling interval is equal to $t_s = 1/f_s = 2.61\times10^{-8}$ sec. Using a 4-bit quantizer, the signal output is shown within ±8 discrete levels.

In the second example, a scintillated GPS signal (here, PRN3) is generated through the complex modulation with the intensity and phase scintillation data, shown below in Figure 3.7. To generate the scintillation data, the scintillation simulator in Chapter two is used assuming $\nu=1.33$ and $C_s = 5\times10^{19}$, which corresponds to a strong scintillation level in the equatorial region. Before modulation, the scintillation data needs to be sampled with the same sampling frequency as the simulated GPS signals. The resulting scintillated signal combined with the other three unperturbed signals (PRN1, PRN7 and PRN11) is given in Figure 3.8.
Figure 3.7: Intensity and phase scintillation realization using the scintillation simulator in Chapter two with $C_s = 5 \times 10^{19}$, $\nu = 1.33$, and the GPS $L_1$ as the propagating signal.

Figure 3.8: Simulated GPS signal in time domain with scintillation being added to PRN3. As in Figure 3.6, the sampling interval is equal to $t_s = 2.61 \times 10^{-8}$ sec.
Using only data samples, such as the ones shown in Figure 3.6 and Figure 3.8, it is not easy to realize the difference between the unperturbed and the scintillated GPS signal. The difference, however, will be clear when processing these signals in the receiver tracking loops. This is the subject of the next chapter.
Chapter Four: GPS Software Receiver Implementation

A GPS receiver, in general, consists of an antenna, a reference oscillator, signal amplifiers, signal processors, and (often) a display screen. In order to determine the user's three-dimensional position, and the time offset in the receiver's internal clock with respect to the satellite clock, a GPS receiver needs to generate observations for at least four GPS satellites simultaneously. GPS receivers typically have around 12 to 24 channels or more. The block diagram of a generic GPS receiver is illustrated in Figure 4.1. The receiver antenna is the first element in the signal path, and is adjusted to the frequencies transmitted by the GPS satellites. Due to the huge path loss, the received signal is extremely weak at the antenna (approximately -160 dBW or $10^{-16}$ watts) and has been affected by natural noise and electromagnetic interference from external sources. The signal, therefore, is not directly suitable for computer processing, and *signal conditioning* is required [Misra and Enge, 2006].

During conditioning, the receiver front-end amplifies the signal power by roughly ten orders of magnitude (~100 dB). It also removes interfering signals in neighboring frequency bands via filtering the incoming signal. To further ease the signal processing phase, the incoming carrier frequency is reduced by a factor between 100 and 1000. The resulting frequency is referred to as intermediate frequency (IF). After conditioning, the analog signal is converted to a digital form using an analog-to-digital converter (ADC) [Misra and Enge, 2006]. The conditioned signal can be expressed by

$$S(t) = \sqrt{C} \ X(t - \tau(t)) \ D(t - \tau(t)) \cos \left( 2\pi (f_{IF} + f_D) t + \theta(t) \right) + n(t) \quad (4.1)$$

where $C$ is the amplified received power, $X$ and $D$ are the satellite C/A-code and navigation message, respectively, $\tau$ is the code delay, $f_{IF}$ is the intermediate frequency corresponding to the L1 carrier frequency, $f_D$ is the carrier Doppler shift frequency, $\theta$ is
the carrier phase perturbation due to accumulated delta range, and \( n \) is the stationary zero-mean Gaussian thermal noise with a power spectral density of \( N_0 \) W/Hz within the IF band.

Now that the signal is well suited for processing, accurate estimates of code delay \( (\tau) \), Doppler shift \( (f_D) \), and carrier phase \( (\theta) \) are required to determine user position, velocity and time. The estimation process includes two parts [Misra and Enge, 2006]:

- \textit{Signal acquisition} to determine approximate values of \((\tau, f_D)\).
- \textit{Signal tracking} to obtain accurate estimates of \((\tau, f_D\) and \(\theta)\).

\[\text{Figure 4.1: GPS receiver block diagram [modified after Misra and Enge, 2006].}\]
4.1 Signal Acquisition

As shown in Equation (4.1), the received GPS signal is a combination of carrier wave, PRN (C/A) code, and navigation message. In order to extract the navigation message from the GPS signal, it is necessary to demodulate the carrier wave and de-spread the C/A-code. Signal acquisition is performed in a GPS receiver for two reasons: to determine visible satellites and, for each visible satellite, to estimate approximate values of C/A-code phase (τ) and carrier wave Doppler shift (f_D) [Borre et al., 2007].

Acquisition process can be time consuming, particularly when the receiver is mobile [Misra and Enge, 2006]. To determine which satellites are in view, a GPS receiver requires valid almanac data, and reasonable estimates of its position and time. When this information is either unavailable or unreliable, the receiver performs a cold start, in which it searches for all 32 possible satellite PRNs. This process is lengthy and may take up to several minutes to complete. The receiver performs a warm start when it knows its last calculated position (within a few hundred kilometers), current time (within ten minutes or so), and has valid almanac data. Based on this, the receiver has general information to determine which satellites to search for [Misra and Enge, 2006].

For each satellite in view, the receiver estimates approximate values of Doppler shift (f_D) and code phase (τ). The estimations are made by correlating the incoming signal and its replica generated by the receiver. The code phase (τ) is the time alignment between the received C/A-code and its replica in the current block of data. An accurate estimate of (τ) is required by the receiver to perfectly de-spread the C/A-code from the received signal [Borre et al., 2007]. Due to the relative motion between the receiver and a satellite, the incoming carrier frequency usually deviates from its nominal value by an amount which is referred to as Doppler frequency or Doppler shift (f_D). For a stationary receiver the amount of frequency deviation is up to ±5 kHz, and for a high dynamic receiver this value increases to about ±10 kHz. The exact frequency is required to generate a proper local carrier to perfectly remove the incoming carrier wave [Borre et al., 2007].
4.1.1 Acquisition Search Algorithm

To wipe off the carrier wave, the receiver generates an in-phase \((S_{ir}(t))\) and a quadrature \((S_{iq}(t))\) reference signal with respect to the incoming signal as follows [Misra and Enge, 2006].

\[
S_{ir}(t) = \cos(2\pi(f_{ir} + \hat{f}_D)t + \hat{\theta}) \tag{4.2}
\]

\[
S_{iq}(t) = \sin(2\pi(f_{iq} + \hat{f}_D)t + \hat{\theta}) \tag{4.3}
\]

where \(\hat{f}_D\) and \(\hat{\theta}\) are the receiver’s best estimates of \(f_D\) and \(\theta\), respectively.

As illustrated in Figure 4.2, the reference signals are first multiplied by the incoming signal to wipe off the incoming carrier wave. In the next step, a code replica generated by the receiver is correlated with the resulting signals to de-spread the C/A-code as follows [Misra and Enge, 2006].

\[
S_I(\Delta\tau, \Delta f_D, \Delta \theta) = \frac{\sqrt{CD}}{T} \int_0^T X(t - \hat{\tau})X(t - \hat{\tau})\cos(2\pi \Delta f_D t + \Delta \theta) dt \tag{4.4}
\]

\[
S_Q(\Delta\tau, \Delta f_D, \Delta \theta) = \frac{\sqrt{CD}}{T} \int_0^T X(t - \hat{\tau})X(t - \hat{\tau})\sin(2\pi \Delta f_D t + \Delta \theta) dt \tag{4.5}
\]

where \(\hat{\tau}\) is the receiver’s best estimates of \(\tau\), and \(\Delta f_D = f_D - \hat{f}_D, \Delta \theta = \theta - \hat{\theta}\) and \(\Delta \tau = \tau - \hat{\tau}\) represent the estimation errors.
Figure 4.2: Block diagram of the serial search algorithm [modified after Misra and Enge, 2006].

To estimate $\Delta \tau$ and $\Delta f_D$, the receiver takes the magnitude of $S_{out}$ (see Figure 4.2) and searches over the entire $(\Delta \tau, \Delta f_D)$ space, shown in Figure 4.3, to find the maximum correlation peak. If a peak is detected, the corresponding value of $\Delta \tau$ and $\Delta f_D$ is saved and the receiver moves to the tracking mode.

Figure 4.3: Signal search area covers code phase ($\Delta \tau$) and Doppler frequency error ($\Delta f_D$) [modified after Misra and Enge, 2006].
The search over the code error axis is broken into one-chip steps (1023 steps overall to cover one block of the C/A-code), and the search over the Doppler error axis is broken into 500 Hz wide search bins (40 bins overall to cover the maximum Doppler range ±10 kHz). According to this, the GPS receiver may need to perform the total number of 1023×40 = 40920 tests to find the true correlation peak. The algorithm described above is known as serial search in time domain. Serial search is a common method for signal acquisition used in CDMA systems such as GPS [Borre et al., 2007].

4.1.2 Data Length for Acquisition

The selection of data size for acquisition depends on three factors: the probability of successful signal acquisition, the processing time, and the length of the navigation data bit [Borre et al., 2007].

Even though longer data usually improves the signal-to-noise ratio (SNR) and increases the probability of successful signal acquisition, it will also slow the computations down and increase the processing time quite considerably. The third factor, the length of the navigation data, also limits the selection of long data period. Since each navigation data bit is 20 ms long, the possible longest acquisition data length is 10 ms. This is based on the fact that if the first 10 ms of the data has a phase transition due to the navigation data bit, there will be no phase transition in the next 10 ms of data. The shortest possible acquisition data length is 1 ms as one complete C/A-code is 1 ms long. If fast acquisition is of interest, it is adequate to perform acquisition on 1 ms of data and to make sure that satellites will be acquired the process can be repeated for the second time [Zheng, 2005].

After determining approximate estimates of code phase and Doppler shift, the incoming signal is forwarded to the code and carrier tracking loops along with the corresponding PRN number and estimated values of $\Delta \tau$ and $\Delta f_D$ for each visible satellite.
4.2 Signal Tracking

After the acquisition process has considerably reduced the code phase error ($\Delta \tau$) and the Doppler error ($\Delta f_D$), the receiver will switch from acquisition mode to tracking mode. The tracking loops further refine the estimates of $\Delta \tau$ and $\Delta f_D$, track their changes, and extract the navigation data from the incoming signal. A typical GPS receiver contains two types of tracking loops: the code and the carrier tracking loop.

4.2.1 Code Tracking Loop

The code tracking loop or delay locked loop (DLL) refines the initial estimate of code phase error and tracks its variation. To accomplish this, the DLL generates a replica C/A-code and keeps it aligned with the received code by using a feedback control system as shown in Figure 4.4. In this figure, $T(s)$ and $\hat{T}(s)$ denote the Laplace transform of the input and replica code delay, respectively, and $N(s)$ represents the effect of thermal noise.

To perform code alignment, the DLL measures the difference between the incoming code delay and the replica code. The result would be the error signal $\Delta(s)$. Based on this error signal, the loop filter $F(s)$ issues speed-up/slow-down commands $C(s)$ to the code generator $G(s)$ that cause the replica code to shift earlier or later in time. Eventually, these commands align the replica code with the received code.

![Figure 4.4: Block diagram of the feedback control system employed by the GPS receiver tracking loops.](image-url)
**What does the error signal \( \Delta(s) \) look like? In other words, how does the tracking loop determine whether the replica code should be shifted earlier or later in time?** To make this decision, the tracking loop first wipes off the carrier wave by multiplying the incoming signal with the locally generated carrier wave. This is illustrated in Figure 4.5(a). Subsequently, the signal is multiplied with the code replica, referred to as the *prompt* code, and two shifted versions of it, namely the *early* and *late* codes. The early and late codes are usually shifted by \( \pm 0.5 \) chip with respect to the prompt code. In the next step, the three outputs are summed up over the accumulation time \( \eta \) (e.g. \( \eta = 1 \) ms), and the correlation results \( I_E, I_P, \) and \( I_L \), which are numerical values, are compared to determine which one provides the highest correlation value [Borre et al., 2007].

Figure 4.5(b) shows an example of code tracking, in which the late code has the highest correlation value indicating that the code sequence must be delayed.

**Figure 4.5:** The block diagram of the basic code tracking loop [modified after Borre et al., 2007].
4.2.1.1 Coherent and Noncoherent Delay Lock Loop

The DLL introduced in Figure 4.5 is known as the coherent DLL. A coherent DLL has optimal functionality only when the locally generated carrier wave is perfectly aligned, in phase and frequency, with the incoming carrier wave. Otherwise, the DLL cannot easily maintain code lock. To overcome this problem, many receivers use a non-coherent DLL as shown in Figure 4.6. Accordingly, if the local carrier wave is in phase with the incoming signal, all the energy will be in the in-phase signal, but if not, the energy is distributed between the in-phase and the quadrature signals. In either case, the DLL would be able to perform the code phase lock [Borre et al., 2007].

In both coherent and non-coherent DLLs, the feedback from the correlators to the code generator is provided via using a code discriminator and a loop filter, as depicted in Figure 4.6. Based on this arrangement, the six correlator outputs enter the code discriminator to determine the code phase difference (i.e. the error signal) between the incoming and the replica code. The loop filter reduces the effect of noise on the error signal before passing it to the code generator. Using the error signal, the code generator will shift the replica code earlier or later in time to align it with the incoming code. Typical code tracking loop discriminators used for feedback, along with their characteristics, are listed in Table 4.1 [Ward et al., 2006].

The prompt code will be used in the carrier tracking loop in order to de-spread the PRN code from the incoming signal. This is given in more detail in the following section.
Table 4.1: Common delay lock loop discriminators [from Ward et al., 2006].

<table>
<thead>
<tr>
<th>Type</th>
<th>Discriminator</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherent</td>
<td>$(I_E - I_L) \cdot I_P$</td>
<td>Dot-product.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Can be used only when carrier loop is in phase lock.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Low computational load.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Most accurate code measurement.</td>
</tr>
<tr>
<td>None coherent</td>
<td>$(I_E - I_L) \cdot I_P + (Q_E - Q_L) \cdot Q_P$</td>
<td>Dot-product power.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Uses all three correlators.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Low computational load.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• For 0.5 chip correlator spacing, it produces nearly true tracking error output within ±0.5 chip of input error.</td>
</tr>
<tr>
<td></td>
<td>$(I_E^2 + Q_E^2) - (I_L^2 + Q_L^2)$</td>
<td>Early-minus-late power.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Moderate computational load.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Essentially the same error performance as early-minus-late envelope within ±0.5 chip of input error.</td>
</tr>
<tr>
<td></td>
<td>$\sqrt{(I_E^2 + Q_E^2)} - \sqrt{(I_L^2 + Q_L^2)}$</td>
<td>Early-minus-late envelope.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Higher computational load.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• For 0.5 chip correlator spacing, it produces good tracking error within ±0.5 chip of input error.</td>
</tr>
<tr>
<td></td>
<td>$\frac{\sqrt{(I_E^2 + Q_E^2)} - \sqrt{(I_L^2 + Q_L^2)}}{\sqrt{(I_E^2 + Q_E^2)} + \sqrt{(I_L^2 + Q_L^2)}}$</td>
<td>Normalized early-minus-late envelope.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Highest computational load.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• For 0.5 chip correlator spacing, it produces good tracking error within less than ±1.5 chip of input error.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Becomes unstable (divide by zero) at ±1.5 chip input error.</td>
</tr>
</tbody>
</table>
4.2.2 Carrier Tracking Loop

The carrier tracking loop or phase locked loop (PLL) refines the coarse estimate of Doppler error ($\Delta f_D$) and carrier phase error ($\Delta \theta$), and tracks their changes. To accomplish this, the PLL generates a sinusoidal carrier and adjusts the frequency and phase of the replica sinusoid to match the incoming carrier wave. Similar to the DLL, the PLL is modeled as a control system that uses feedback to control the behavior of the carrier wave generator, better known as the numerically controlled oscillator (NCO). The control model previously shown in Figure 4.4 is applicable to the carrier tracking loop as well. In this figure, $\Theta(s)$ and $F_D(s)$ denote the Laplace transform of the input carrier phase $\Theta(t)$ and Doppler frequency $f_D(t)$, respectively, while $\dot{\Theta}(s)$ and $\dot{F}_D(s)$ denote the
Laplace transform of the replica carrier phase $\hat{\theta}(t)$ and replica Doppler frequency $\hat{f}_d(t)$. As before, $N(s)$ represents the effect of thermal noise.

According to this model, the PLL attempts to control the carrier generator $G(s)$ so that the Doppler and phase estimates for the signal are accurate. To do this, the PLL measures the difference between the received carrier phase and its replica. Based on the error signal $\Delta(s)$, the loop filter $F(s)$ issues speed-up/slow-down commands $C(s)$ to the carrier generator to shift the frequency and phase of the carrier wave replica by amounts that reduce the error signal.

4.2.2.1 Coherent and Noncoherent Phase Lock Loop

The block diagram of a coherent PLL is illustrated in Figure 4.7. This simple algorithm is applicable when the navigation data bits are known in advance. Following the diagram, multiplication with the carrier replica demodulates the incoming carrier wave, and multiplication with the in-phase prompt code de-spreads the PRN code. The carrier loop discriminator is employed in the next step to determine the error signal as a function of phase difference between the input carrier wave and its replica. The error signal is then filtered and used as a feedback control signal to the carrier wave generator. This type of PLL is sensitive to 180 degree phase reversals [Borre et al., 2007].

![Figure 4.7: GPS receiver coherent carrier tracking loop block diagram.](image-url)
Since the navigation data bits (thus, the bit transition times) are not usually known in advance, the PLL used in a GPS receiver must be insensitive to bit transition. The well-known Costas phase locked loop is a qualified candidate for this case. The main property of this non-coherent loop is that it is insensitive to 180 degrees phase reversals from navigation data. The block diagram of a generic Costas loop is shown in Figure 4.8.

![Diagram of a generic Costas phase locked loop.](image)

**Figure 4.8: Model of a generic Costas phase locked loop.**

According to this diagram, the in-phase ($I$) and quadrature ($Q$) signals are generated from the incoming signal through multiplication with the in-phase and quadrature reference signals produced by the NCO. Next, the PRN code is wiped off from the in-phase and quadrature signals through multiplication with a prompt replica code generated within the delay locked loop. The resulting signals are then low-pass filtered by a pair of pre-detection integrate-and-dump filters, which results in numerical values $I_p$ and $Q_p$.

Using $I_p$ and $Q_p$ values, the phase discriminator generates an error signal which
represents the phase difference between the incoming carrier wave and the NCO signal. The filtered error signal is then used in the tracking loop as a feedback control signal to change the frequency of the NCO in order to decrease the phase error in following phase measurements. Some common Costas phase discriminator functions used in carrier tracking loops are given in Table 4.2 [Ward, 1996].

<table>
<thead>
<tr>
<th>Discriminator</th>
<th>Output</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>sign(I).Q</td>
<td>sin(θc)</td>
<td>Near optimal at high SNR. Slope proportional to signal amplitude A. Least computational burden.</td>
</tr>
<tr>
<td>L.Q</td>
<td>sin(2θc)</td>
<td>Near optimal at low SNR. Slope proportional to signal amplitude A^2. Moderate computational burden.</td>
</tr>
<tr>
<td>Q/I</td>
<td>tan(θc)</td>
<td>Suboptimal, but good at low and high SNR. Slope is not signal amplitude dependent. Higher computational burden and must check for divide by zero error near ±90°</td>
</tr>
<tr>
<td>atan(Q/I)</td>
<td>θc</td>
<td>Two-quadrant arctangent. Optimal (maximum likelihood estimator) at high and low SNR. Slope is not signal amplitude dependent. Highest computational burden.</td>
</tr>
</tbody>
</table>

### 4.2.3 Tracking Loop Filters

The loop filter is responsible for attenuating the effect of noise appearing at the phase detector output, thereby generating an accurate and smooth estimate of the incoming signal at its output [Ward, 1996]. Figure 4.9 shows the block diagrams of first-, second-, and third-order analog filters, where ω_o denotes the loop natural frequency, and 1/s represents the signal integrator in Laplace form.
Figure 4.9: The block diagrams of (a) first-, (b) second-, and (c) third-order analog loop filters [modified after Ward, 1996].
The single-side equivalent noise bandwidth ($B_n$) and the loop filter order ($\beta$) are two main parameters of the PLL/DLL loop filter which determine the filter’s response to signal dynamics and measurement noise [Ward, 1996]. These two parameters, together with the number of integrators completely determine the loop filter’s design. Following the diagrams in Figure 4.9, the loop filter function $F(s)$ is calculated for each loop order and summarized in Table 4.3. The filter coefficients are considered as $a_2 = 2\zeta$, where $\zeta = 0.707$, and $a_3 = b_3 = 2$ [Knight et al., 1998]. Other typical filter coefficients include $a_2 = 1.414$, $a_3 = 1.1$, and $b_3 = 2.4$ [Ward, 1996].

<table>
<thead>
<tr>
<th>Loop Order ($\beta$)</th>
<th>Loop Filter $F(s)$</th>
<th>Noise Bandwidth $B_n$</th>
<th>Closed Loop Transfer Function $H(s)$</th>
<th>Loop Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First</strong></td>
<td>$\omega_n$</td>
<td>$\omega_n / 4$</td>
<td>$\frac{\omega_n}{s + \omega_n}$</td>
<td>Sensitive to velocity stress. Best operation under static condition.</td>
</tr>
<tr>
<td><strong>Second</strong></td>
<td>$a_2\omega_n + \omega_n^2 / s$ $= 2\zeta\omega_n + \omega_n^2 / s$</td>
<td>$\left(\frac{a_2^2 + 1}{4a_2}\right)\omega_n$ $= \left(\frac{4\zeta^2 + 1}{8\zeta}\right)\omega_n$</td>
<td>$\frac{2\zeta\omega_n s + \omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2}$</td>
<td>Sensitive to acceleration stress. Best operation under constant velocity.</td>
</tr>
<tr>
<td><strong>Third</strong></td>
<td>$b_3\omega_n + a_3\omega_n^2 / s + \omega_n^3 / s^2$ $= 2\omega_n + 2\alpha_n^2 / s + \omega_n^3 / s^2$</td>
<td>$\frac{\omega_n(a_3b_3^2 + a_3^2 - b_3)}{4(a_3b_3 - 1)} = \omega_n / 1.2$</td>
<td>$\frac{2\omega_n s^2 + 2\omega_n^2 s + \omega_n^3}{s^3 + 2\omega_n s^2 + 2\omega_n^2 s + \omega_n^3}$</td>
<td>Sensitive to jerk stress. Best operation under constant acceleration.</td>
</tr>
</tbody>
</table>
4.2.3.1 Equivalent Noise Bandwidth

The equivalent noise bandwidth ($B_n$) of a particular filter $F(s)$ is defined as the bandwidth of an ideal filter that permits the same amount of noise as $F(s)$ [Misra and Enge, 2006]. For a tracking loop with transfer function $H(j\omega)$, the noise bandwidth is expressed as [Misra and Enge, 2006]

$$B_n = \frac{1}{|H(0)|^2} \int_0^\infty |H(j\omega)|^2 \, d\omega, \quad (Hz) \quad (4.6)$$

where $\omega = 2\pi f$, and the magnitude of the frequency response is

$$|H(j\omega)|^2 = H(j\omega)H(-j\omega) \quad (4.7)$$

Using the feedback control model in Figure 4.4, the closed loop transfer function that gives the estimate $\hat{\Theta}(s)$ as a function of the input $\Theta(s)$ can be obtained via

$$H(s) = \frac{\hat{\Theta}(s)}{\Theta(s)} = \frac{F(s)G(s)}{1 + F(s)G(s)} \quad (4.8)$$

As an example, for the first-order filter, the closed loop transfer function $H(s)$ is calculated by substituting $G(s) = 1/s$, and $F(s) = \omega_n = 2\pi f_n$ in Equation (4.8)

$$H(s) = \frac{2\pi f_n}{s + 2\pi f_n}. \quad (4.9)$$
With \( s = j2\pi f \), the frequency response and the corresponding noise bandwidth is calculated as

\[
H(s = j2\pi f) = \frac{f_n}{jf + f_n}
\]

(4.10)

\[
B_n = \frac{1}{|H(j0)|^2} \int_0^\infty |H(j2\pi f)|^2 \, df
\]

\[
= \frac{1}{|H(j0)|^2} \int_0^\infty \left( \frac{f_n^2}{f^2 + f_n^2} \right) \, df
\]

(4.11)

\[
= \frac{\pi f_n}{2}
\]

The same procedure is repeated for the second-, and third-order loop and the resulting \( H(s) \) and \( B_n \) are listed in Table 4.3.

The loop noise bandwidth is one of the key parameters to be considered when analyzing the tracking error performance. Under normal ionospheric conditions, thermal noise and satellite-platform dynamics are the main factors causing tracking errors in the GPS receivers. Under irregular ionospheric conditions, ionospheric scintillation appears as an additional source of error whose impact on tracking loop may even result in a complete loss of signal lock. Thermal noise and system dynamics error are briefly studied in this chapter. The effect of scintillation on tracking loop error is investigated in Chapter five.

Closed-form expressions for the tracking error caused by thermal noise are given below for the early-minus-late power and dot-product type of code tracking loops, respectively, in Equations (4.12) and (4.13) as [Jwo, 2001]
\[ \sigma_{\text{DLL}} = \left[ \frac{B_n d}{2(c / n_0)} \left( 1 + \frac{2}{\eta(2 - d)(c / n_0)} \right) \right]^{1/2} \] (4.12) (chips)

\[ \sigma_{\text{DLL}} = \left[ \frac{B_n d}{2(c / n_0)} \left( 1 + \frac{1}{\eta(c / n_0)} \right) \right]^{1/2} \] (4.13) (chips)

where \( \sigma_{\text{DLL}} \) is the standard deviation of tracking error in units of PRN chips, \( B_n \) is the DLL noise bandwidth in Hz, \( \eta \) is the pre-detection integration time in seconds, \( d \) is the early-to-late correlator spacing in chips (usually \( d=1 \)), and \( c / n_0 \) is the carrier-to-noise ratio value where \( (C / N_0)_{\text{dB-Hz}} = 10 \cdot \log_{10}(c / n_0) \).

Thermal noise for the Costas-type PLL is defined according to the following expression [Jwo, 2001].

\[ \sigma_{\text{PLL}} = \left[ \frac{B_n}{(c / n_0)} \left( 1 + \frac{1}{2\eta(c / n_0)} \right) \right]^{1/2} \] (rad) (4.14)

\[ \sigma_{\text{PLL}} = \left[ \frac{B_n}{(c / n_0)} \left( 1 + \frac{1}{2\eta(c / n_0)} \right) \right]^{1/2} \cdot \frac{360}{2\pi} \] (deg)

where \( \sigma_{\text{PLL}} \) is the standard deviation of tracking error in units of radians (or degrees), and \( B_n \) is the PLL noise bandwidth in Hz.

The bandwidth of a GPS receiver code tracking loop is typically in the range of 1-4 Hz, while for carrier tracking loop, it is in the range of 5-15 Hz [Jwo, 2001]. Figure 4.10 shows one-sigma thermal error of the early-minus-late power (upper panel) and dot-product (lower panel) non-coherent DLL, and Figure 4.11 shows one-sigma thermal error of the Costas-type PLL. Parameters considered for these plots include \( \eta = 1 \) ms, \( d = 1 \).
chip, $C/N_0 = 25-40$ dB-Hz, $B_{n_{DLL}} = 1, 2.5, 4$ and $10$ Hz, and $B_{n_{PLL}} = 5, 15, 25$ and $35$ Hz.

![Diagram of Thermal Error for Early-Minus-Late Power DLL](image1)

![Diagram of Thermal Error for Dot-Product DLL](image2)

Figure 4.10: One-sigma thermal error for (a) early-minus-late power DLL, and (b) dot-product DLL.
As a rule of thumb, the one-sigma code tracking error should not exceed \( \frac{1}{6} \) of the chip length, and the one-sigma carrier tracking error should not exceed \( \frac{\pi}{12} \) radians or 15 degrees\(^{10}\) [Jwo, 2001; Misra and Enge, 2006]. In Figure 4.10 and Figure 4.11, the threshold level is shown with a horizontal dashed line. For the typical range of GPS signal \( C/N_0 \) (i.e. 35-55 dB-Hz), tracking error remains below the threshold line for the considered bandwidths. For very low \( C/N_0 \) (< 30 dB-Hz), however, both code and carrier tracking loops show much better performance (i.e. lower tracking error) under narrower bandwidths. As also indicated in Equations (4.12) to (4.14), the tracking loop thermal error is directly related to the loop noise bandwidth; thus narrower bandwidths are able to reject thermal noise more effectively.

\(^{10}\) The one-sigma carrier tracking error threshold is about 10 degrees for aviation applications [Hegarty et al., 2001].
What is the limiting factor when it comes to implement a very narrow loop bandwidth in the tracking loop design? To answer this question, the response of the first-order carrier tracking loop to a step change in pseudorange is studied here. Using Equations (4.9) and (4.11), the loop response to a step change in pseudorange follows

\[ y(t) = L^{-1}\{U(s)H(S)\} = L^{-1}\left\{ \frac{2\pi f_c}{s(s + 2\pi f_c)} \right\} = 1 - \exp(-2\pi f_c t) = 1 - \exp(-4B_s t) \]

(4.15)

where \( U(s) = 1/s \) is the Laplace transform of the input step function \( u(t) \).

The step response is plotted for \( B_s = 5, 15 \) and 25 Hz in Figure 4.12. As can be seen, while loop response is slow under narrow bandwidths (e.g. \( B_s = 5 \) Hz), wider noise bandwidths (e.g. \( B_n = 25 \) Hz) provide a more accommodating loop with rapid rise times that closely follow the input step. Since under high system dynamics relatively fast tracking loop responses are required, too narrow bandwidths should be avoided in the design of tracking loops.

In summary, there is always a tradeoff between the noise performance and the dynamic performance of a tracking loop when selecting the best loop bandwidth [Misra and Enge, 2006]. For a good dynamic performance the carrier tracking loop requires a relatively wide bandwidth to precisely track changes in the carrier phase due to satellite-platform dynamics (see Figure 4.12). For good noise performance, on the other hand, the loop requires a narrow bandwidth in order to reject the measurement noise as much as possible (see Figure 4.10 and Figure 4.11).
4.2.3.2 Loop Filter Order

Loop order defines the filter sensitivity to the system dynamics. To further explain this, the steady state response of the first-, second-, and third-order tracking loop to \textit{step}, \textit{ramp} and \textit{parabolic} input is investigated. A small steady-state error (SSE) is usually taken as a sign of good tracking performance [Jwo, 2001]. The SSE is evaluated using the final value theorem of the Laplace transforms as [Misra and Enge, 2006]

\[
\lim_{t \to \infty} \Delta(t) = \lim_{s \to 0} \left( s \Delta(s) \right) \tag{4.16}
\]

where, according to the feedback control system shown in Figure 4.4,
\[
\Delta(s) = \Theta(s) - \hat{\Theta}(s) = \Theta(s)(1 - H(s)).
\] (4.17)

The result of SSE is calculated for three loop orders, and summarized in Table 4.4. Accordingly, the first order loop is sensitive to velocity stress, the second order loop is sensitive to acceleration stress, and the third order loop is sensitive to jerk stress.

In a position control system, the step input function represents an abrupt change in reference position, while the ramp and parabolic input functions represent the change in velocity and acceleration, respectively. In such system, for the unit step input, in the fullness of time, the first-order PLL will converge to the right answer, thus result in zero steady state error. The loop, however, is not able to keep up with the ramp function. To overcome this, the PLL loop order has to be either two or three. For the parabolic input function, only the third-order PLL meets the requirements [Misra and Enge, 2006].

Both the loop filter order (\(\beta\)) and the equivalent noise bandwidth (\(B_n\)) play key roles in the design and the performance of a tracking loop. By carefully determining these parameters, the performance of the code and carrier tracking loops of a GPS receiver can increase considerably.
Table 4.4: Steady state error for first-, second-, and third-order tracking loop filter.

<table>
<thead>
<tr>
<th>Input function, $\theta(t)$</th>
<th>Laplace Transform, $\Theta(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step</strong></td>
<td>$u(t) = \begin{cases} 1 &amp; t \geq 0 \ 0 &amp; t &lt; 0 \end{cases}$</td>
</tr>
<tr>
<td><strong>Ramp</strong></td>
<td>$r(t) = tu(t)$</td>
</tr>
<tr>
<td><strong>Parabolic</strong></td>
<td>$p(t) = \frac{1}{2}t^2u(t)$</td>
</tr>
</tbody>
</table>

**First-order loop ($\beta=1$)**

- $\Theta(s) = \frac{1}{s}$, \quad $\lim_{s \to 0} s\Theta(s)(1 - H(s)) = \lim_{s \to 0} \left( \frac{s}{s + 2\pi f_n} \right) = 0$
- $\Theta(s) = \frac{1}{s^2}$, \quad $\lim_{s \to 0} \frac{1}{s} \left( \frac{s}{s + 2\pi f_n} \right) = \frac{1}{2\pi f_n} \text{ (meters)} \quad \frac{2\pi}{\lambda} \frac{1}{2\pi f_n} \text{ (radians)}$

**Second-order loop ($\beta=2$)**

- $\Theta(s) = \frac{1}{s}$, \quad $\lim_{s \to 0} \left( \frac{s^2}{s^2 + 2\zeta(2\pi f_n)s + (2\pi f_n)^2} \right) = 0$
- $\Theta(s) = \frac{1}{s^2}$, \quad $\lim_{s \to 0} \frac{1}{s} \left( \frac{s^2}{s^2 + 2\zeta(2\pi f_n)s + (2\pi f_n)^2} \right) = 0$
- $\Theta(s) = \frac{1}{s^3}$, \quad $\lim_{s \to 0} \frac{1}{s^2} \left( \frac{s^2}{s^2 + 2\zeta(2\pi f_n)s + (2\pi f_n)^2} \right) = \frac{1}{(2\pi f_n)^2} \text{ (meters)}$

**Third-order loop ($\beta=3$)**

- $\Theta(s) = \frac{1}{s}$, \quad $\lim_{s \to 0} \left( \frac{s^3}{s^3 + 2\omega_n s^2 + 2\omega_n^2 s + \omega_n^3} \right) = 0$
- $\Theta(s) = \frac{1}{s^2}$, \quad $\lim_{s \to 0} \frac{1}{s} \left( \frac{s^3}{s^3 + 2\omega_n s^2 + 2\omega_n^2 s + \omega_n^3} \right) = 0$
- $\Theta(s) = \frac{1}{s^3}$, \quad $\lim_{s \to 0} \frac{1}{s^2} \left( \frac{s^3}{s^3 + 2\omega_n s^2 + 2\omega_n^2 s + \omega_n^3} \right) = 0$
4.3 GPS Tracking Loop Implementation

Software implementations of GPS receiver tracking loops are employed in this work to validate theoretical models. Accordingly, a conventional second-order code tracking loop with normalized early-minus-late envelope discriminator (commonly used as its output error is linear over a 1-chip range [Ward et al., 2006]), and both second-, and third-order carrier tracking loop with arctangent discriminator (optimal at high and low SNR) are implemented in MATLAB using the combined tracking channel diagram shown in Figure 4.13. The optimum damping ratio of $\zeta = 0.7$ is considered for both code and carrier tracking loop filters. The tracking loop updates are obtained typically every 1 ms, 10 ms, or 20 ms. In this work, the loop update interval is set to $\eta = 1$ ms. The settings are summarized below:

**Costas loop simulator settings:**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intermediate frequency</td>
<td>$f_{IF} = 9.548$ MHz</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>$f_{sampling} = 38.192$ MHz</td>
</tr>
<tr>
<td>Damping ratio:</td>
<td>$\zeta_{PLL} = 0.7$</td>
</tr>
<tr>
<td>Noise bandwidth:</td>
<td>$B_{n,PLL} = 5-35$ Hz (adjustable)</td>
</tr>
<tr>
<td>Pre-detection integration time:</td>
<td>$\eta = 1$ ms</td>
</tr>
<tr>
<td>Discriminator type (Table 4.2):</td>
<td>$\tan(Q_p/I_p)$</td>
</tr>
</tbody>
</table>

**Code tracking loop simulator settings:**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlator spacing:</td>
<td>$d = 0.5$ chips</td>
</tr>
<tr>
<td>Damping ratio:</td>
<td>$\zeta_{DLL} = 0.7$</td>
</tr>
<tr>
<td>Noise bandwidth:</td>
<td>$B_{n,DLL} = 2.5$ Hz</td>
</tr>
<tr>
<td>Pre-detection integration time:</td>
<td>$\eta = 1$ ms</td>
</tr>
<tr>
<td>Discriminator type (Table 4.1):</td>
<td>$\frac{\sqrt{(I_E^2 + Q_E^2)} - \sqrt{(I_i^2 + Q_i^2)}}{\sqrt{(I_E^2 + Q_E^2)} + \sqrt{(I_i^2 + Q_i^2)}}$</td>
</tr>
</tbody>
</table>
In the combined tracking loop channel shown in Figure 4.13, the carrier wave replica required in the DLL to remove the carrier wave is provided by the PLL, and the prompt code replica used in the PLL to de-spread the PRN code is provided by the DLL.

![Block Diagram](image)

**Figure 4.13:** The block diagram of a complete tracking channel.

According to this diagram, for every 1 ms of input signal, the in-phase \((I)\) and quadrature \((Q)\) signals are generated from the incoming signal through multiplication with the in-phase and quadrature reference signals produced by the NCO. Subsequently, the signals are multiplied with the prompt, early and late code replicas, with the early and late codes being ±0.5 chips shifted with respect to the prompt code. Following this, the
outputs are integrated (summed up) over $\eta = 1$ ms integration (accumulation) time. The six correlation output numerical values ($I_E, I_P, I_L, Q_E, Q_P$, and $Q_L$) are then used in the code and carrier loop discriminators to generate error signals. The carrier loop discriminator uses $I_F$ and $Q_F$ to generate carrier tracking error signal

$$\theta_{\text{c,PLL}} = \tan^{-1}\left( \frac{Q_F}{I_F} \right), \quad \text{(cycle)}$$ (4.18)

and the code loop discriminator uses ($I_E, I_L, Q_E$, and $Q_L$) to generate code tracking error

$$\theta_{\text{c,PLL}} = \frac{\sqrt{(I_E^2 + Q_E^2)} - \sqrt{(I_L^2 + Q_L^2)}}{\sqrt{(I_E^2 + Q_E^2)} + \sqrt{(I_L^2 + Q_L^2)}}, \quad \text{(cycle)}$$ (4.19)

Based on the error signals, the carrier and code loop filters issue speed-up/slow-down commands, respectively, to the carrier and code generator to change their frequencies in a way that decreases the error in the following measurement epochs. The amount of frequency change is adjusted through the loop filter coefficients.

### 4.3.1 Loop Filter Coefficients and Frequency Update

Using the bilinear $z$-transform model, the loop filter transfer function can be described via [Skone et al., 2005]

$$F(z) = \sum_{m=0}^{M-1} b_m z^{-m} = \frac{b_0 + b_1 z^{-1} + b_2 z^{-2} + \ldots + b_{M-1} z^{-(M-1)}}{(1-z^{-1})^{M-1}}$$ (4.20)

where $M$ is the order of the tracking loop, and $b_m$ ($m = 0, 1, \ldots, M-1$) are the loop filter coefficients.
In the case of a second-order tracking loop ($M = 2$), the block diagram of the digital loop filter is given in Figure 4.14. This diagram is analogous to the one shown in Figure 4.9b, and has been obtained by substituting $s = 2(z-1)/(\eta(z+1))$ to transform from $s$ domain to bilinear $z$ domain. Figure 4.14 along with Equation (4.20) can be used to determine the corresponding loop coefficients ($b_0$ and $b_1$) as follows.

$$F(z) = \frac{x(z)}{y(z)} = \frac{b_0 + b_1 z^{-1}}{1 - z^{-1}}$$

$$= \frac{(\eta \omega_n^2 / 2 + a_z \omega_n) + (\eta \omega_n^2 / 2 - a_z \omega_n) z^{-1}}{1 - z^{-1}}$$

(4.21)

where $b_0 = (\eta \omega_n^2 / 2 + a_z \omega_n)$, $b_1 = (\eta \omega_n^2 / 2 - a_z \omega_n)$, $\eta$ is the pre-detection integration time, and for given $\zeta$ and $B_n$ (see Table 4.3), $a_z = 2\zeta = 1.414$, and

$$\omega_n = \frac{4a_z}{a_z^2 + 1} B_n = \frac{8\zeta}{4\zeta^2 + 1} B_n$$

(4.22)

---

**Figure 4.14**: Block diagram of the 2nd-order digital loop filter [modified after Ward, 1996].
Having the coefficients, the loop filter given in Equation (4.21) can be implemented in software using the following equation.

\[ f[n] = f[n-1] + b_0 \cdot \theta_c[n] + b_1 \cdot \theta_c[n-1], \quad n = 1, 2, 3, \ldots \]  \hspace{1cm} (4.23)

assuming \( f[0] = 0 \) and \( \theta_c[0] = 0 \). In this equation, \( f[n] \) represents the current code/carrier filter output, in units of Hz, \( f[n-1] \) denotes the filter output in the previous measurement epoch, \( \theta_c[n] \) represents the current code/carrier phase discriminator output, in units of cycle, and \( \theta_c[n-1] \) denotes the discriminator output in the previous epoch. The phase and frequency measurements are obtained every \( \eta = 1 \) ms.

For a third-order tracking loop (\( M = 3 \)), the block diagram of the digital loop filter is displayed in Figure 4.15, and has been obtained by substituting \( s = 2(z-1)/\eta(z+1) \) in Figure 4.9c. According to this block diagram and Equation (4.20),

\[ F(z) = \frac{y(z)}{x(z)} = \frac{b_0 + b_1 z^{-1} + b_2 z^{-2}}{(1-z^{-1})^2} = \left( \frac{\eta^2 \omega_s^3}{4} + \frac{a_3 \eta \omega_s^2}{2} + b_2 \omega_s \right) \frac{\frac{\eta^2 \omega_s^3}{4} - 2b_2 \omega_s}{(1-z^{-1})^2} \]  \hspace{1cm} (4.24)

where \( \eta \) is the pre-detection integration time, \( a_3 = 1.1, b_2 = 2.4 \) [Ward, 1996], and

\[ \omega_s = \frac{4(a_3 b_2 - 1)}{(a_3 b_2^2 + a_3^2 - b_2)} B_s = 1.27 B_s \]  \hspace{1cm} (4.25)
Using \( b_2, b_1 \) and \( b_0 \), the loop filter given in Equation (4.24) can be implemented in software through

\[
f[n] = 2f[n-1] - f[n-2] + b_0 \cdot \theta_0[n] + b_1 \cdot \theta_1[n-1] + b_2 \cdot \theta_2[n-2], \quad n = 2, 3, \ldots \tag{4.26}
\]

assuming \( f[0] = f[1] = 0 \) and \( \theta_0[0] = \theta_1[1] = 0 \). As before, \( f[n] \) represents the current code/cARRIER filter output, while \( f[n-1] \) and \( f[n-2] \) represent the filter output in two previous measurement epochs.

The amount of frequency determined by Equations (4.23) and (4.26), respectively for the second-, and third-order tracking loops, is then applied to the carrier and code generators to reduce the error signals.

To give an example, the simulated unperturbed GPS signal shown in Figure 3.6 is processed in the receiver tracking loop simulators (using the 2\textsuperscript{nd}-order code and carrier tracking loops), and the corresponding results for PRN3 are displayed in Figure 4.16. The upper frame shows the carrier tracking loop phase discriminator output in units of cycle.
To highlight the general trend of phase variation, the discriminator output is smoothed using a 25 ms moving average window. The resulting smoothed phase is given in the upper frame of Figure 4.16 along with the raw phase data. In addition, the phase error standard deviation is calculated continuously using a 200 ms moving window as shown in the lower frame of Figure 4.16. It can be seen from the figure that, in the absence of scintillation, the phase error standard deviation varies between 0.01 to 0.02 cycles (3.6 to 7.2 degrees), which is well below the typical tracking threshold of 15 degrees.

![Figure 4.16: Carrier tracking loop phase discriminator output and phase error standard deviation](image)

As stated earlier in the simulation methodology flowchart in Figure 1.7, the tracking loop simulators are driven mostly by scintillated GPS L1 signals. To generate a scintillated signal, the simulated unperturbed GPS L1 signal is modulated by phase and intensity scintillation data using the complex modulation algorithm. The complex modulation is
performed by adding the phase scintillation to the phase of the GPS carrier signal, and multiplying the carrier signal by the square root of intensity scintillation records. Eventually, the scintillated GPS signal is processed in the tracking loop simulators to give the simulation results. As an example, the carrier tracking loop output after adding scintillation is shown in Figure 4.17. To generate this plot, the scintillated GPS signal shown in Figure 3.8 is processed in the second-order tracking loops and the results for PRN3 are illustrated here.

Comparing this figure with Figure 3.7, it is observed that during the times of severe phase and intensity scintillations (about 600-800 ms, and 1100-1500 ms from the start of the time axis), carrier tracking loop experiences high tracking errors, for which the error standard deviation reaches up to 0.1 cycles (~ 36 degrees). This value is well above the tracking threshold, and most likely results in cycle slips and/or loss of phase lock.

![Phase discriminator output](image1)

![Error standard deviation](image2)

**Figure 4.17:** Carrier tracking loop phase discriminator output and phase error standard deviation (in units of cycles) after adding scintillation effects. The standard deviation is obtained by moving a 200 ms window along the phase data.
Comparing the results of Figure 4.16 and Figure 4.17, the tracking error standard deviation shows a significant increase in the presence of severe phase and intensity scintillation activities. The carrier tracking error is quantified in terms of intensity and phase scintillation parameters ($T_{x_{in}}$, $\nu$, $S_\alpha$) in the next chapter.

### 4.4 Simulation Model Verification

In order for a simulation algorithm to be validated, its results should be compared against experimental results. The scintillation simulation algorithm used in this research is evaluated through comparison with real scintillation data. The real data - provided by Dr. Theodore Beach of Air Force Research Laboratory (AFRL) - were collected at Ascension Island (7.9°S, 14.3°W) during a solar maximum period using a NAVSYS DSR-100 receiver [cf. May et al., 1999]. To decrease the signal processing time, from 45 minutes of available scintillated data (corresponding to 8:45 PM - 9:30 PM of March 18, 2001), about 15 minutes (from 9:05 PM to 9:20 PM) is used for scintillation analysis in this work. In the selected time period, both quiet and active scintillation conditions are observable. During this 15-minute period, six healthy satellites, namely PRN1, PRN7, PRN8, PRN13, PRN19 and PRN27 were acquired. Except for the PRN8 signal, the other five signals were found to be significantly corrupted by the ionospheric scintillation effects. Among these, PRN1 and PRN7 signals are used in this section to highlight the effect of scintillation on the GPS receiver performance.

Using the GPS receiver tracking loop simulators, Figure 4.18 shows the 15 minutes tracking results of PRN1 and PRN7 signals, assuming the loop bandwidth of $B_0 = 15$ Hz, and the accumulation time of $\eta = 1$ ms. The result of PLL generated $C/N_0$ for PRN1 is shown in the left panel. This signal is weakly scintillated during the first 4 minutes where $C/N_0$ changes between 30 and 40 dB-Hz. From 4 to 11 minutes, a stronger scintillation begins with a maximum of ~15 dB fading in a number of epochs. After 11 minutes, the signal faces a very strong scintillation with more than 25 dB fading. PRN7 (right panel), on the other hand, experiences no scintillation or a very low level during the first 8
minutes of signal tracking. From 8 to 12 minutes, a weak scintillation with ~5 dB fading commences. After about 12 minutes of tracking, the signal experiences a very strong scintillation with nearly 30 dB fading in several epochs.

![Figure 4.18: Carrier tracking loop generated C/N0 for PRN1 and PRN7 signals. Data corresponds to 9:05 PM to 9:20 PM of March 18, 2001.](image)

To determine the strength of scintillation activity, the intensity scintillation index ($S_v$) is used. The $S_v$ index represents the normalized standard deviation of signal intensity ($SI$), and is typically computed over 60-second intervals, via

$$S_{st} = \sqrt{\frac{\langle SI^2 \rangle - \langle SI \rangle^2}{\langle SI \rangle^2}}$$

(4.27)

where $S_{st}$ denotes the total $S_v$ including the effects of ambient noise, as well as signal intensity variations due to changing range and multipath. In Equation (4.27), the received signal intensity $SI$ is defined as the difference between the signal’s narrow-band power (NBP) and wide-band power (WBP), measured over the same interval every 20 ms as follows [Van Dierendonck et al., 1993]:

- **NBP**: Narrow-band power, typically measured over a narrow frequency band around the carrier frequency.
- **WBP**: Wide-band power, measured over a broader frequency band.

The scintillation index $S_v$ is then calculated based on these measurements. For practical applications, $S_v$ is often normalized to account for differences in signal-to-noise ratios and transmission conditions.
\[ NBP = \left( \sum_{i=1}^{20} I_i \right)^2 + \left( \sum_{i=1}^{20} Q_i \right)^2 \]  
(4.28)

\[ WBP = \sum_{i=1}^{20} (I_i^2 + Q_i^2) \]  
(4.29)

\[ SI = NBP - WBP \]  
(4.30)

where I and Q represent the 1 kHz in-phase and quadrature accumulation results of the channel correlators. To obtain the actual \( S_i \) values, the received signal intensity needs to be detrended and the ambient noise needs to be removed.

### 4.4.1 Detrending Signal Intensity

Detrending the raw signal intensity measurements is accomplished in two steps: first, low-pass filtering the raw intensity measurements to remove the trend and, second, normalizing the received signal intensity to the filter output obtained in the first step.

Following Fremouw et al., [1978] and Van Dierendonck et al. [1993], a 6th-order low-pass Butterworth filter with a 0.1 Hz cutoff frequency is implemented in this work to filter the 50 Hz raw signal intensity measurements obtained from Equation (4.30). The detrended normalized signal intensity (\( SI_{\text{det}} \)) is then calculated from

\[ SI_{\text{det}} = \frac{SI}{(SI)_{\text{LPF}}} = \frac{NBP - WBP}{(NBP - WBP)_{\text{LPF}}} \]  
(4.31)

The \( SI_{\text{det}} \) values (if detrended properly) fluctuate around a value of 1. Figure 4.19 shows the results of processing raw (\( SI_{\text{raw}} \)), low-pass filtered (\( SI_{\text{LPF}} \)), and detrended normalized (\( SI_{\text{det}} \)) intensity measurements for the PRN1 (top panels) and the PRN7 (bottom panels).
Figure 4.19: Raw and detrended signal intensity for PRN1 (top) and PRN7 (bottom) using a 6th-order low-pass Butterworth filter.
4.4.2 Eliminating the Effects of Ambient Noise

For given $C/N_0$ level, the intensity scintillation index due to ambient noise ($S_{4N_0}$) is given by [Van Dierendonck et al., 1993]

$$S_{4N_0} = \sqrt{\frac{100}{C/N_0} \left( 1 + \frac{500}{19 C/N_0} \right)}$$  \hspace{1cm} (4.32)

The clean (as opposed to noisy) $S_4$ values can be obtained by subtracting the square of $S_{4N_0}$ from the square of detrended $S_4$ via [Van Dierendonck et al., 1993]

$$S_4 = \sqrt{\frac{\left< SI_{det}^2 \right> - \left( \frac{\left< SI_{det} \right>}{\left< SI_{det}^2 \right>} \right)^2}{\left< SI_{det}^2 \right>}} - \sqrt{\frac{100}{C/N_0} \left( 1 + \frac{500}{19 C/N_0} \right)}$$  \hspace{1cm} (4.33)

Using Equations (4.27) to (4.33), the intensity scintillation index $S_4$ before and after eliminating ambient noise is calculated and depicted in Figure 4.20 for the PRN1 (left panel), and PRN7 (right panel). The plots of detrended normalized signal intensity are repeated in Figure 4.20 as reference. As can be seen from the figure, the difference between the clean and the noisy $S_4$ is negligible for the PRN7 signal. This is due to its high level of $C/N_0$, which decreases the effect of ambient noise. For the PRN1 signal, the intensity scintillation index varies between 0.4 and 0.6 during the entire 15 minutes of tracking. This range of $S_4$ corresponds (mostly) to a moderate equatorial scintillation level. This is the same for the PRN7 signal during the first 12 minutes of tracking. Since then, the PRN7 $S_4$ value exceeds 0.6 and reaches the value of 1 nearly at the end of tracking. The $S_4$ values above 0.6 represent strong scintillation scenarios.
Figure 4.20: Intensity scintillation index before and after eliminating ambient noise for PRN1 (left) and PRN7 (right).

4.4.3 Detrending Carrier Phase

As with the signal intensity measurements, the GPS signal carrier phase measurements need to be detrended to remove the effects of integrated Doppler due to satellite-receiver motion, satellite/user clocks, and multipath. Typically, a 6th-order high-pass Butterworth filter with a 0.1 Hz cutoff frequency is used for filtering the 50 Hz phase measurements [cf. Van Dierendonck et al., 1993]. Applying this filter, the results of detrended carrier phase standard deviation ($\sigma_\phi$), calculated in units of radians over 60-second intervals, are illustrated in Figure 4.21 for the PRN1 (left panel), and PRN7 (right panel).
For a weak phase scintillation activity, the carrier phase standard deviation normally ranges between 0.1 and 0.4 radians, while for a moderate to strong scintillation level, it ranges between 0.5 and 1. For the results shown below, the carrier phase standard deviation values are very low (i.e. $\sigma_\phi < 0.4$ rad) for both signals, indicating weak phase scintillation activities during the entire tracking process.

![Detrended Phase Std for PRN 1 and PRN 7](image)

**Figure 4.21:** Carrier phase standard deviation for PRN1 (left), and PRN7 (right).

Due to uncertainties about the suitability of using $\sigma_\phi$ for characterizing phase scintillation (cf. Beach, 2006), the phase scintillation can be characterized instead using the phase spectrum strength ($T_{\text{spec}}$) at 1 Hz frequency, and the spectrum index ($\nu$) above 0.1 Hz cutoff frequency. The plots shown in Figure 4.21 are used in the next section as references in phase scintillation power spectrum analysis only, but *not for characterizing the phase scintillation level.*

### 4.4.4 Power Spectrum Analysis

The spectral density function (SDF) of both phase and intensity scintillation follows an inverse power-law distribution of the form [see Chapter 2, Section 2.4.3]
\[
\Phi(f) = \frac{T_{\text{scin}}}{(f^2 + f^3)^\nu}
\]  
(4.34)

Assuming \( f \gg f_0 \) [Rino, 1979], the SDF can be approximated reasonably well by

\[
\Phi(f) \approx \frac{T_{\text{scin}}}{f^{2\nu}} = \frac{T_{\text{scin}}}{f^p}
\]  
(4.35)

where \( f \) denotes the frequency of phase and intensity fluctuations in Hz, \( \nu \) is the power spectral index, and \( p = 2\nu \) denotes the power spectrum slope.

Considering the results of intensity scintillation index \( S_s \) in Figure 4.20, and carrier phase standard deviation \( \sigma_s \) in Figure 4.21, the last two minutes of data (i.e. 9:18 PM to 9:20 PM) represent the highest level of intensity and phase fluctuations in each plot. For this data segment, the intensity scintillation spectrum is calculated using the detrended normalized signal intensity, and the phase scintillation spectrum is computed using the detrended carrier phase measurements. For each signal, the resulting intensity scintillation power spectrum is plotted in Figure 4.22, and the phase scintillation power spectrum is depicted in Figure 4.23.

To obtain the spectrum parameters \( T_{\text{scin}} \) and \( \nu \), the power-law relationship given in Equation (4.35) needs to be linearized as follows [Zhang et al., 2010]:

\[
10 \cdot \log_{10}(\Phi(f)) = 10 \cdot \log_{10}(T_{\text{scin}}) - 20\nu \cdot \log_{10}(f)
\]  
(4.36)

Selecting \( m \) data points from the linear section of power spectrum (the linear section is selected visually), the linearized power-law equation can be rearranged into the matrix format of
\[ Z = XY \]  \hspace{1cm} (4.37)

where

\[
X = \begin{bmatrix}
1 & -20 \cdot \log_{10}(f_1) \\
1 & -20 \cdot \log_{10}(f_2) \\
\vdots & \vdots \\
1 & -20 \cdot \log_{10}(f_m)
\end{bmatrix}
\]

\[
Y = \begin{bmatrix}
10 \cdot \log_{10}(T_{\text{scin}}) \\
\vdots \\
10 \cdot \log_{10}(\Phi(f_1)) \\
10 \cdot \log_{10}(\Phi(f_2)) \\
\vdots \\
10 \cdot \log_{10}(\Phi(f_m))
\end{bmatrix}
\]  \hspace{1cm} (4.38)

The two unknowns \( T_{\text{scin}} \) and \( \nu \) can therefore be obtained from the linear least square algorithm given below.

\[
Y = (X^T X)^{-1} X^T Z.
\]  \hspace{1cm} (4.39)

Following this method, the linearly fitted power-law spectrum is calculated for the linear segment of power spectrum of each signal, and is depicted with a solid red line, along with the power spectrums, in Figure 4.22 and Figure 4.23.
Figure 4.22: Intensity scintillation spectrum and power-law fitting (red line) for PRN1 (top), and PRN7 (bottom).
Figure 4.23: Phase scintillation spectrum and power-law fitting (red line) for PRN1 (top), and PRN7 (bottom).
Considering Figure 4.22, the strength of the intensity spectrum at 1 Hz frequency is found to be $T_{\text{scin}} = -24$ dBrad$^2$/Hz for the PRN1 signal, and $T_{\text{scin}} = -18$ dBrad$^2$/Hz for the PRN7 signal. In this context, a larger $T_{\text{scin}}$ value is an indicator of a stronger scintillation activity. Consequently, the PRN7 signal experiences much stronger intensity scintillation (signal fading) during the last two minutes of tracking, compared with the PRN1 signal. The same conclusion can be drawn from the results of intensity scintillation index $S_4$ shown in Figure 4.20 where it specifies a higher intensity scintillation level for the PRN7, compared to the PRN1, during the last two minutes of tracking. The $S_4$ will be used hereafter for characterizing the intensity scintillation.

From the results illustrated in Figure 4.23, the strength of the phase spectrum at 1 Hz frequency is about $T_{\text{scin}} = -28$ dBrad$^2$/Hz for the PRN1 signal, and $T_{\text{scin}} = -19$ dBrad$^2$/Hz for the PRN7 signal. As with the intensity power spectrum, larger phase spectrum strength $T_{\text{scin}}$ represents a stronger phase scintillation activity. Therefore, unlike the results of carrier phase standard deviation shown in Figure 4.21 (in which PRN1 is scintillated more than the PRN7), the results of phase scintillation power spectrum strength indicates that the PRN7 signal experiences a much stronger phase scintillation than the PRN1 signal. In this thesis, the phase spectrum strength $T_{\text{scin}}$ is considered as an indicator for characterizing the phase scintillation level.

### 4.4.5 Simulation Model Evaluation

In this section, the results of processing real scintillation data for the PRN7 signal (i.e. the phase spectrum strength $T_{\text{scin}}$, and the spectrum index $\nu$) shown in Figure 4.23 are used to evaluate the scintillation simulation algorithm. Accordingly, 3.5 seconds phase and intensity scintillation time histories are generated (see Figure 4.24) following the simulation algorithm introduced in Chapter two, assuming $\nu = 0.99$ and $C_r = 22 \times 10^{-20}$. The subsequent simulated scintillation record has the phase spectrum strength of
\( T_{\text{scin}} = -19 \ \text{dB rad}^2/\text{Hz} \), the spectrum index of \( \nu = 0.99 \), and the intensity scintillation index of \( S_i \geq 0.8 \); all consistent with the results of processing real data shown in Figure 4.20 and Figure 4.23.

Figure 4.24: Intensity and phase scintillation realization using the scintillation simulator with \( C_s = 22 \times 10^{20} \), \( \nu = 0.99 \), and the GPS L4 as the propagating signal.

Next, an unperturbed GPS PRN7 signal (with \( C/N_0 = 46 \ \text{dB-Hz} \)) is generated using the signal simulator in Chapter three, and is scintillated through the complex modulation with the simulated intensity and phase scintillation data record shown in Figure 4.24. The simulated GPS signal - before and after adding scintillation effects - is processed in the receiver tracking loop simulators (with \( B_n = 15 \ \text{Hz}, \) and \( \eta = 1 \ \text{ms} \)), and the corresponding results (here, the carrier tracking error) are displayed in Figure 4.25. The upper frame shows the carrier tracking loop phase discriminator output in units of cycle, and the lower frame displays the phase error standard deviation, which is calculated continuously using
a 100 ms moving window. In each frame, the first 2.5 seconds corresponds to the results of processing the unperturbed GPS signal, and the last 2.5 seconds is for the scintillated signal. As can be seen from the figure, in the absence of scintillation (labeled as quiet region in Figure 4.25), the average phase error standard deviation is about 0.03 cycles (~11 degrees), which is below the typical tracking threshold of 15 degrees. This value increases to about 0.08 cycles (~30 degrees) in the presence of scintillation (labeled as active region in Figure 4.25), which is above the tracking threshold. For the results shown in Figure 4.25, considering the tracking threshold of 15 degrees (0.0417 cycles), the tracking error is measured to exceed the threshold level for nearly 53 percent of the time in the active region. This number is negligible for the quiet region.

![Phase tracking error](image)

![Error standard deviation](image)

**Figure 4.25:** Carrier phase tracking error, and phase error standard deviation for simulated data in the absence (quiet region) and presence of scintillation (active region).
Considering the results of PLL-generated $C/N_0$ in Figure 4.18, the PRN7 signal experiences no scintillation or a very low level during the first 8 minutes of signal tracking, while experiences a very strong scintillation with nearly 30 dB fading after about 12 minutes. For 2.5 seconds of real data, selected arbitrarily from the quiet scintillation region, and another 2.5 seconds of real data selected from the scintillated region (for which the results of phase spectrum is illustrated in Figure 4.23), the results of carrier phase tracking error and carrier error standard deviation is shown in Figure 4.26. For the data segment taken from the quiet region, the average phase error standard deviation is about 0.024 cycles (~ 8.6 degrees), while for the active region, this number increase to about 0.079 cycles (~ 28.5 degrees) and exceeds the threshold. For the results shown below, the tracking error is measured to exceed the threshold level nearly 53 percent of the time in the active region, which is very similar to the result obtained from the simulated data in Figure 4.25.

![Phase tracking error (Real data)](image1)

![Error standard deviation](image2)

**Figure 4.26:** Carrier phase tracking error, and phase error standard deviation for real data in the absence (quiet region) and presence of scintillation (active region).
The comparison between the results of processing synthetic scintillation data (Figure 4.25) and those obtained from processing real data (Figure 4.26) confirms the effectiveness of the scintillation simulation algorithm in generating real-world-like scintillation time histories. In other words, the simulation model is capable of capturing the characteristics of the real-world processes in generating scintillation parameters, as their subsequent scintillated data exhibits similar stochastic behaviors, including similar power-law features, variance/standard deviation, and probabilities (here, probability of loss of lock).

The simulation model is used extensively in the next two chapters to generate different levels of phase and intensity scintillation.
Chapter Five: Modeling the Impact of Scintillation on Carrier Phase and Carrier Velocity Errors

Among various environmental factors, the disturbed ionosphere and associated ionospheric scintillations are known to significantly affect the performance of the Global Positioning System (GPS). The small scale time-varying irregularities within the ionosphere cause rapid random variations (scintillation) in the phase and amplitude of the received GPS signals. Ionospheric phase and intensity scintillations can affect GPS receivers at the tracking loop stage. Phase scintillation induces a frequency shift in the received signal carrier wave. When frequency shift exceeds the phase locked loop bandwidth, the signal may be lost and need to be reacquired. Intensity scintillation can cause signals to fade. During severe fading conditions, the signal strength may drop almost entirely below the receiver lock threshold, and signal loss and cycle slips are encountered [Klobuchar, 1996].

Studying the impact of scintillation on the tracking loop performance is required due to an increasing dependence on satellite-based navigation and communication systems in today’s society, which are susceptible to ionospheric disturbances and scintillation. Besides, determining the accuracy and reliability of GPS receivers and predicting their behavior under extreme ionospheric conditions are becoming more important in the years preceding the solar maximum of 2013, as it is expected that both the frequency and severity of scintillation activity will significantly increase.

To accomplish this, in the current chapter, ionospheric scintillation effects on the GPS receiver carrier tracking loop performance are investigated, and quantified by defining two receiver performance measures (here, the carrier phase error and carrier velocity error), as a function of scintillation parameters $T_{sta}$, $v$ and $S_4$. Moreover, the amplitude and phase scintillation thresholds, beyond which the carrier tracking loop is expected to lose lock, or the carrier velocity error is expected to exceed a preset level are determined.
To reach these objectives, two methodologies are implemented as shown in Figure 5.1. Referring to the simulation sections in Chapters two to four, a physics-based simulation of low-latitude scintillation has been employed as a means of providing a variety of test cases for the simulated carrier tracking loop. In parallel, a widely used stochastic model of scintillation activity [Knight and Finn, 1998; Conker et al., 2003; Rino, 2011] is combined with a Costas-type carrier tracking loop model in order to produce a collection of receiver performance measures. Simulation results are used to validate theoretical predictions. Results presented in this chapter demonstrate the capabilities and potential of employing such tools to investigate GPS receiver performance under scintillation conditions.

**Figure 5.1: Simulation methodology.**
5.1 Simulated Scintillation Time Histories

To study the performance of a generic GPS receiver carrier tracking loop in the presence of ionospheric irregularities, a number of ionospheric scintillation realizations are simulated in this work using the scintillation simulator described in Chapter two.

Following the simulation procedure given in Section 2.5, the signal transmitter is chosen to be the GPS satellite PRN3, for which the TLE corresponding to July 28, 2009 is provided as input to the simulator. A virtual ground station is considered in the equatorial region at 15°N, -51°E and 48 m, and a single phase screen is assumed at 350 km altitude. For the spectral index $v = 4/3 = 1.33$ (a common value for the equatorial region [Rino, 2011]), and the turbulent strength $C_n = 10^{n}$ with $n = 17, ..., 21$, different sets of phase and intensity scintillation time histories are generated. For each set of data, the magnitude of phase scintillation power spectral density $T_{\text{scin}}$ (in rad$^2$/Hz), and intensity scintillation index ($S_4$) are determined using Equations (2.60) and (2.35), respectively. The geometric and anisotropy corrections are applied in the calculation of $S_4$ index, as described in Appendix V.

The ionospheric scintillation parameters $T_{\text{scin}}$ and $S_4$ are used in this work as indicators of phase and intensity scintillation strength, respectively. In order to provide general information about different levels of scintillation activity, the results of seven simulated scintillation time histories corresponding to weak, moderate and severe scintillation levels are given in Table 5.1. As shown in the table, the scintillation levels are classified in three categories:

- Weak scintillation, where $T_{\text{scin}} \leq -30$ dB rad$^2$/Hz and $S_4 \leq 0.5$,
- Moderate to strong scintillation, where $-30 < T_{\text{scin}} \leq -20$ dB rad$^2$/Hz and $0.5 < S_4 \leq 0.85$,
- Severe scintillation, where $T_{\text{scin}} > -20$ dB rad$^2$/Hz and $S_4 > 0.85$. 
Table 5.1: Different examples of simulated scintillation levels assuming $r = 4/3$. For each level of turbulent strength, the corresponding $T_{\text{scint}}$ and $S_i$ are provided.

<table>
<thead>
<tr>
<th>Scintillation Parameters</th>
<th>Scintillation Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weak</td>
</tr>
<tr>
<td>Turbulent strength ($C_n$)</td>
<td>$5 \times 10^{17}$</td>
</tr>
<tr>
<td></td>
<td>$25 \times 10^{18}$</td>
</tr>
<tr>
<td></td>
<td>$5 \times 10^{19}$</td>
</tr>
<tr>
<td>Magnitude of phase scintillation spectrum ($T_{\text{scint}}$) in dB/Hz</td>
<td>-45</td>
</tr>
<tr>
<td></td>
<td>-28</td>
</tr>
<tr>
<td></td>
<td>-15</td>
</tr>
<tr>
<td>Intensity scintillation index ($S_i$)</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.52</td>
</tr>
</tbody>
</table>

Among the examples listed in Table 5.1, three sets of simulated phase and intensity scintillation time histories, corresponding to $T_{\text{scint}} = -38$, -28 and -18 dB/Hz, are shown in Figure 5.2, from top to bottom. Each phase/intensity scintillation data set is then modulated on the simulated GPS signal, through the complex modulation technique, and processed in the software receiver.
5.2 Tracking Loop Model

The carrier phase tracking error variance is often considered as an indicator of receiver performance. To calculate the error variance in the presence of thermal noise, ionospheric scintillation, receiver oscillator noise, and system dynamics, the feedback control system previously shown in Figure 4.4 is employed. According to this diagram, the closed loop transfer function that gives the estimate $\hat{\Theta}(s)$ as a function of the input $\Theta(s)$ is expressed by
\[ H(s) = \frac{\hat{\Theta}(s)}{\Theta(s)} = \frac{F(s)G(s)}{1+F(s)G(s)} \]  

(5.1)

By defining the tracking loop error as \( \Theta_e(s) = \Theta(s) - \hat{\Theta}(s) \), and using Equation (5.1), the closed loop transfer function that relates the loop error \( \Theta_e(s) \) to the input \( \Theta(s) \) can be obtained via

\[ \frac{\Theta_e(s)}{\Theta(s)} = 1 - H(s) \]  

(5.2)

Based on Equation (5.2), the feedback control system is rearranged in Figure 5.3 so that the phase error \( \theta_e(t) \) would be the tracking loop output. In this model, \( \theta(t) \) denotes the total phase entering the loop, and \( \hat{\theta}(t) \) denotes the loop's best estimate of \( \theta(t) \). The closed loop transfer function model in Figure 5.3 is used throughout this chapter to derive different tracking loop expressions as a function of scintillation parameters.

**Figure 5.3:** Closed loop transfer function model of a phase locked loop (PLL).
5.3 Phase Tracking Error Variance

The normalized intermediate frequency (IF) signal entering the carrier tracking loop can be represented by

\[ S(t) = X(t - \tau(t)) D(t - \tau(t)) \cos(\omega_p t + \theta(t)) + n(t) \]  \hspace{1cm} (5.3)\]

where \(X\) and \(D\) are the satellite PRN code and navigation message, respectively, \(\tau(t)\) is the code delay, \(\omega_p\) is the carrier intermediate frequency, \(\theta(t) = \theta_d(t) + \theta_o(t)\) is the carrier phase perturbation due to the effects of satellite-platform dynamics \(\theta_d(t)\) and the oscillator phase noise \(\theta_o(t)\), and \(n(t)\) is stationary zero-mean Gaussian thermal noise.

The effect of scintillation is modeled as a complex modulation of the GPS signal where scintillation is shown as \(\sqrt{I_s(t)} \exp\{j\theta_s(t)\}\) with \(I_s(t)\) and \(\theta_s(t)\) being the intensity and phase scintillation processes, respectively (see Section 2.5.7 for details). Based on this model, the IF signal in Equation (5.3), including scintillation, can be expressed as

\[ S(t) = \sqrt{I_s(t)} X(t - \tau(t)) D(t - \tau(t)) \cos(\omega_p t + \theta(i)) + n(t) \]  \hspace{1cm} (5.4)\]

whose carrier phase perturbation

\[ \theta(t) = \theta_d(t) + \theta_o(t) + \theta_s(t) \]  \hspace{1cm} (5.5)\]

now represents the effect of system dynamics, oscillator noise, and phase scintillations.
Considering the PLL closed loop transfer function model of Figure 5.3, and assuming the principal sources of phase error as thermal noise, ionospheric scintillations, system dynamics and oscillator noise, the phase tracking mean square error would be

\[
\langle \theta_e^2 \rangle = \langle \theta_n^2 \rangle + \langle \theta_s^2 \rangle + \langle \theta_d^2 \rangle + \langle \theta_o^2 \rangle, \quad \text{(rad}^2\text{)}
\]  
(5.6)

where \( \langle \theta_n^2 \rangle \), \( \langle \theta_s^2 \rangle \), \( \langle \theta_d^2 \rangle \) and \( \langle \theta_o^2 \rangle \) denote the mean square error components due to thermal noise, phase scintillation, system dynamics, and oscillator noise, respectively. To determine \( \langle \theta_e^2 \rangle \), the effect of each source of error is studied first.

### 5.3.1 Thermal Noise Error

In this context, thermal noise is referred to the receiver internal noise generated by the random movement of free electrons in the electronic conductors [Langley, 1997]. In the tracking loop model of Figure 5.3, the effect of thermal noise is denoted as \( n(t) \), and is assumed to have zero-mean Gaussian distribution. In the absence of signal fading resulting from intensity scintillation, the thermal noise mean square error (which is equal to its variance) is calculated from Equation (4.14):

\[
\langle \theta_n^2 \rangle = \frac{B_n}{(c/n_o)} \left(1 + \frac{1}{2\eta (c/n_o)}\right), \quad \text{(rad}^2\text{)}
\]  
(5.7)

where \( B_n \) is the carrier tracking loop noise bandwidth in Hz, \( \eta \) is the pre-detection integration time in seconds, and \( c/n_o \) is the carrier-to-noise ratio value.

This equation is plotted in Figure 5.4 as a function of \( C/N_0 = 10 \cdot \log_{10} (c/n_o) \), in dB-Hz, and loop noise bandwidth \( B_n \). As can be seen from the figure, the effect of thermal noise is very high at low carrier-to-noise ratio levels and high bandwidths.
Figure 5.4: Thermal noise error in a Costas-type tracking loop.

Except for very low \(C/N_0\), the choice of pre-detection integration time \(\eta\) does not significantly affect the thermal noise error. This is shown in Figure 5.5, where the error is plotted against the loop bandwidth for \(\eta = 1\) ms and \(\eta = 20\) ms at \(C/N_0 = 30, 35\) and \(40\) dB-Hz. At a very low \(C/N_0\) level (e.g. 30 dB-Hz), a larger integration time (e.g. \(\eta = 20\) ms) shows a slightly better error results. This is due to the fact that averaging the noisy I and Q samples over a longer time interval generally results in a smaller value, and the influence of noise is suppressed more effectively. On the other hand, a short pre-detection integration time is usually preferred over a long one, as it allows faster signal processing, which is also an important factor in the receiver design. For all the simulation results presented in this thesis, the pre-detection integration time is set to 1 ms.
5.3.2 Phase Scintillation Error

Phase scintillation, produced by ionospheric irregularities, induces a frequency shift in the received signal carrier wave. This will be troublesome if the shift goes beyond the phase locked loop bandwidth. Using the tracking loop model of Figure 5.3, the phase scintillation mean square error $\left\langle \theta_s^2 \right\rangle$ can be expressed via [Conker et al., 2003]

$$\left\langle \theta_s^2 \right\rangle = \int_{-\infty}^{\infty} \Phi_{\theta_i}(f) \left| 1 - H(f) \right|^2 df, \quad (rad^2) \quad (5.8)$$

where $\Phi_{\theta_i}(f)$ is the SDF of the phase scintillation, and $H(f)$ is the loop transfer function. From Table 4.3, the general form of the loop transfer function is calculated as (see Appendix III for details)
\[ |H(f)|^2 = \left( \frac{f_\beta}{f^2 + f_\beta} \right) \left[ 1 + \left( 2\beta - 2 \right) \left( \frac{f}{f_n} \right)^{(2\beta-2)} \right] \]  \hspace{1cm} (5.9)

\[ |1 - H(f)|^2 = \frac{f^{2\beta}}{f^{2\beta} + f_n^{2\beta}} \]  \hspace{1cm} (5.10)

where \( f_n = \omega_n / 2\pi \) is the loop natural frequency in Hz, and \( \beta \) is the loop order.

By substituting \(|1 - H(f)|^2\) from Equation (5.10), and \( \Phi_{\theta_i}(f) \) from Equation (2.58) in Equation (5.8), the phase scintillation component of the tracking mean square error can be expressed as

\[ \left\langle \theta_i^2 \right\rangle = \int_{-\infty}^{\infty} \left( \frac{T_{\text{kin}}}{f^2 + f_n^2} \right) \left( \frac{f^{2\beta}}{f^{2\beta} + f_n^{2\beta}} \right) df. \]  \hspace{1cm} (5.11)

The phase scintillation transfer function \( 1 - H(f) = \sqrt{f^{2\beta} / (f^{2\beta} + f_n^{2\beta})} \) is plotted in Figure 5.6 for three loop orders (\( \beta = 1, 2 \) and 3). It is evident from the figure that the transfer function is a high pass filter to the frequency components of the phase scintillation SDF. Therefore, a low frequency component such as \( f_0 \), which is much smaller than the loop natural frequency \( f_n \), can be neglected in the above equation\(^{11}\).

\(^{11}\) For a typical loop bandwidth \( B_s = 15 \) Hz, and damping factor \( \zeta = 0.707 \), the loop natural frequency \( f_n \) is equal to \( 9.54, 4.5 \) and \( 2.86 \) Hz, respectively, for the first-, second-, and third-order loop, while \( f_0 \) typically changes in the range of \( 0.01 \) to \( 0.1 \) Hz.
Phase error transfer function 1-H(f)

![Graph showing phase error transfer function](image)

**Figure 5.6:** PLL transfer function for the phase scintillation power spectrum.

As a result, Equation (5.11) can be approximated reasonably well by

$$\langle \theta^2 \rangle = \int_0^\infty \frac{T_{self} \cdot f^{2\beta}}{f^{1\beta} + f_0^{1\beta}} \, df$$ \hspace{1cm} (5.12)

From table of integrals:

$$\int_0^\infty \frac{x^m}{(x^n + a^n)} \, dx = \frac{\pi}{n} a^{n-1} \csc \left( \frac{\pi(m+1)}{n} \right), \quad 0 < m + 1 < n \hspace{1cm} (5.13)$$

Following Equation (5.13), the phase scintillation mean square error in Equation (5.12) is calculated as
\[
\langle \theta^2 \rangle = T_{scin} \int_{-\infty}^{\infty} \left( \frac{f^{2(\beta - \nu)}}{f^{2\beta} + f^{2\beta}} \right) df
\]
\[
\approx T_{scin} \frac{\pi}{\beta} f_s^{-1-2\nu} \csc \left( \frac{\pi(\nu - 0.5)}{\beta} \right), \quad (rad^2)
\]

where $\nu$ is the phase scintillation power spectral index, and $T_{scin}$ is the magnitude of the phase scintillation power spectrum in rad$^2$/Hz.

Phase scintillation carrier tracking error in Equation (5.14) is plotted in Figure 5.7 as a function of loop bandwidth assuming $\nu = 1.33$, $\beta = 2$ and $T_{scin} = -35$, -25 and -15 dB rad$^2$/Hz. As expected, larger phase scintillation errors correspond to higher levels of scintillation strength. For example, at $B_c = 10$ Hz the tracking error is about 0.01, 0.03, and 0.09 radians for $T_{scin} = -35$, -25, and -15 dB, respectively. Moreover, the error rate is much higher at lower carrier tracking loop bandwidths (e.g. $B_c < 15$ Hz). This indicates that although both phase scintillation and thermal noise are random-like processes, they behave opposite of one another at low noise bandwidths: for better phase scintillation performance, unlike thermal noise performance, higher bandwidth is of more interest.
Figure 5.7: Phase scintillation carrier tracking error vs. loop noise bandwidth.

By adding Equations (5.7) and (5.14), the carrier phase tracking mean square error in the presence of thermal noise and phase scintillations is obtained as

\[
\langle \theta^2 \rangle = \frac{B_n}{c/n_0} \left( 1 + \frac{1}{2\eta (c/n_0)} \right) + T_{\text{sc}} \frac{\pi}{\beta} \int_{-\infty}^{\infty} (\nu - 2\nu)^{\nu - 2} \csc \left( \frac{\pi(\nu - 0.5)}{\beta} \right) \, d\nu, \quad (rad^2)
\]  

(5.15)

This equation provides useful information regarding the relation between scintillation spectral strength \(T_{\text{sc}}\), spectral index \(\nu\), and loop noise bandwidth \(B_n\).

Theoretical predictions and simulation results are compared in Figure 5.8, where the phase tracking error is plotted with respect to the phase scintillation strength at different loop bandwidths.
To display the theoretical results, the following parameters are considered in Equation (5.15): $\beta = 2$, $C/N_0 = 50 \text{ dB-Hz}$, $\eta = 1 \text{ ms}$, $\nu = 1.33$ and $B_n = 5, 10, 15 \text{ and } 25 \text{ Hz}$.

To generate the simulation results, the scintillation simulator, the GPS signal simulator, and the tracking loop simulators (respectively given in Chapters two to four) are employed. In the signal simulator, the carrier-to-noise ratio is set to 50 dB-Hz, and in the 2nd-order tracking loop simulators, the pre-detection integration time is set to 1 ms, and the noise bandwidth is set to 5, 10, 15 and 25 Hz. As described in Section 5.1, by choosing $\nu = 4/3 = 1.33$ and different turbulent strength values ($C_s$) as input to the scintillation simulator, different realizations, corresponding to weak, moderate and severe scintillation levels are generated. For each realization, the power spectral strength ($T_{scin}$) is calculated using Equation (2.60). At the same time, the simulated phase and intensity scintillation time histories are modulated on a simulated GPS signal and the resulting scintillated signal is processed in the tracking loop simulators. At the end, the simulation results (here, the standard deviation of the carrier phase error) is measured and compared with the theory, for the same level of $T_{scin}$.

It can be seen from Figure 5.8 that for relatively high bandwidths ($\geq 15 \text{ Hz}$), the simulation results closely follow the theory, while for $B_n = 5 \text{ Hz}$ (the highest solid curve in Figure 5.8), the result of simulation fails to follow the theory when scintillation level is relatively high. This can be explained as follows: during times of strong phase scintillation, the phase of the incoming radio frequency signal experiences large random fluctuations which can spread out the spectrum of the received signal over a large bandwidth. Accordingly, a narrow-bandwidth loop (e.g. $B_n = 5 \text{ Hz}$) may lose phase lock due to lack of sufficient signal power within the specified bandwidth. Such a bandwidth, therefore, while beneficial for reducing noise, cannot accommodate the scintillation phase dynamics.
Figure 5.8: Carrier tracking error in the presence of phase scintillations and thermal noise.

From the rule of thumb, the one-sigma carrier phase error should not exceed $\pi/12 = 0.2618$ radians; otherwise, the loop is considered to lose lock [Jwo, 2001]. According to this, Equation (5.15) can be rearranged to obtain a threshold level for the phase scintillation spectral strength, beyond which the tracking loop is expected to lose phase lock. For the carrier tracking mean square error threshold $\langle \theta^2 \rangle_{threshold} = (\pi / 12)^2$, the phase scintillation strength threshold is obtained via

$$T_{win,th} = \frac{\beta}{\pi} \int_0^{2\pi - \delta} \sin \left( \frac{\pi(v - 0.5)}{\beta} \right) \left[ \langle \theta^2 \rangle_{threshold} - \frac{B_n}{(c/n_0)} \left( 1 + \frac{1}{2\eta(c/n_0)} \right) \right]$$

(5.16)
The scintillation strength threshold is plotted in Figure 5.9 as a function of loop noise bandwidth for $\beta = 1, 2$ and 3, assuming $C/N_0 = 50$ dB-Hz and $\nu = 1.33$. As illustrated in the figure, the performance of the 2nd-, and 3rd-order loop are very similar, in the sense that for a specific loop bandwidth almost the same level of scintillation strength may result in loss of phase lock. The 1st-order loop, however, seems to be more susceptible as it can lose phase lock at much lower level of scintillation strength (e.g. about 6 to 7 dB/Hz lower) compared to the other two loop orders.

![Figure 5.9: Scintillation strength threshold ($T_{\text{scint,TH}}$) as a function of loop noise bandwidth.](image)

For $B_n = 15$ Hz, $C/N_0 = 50$ dB-Hz, $\eta = 1$ ms, and $\zeta = 0.707$, scintillation strength threshold is plotted against spectral index $\nu$ in Figure 5.10. The scale-free spectral index usually varies in the range of 0.5 to 1.5 under normal to severe ionospheric conditions. For extremely severe conditions, it may even reach the value 2.5 [Rino, 2011]. It can be seen from Figure 5.10 that the 1st-order loop, unlike the 2nd-, and 3rd-order loops, fails to
maintain phase lock when $\nu \rightarrow 1.2$. In other words, the scintillation strength threshold, beyond which the tracking loop loses lock, decreases rapidly as $\nu$ exceeds the 1.2 value. Thus, for a receiver to be robust against severe scintillation impacts, especially in the equatorial regions with $\nu \approx 1.33$, a 1$^{\text{st}}$-order loop would not be an appropriate choice.

Figure 5.10: Scintillation strength threshold ($T_{\text{scr,TH}}$) as a function of spectral index ($\nu$).

The previous two plots are combined in Figure 5.11 for the 2$^{\text{nd}}$-order loop. It can be seen that better tracking loop performance is obtained under wider loop bandwidths; much higher scintillation strength is required to result in loss of phase lock. Comparing the results of this section with that of Section 4.2.3.1, one can observe that the ionospheric phase scintillation effect on the carrier tracking loop is more like the effect of system dynamics than the effect of measurement noise: for better phase scintillation and dynamic performance, the tracking loop requires a wide bandwidth, whereas for better noise performance, a narrow bandwidth performs better.
Figure 5.11: Phase scintillation strength threshold for the 2nd-order phase locked loop.

5.3.3 Intensity Scintillation Error

In the absence of signal fading resulting from ionospheric intensity scintillation, the standard thermal noise mean square error is defined according to Equation (5.7). Intensity scintillation $I_s$ can significantly alter the $C/N_0$ level, thus increasing the thermal noise error. The $C/N_0$ degradation at receiver level can be expressed as

$$c/n = I_s \cdot c/n_0$$

(5.17)

or in decibel form
\[ C/N = (I_s)_{dB} + C/N_0 \]  
(5.18)

Consequently, \((I_s)_{dB} = 0 \text{dB}\) is equal to \(I_s = 1\) in Equation (5.17), denoting no intensity scintillation effects. Considering the effect of signal fading, Equation (5.7) is changed to

\[
\langle \theta_n^2 \rangle = \frac{B_n}{I_s \cdot (c/n_0)} \left( 1 + \frac{1}{2\eta I_s \cdot (c/n_0)^2} \right) \\
= \frac{B_n}{(c/n_0)} \left( \frac{1}{I_s} + \frac{1}{2\eta I_s^3 \cdot (c/n_0)^2} \right) \quad \text{(rad}^2) \tag{5.19}
\]

According to this expression, the thermal noise mean square error is inversely proportional to the scintillation intensity. Thus, for \(I_s\) below a certain value, the noise variance can exceed the tracking lock threshold. The strength of scintillation activity is generally measured through the intensity scintillation index \(S_4 = \frac{\sqrt{\langle I_s^2 \rangle} - \langle I_s \rangle^2}{\langle I_s \rangle} \) with \(\langle I_s \rangle\) being the average intensity of signal. The \(S_4\) index is used in this section to derive an expression for the carrier phase error variance, when the loop is subject to thermal noise and intensity scintillation.

Using Equation (5.19), the average phase tracking mean square error can be shown as

\[
\langle \theta_n^2 \rangle_{\text{ave}} = \int_0^\infty \langle \theta_n^2 \rangle \cdot p(I_s) \ dI_s \\
= \int_0^\infty \left( \frac{B_n}{(c/n_0)^2 \cdot I_s} + \frac{B_n}{2\eta I_s^3 \cdot (c/n_0)^2} \right) \cdot p(I_s) \ dI_s \\
= \frac{B_n}{(c/n_0)} \int_0^\infty \frac{p(I_s)}{I_s} \ dI_s + \frac{B_n}{2\eta \cdot (c/n_0)^2} \int_0^\infty \frac{p(I_s)}{I_s^3} \ dI_s \tag{5.20}
\]

where \(p(I_s)\) represents the intensity scintillation pdf, and is given in Equation (2.32).
Ionospheric intensity scintillation is assumed to follow the Nakagami-m distribution with \( \langle I_s \rangle = 1 \) [Hegarty et al., 2001]. Substituting \( p(I_s) \) from Equation (2.32) in (5.20) results in

\[ \frac{B_n}{(c / n_0)} \int_0^\infty \frac{p(I_s)}{I_s} dI_s = \frac{B_n u^n}{(c / n_0)} \int_0^\infty I_s^{u-2} e^{-uI_s} dI_s \]

\[ = \frac{B_n u^n}{(c / n_0)} \frac{\Gamma(u)}{\Gamma(u-1)} \frac{u^{u-1}}{u-1} \]

\[ = \frac{B_n}{(c / n_0)} \frac{u}{u-1} \tag{5.21} \]

Integration II:

\[ \frac{B_n}{2\eta(c / n_0)^2} \int_0^\infty \frac{p(I_s)}{I_s^2} dI_s = \frac{B_n u^n}{2\eta(c / n_0)^2} \frac{\Gamma(u)}{\Gamma(u-2)} \int_0^\infty I_s^{u-3} e^{-uI_s} dI_s \]

\[ = \frac{B_n u^n}{2\eta(c / n_0)^2} \frac{\Gamma(u)}{\Gamma(u-2)} \frac{(u-2)}{u^{u-2}} \]

\[ = \frac{B_n}{2\eta(c / n_0)^2} \frac{u^2}{(u-1)(u-2)} \tag{5.22} \]

By substituting Equations (5.21) and (5.22) in Equation (5.20) and using \( u = 1/S_4^2 \) from Equation (2.34), the carrier tracking mean square error can be obtained via

\[ \langle \theta_s^2 \rangle = \langle \theta_n^2 \rangle = \frac{B_n}{(c / n_0)} \left( \frac{2\eta(c / n_0)(1-2S_4^2) + 1}{2\eta(c / n_0)(1-3S_4^2 + 2S_4^4)} \right) \]

\[ S_4 < 1/\sqrt{2} \tag{5.23} \]
This equation defines the carrier phase mean square error as a function of intensity scintillation index $S_4$. The error is plotted in Figure 5.12 with respect to $S_4$, assuming $B_n = 5, 15, 25$ and 35 Hz, $\eta = 1$ ms, and $C/N_0 = 42$ dB-Hz.

![Carrier Tracking Error](image)

**Figure 5.12:** Tracking error in the presence of thermal noise and intensity scintillation. Theoretical results, using Equation (5.23), are compared with simulation for $B_n = 25$ Hz.

Considering the tracking error threshold $\langle \theta^2 \rangle_{\text{threshold}} = (\pi/12)^2 = 0.0685$ rad$^2$, one can clearly see from Figure 5.12 that intensity scintillation alone is not as large a concern for the carrier phase tracking, except for severe scintillation conditions and wide loop bandwidths.
The simulation results for $B_n = 25 \text{ Hz}$ are also shown in the figure. To attain these results, different intensity scintillation realizations, corresponding to $S_4 = 0.3$ to $0.7$, are generated and modulated on the GPS signal. For the tracking loop bandwidth $B_n = 25 \text{ Hz}$, the output of tracking loop simulator (here, the carrier tracking mean square error) is measured and plotted in Figure 5.12. As shown in the figure, the simulation results closely follow the theory, except when $S_4 \rightarrow 1/\sqrt{2} = 0.7$.

Equation (5.23) fails to predict the tracking error behavior when $S_4$ approaches the 0.7 value (the error function becomes infinite due to the pole at $S_4 = 1/\sqrt{2}$). The function discontinuity however, can be corrected using the error function’s slope at a $S_4$ value close enough the point of discontinuity (e.g. $S_4 = 0.6$). This is done through:

$$\langle \theta^2 \rangle = \begin{cases} 
\frac{B_n}{\eta (c/n_0)} \left( \frac{2\eta (c/n_0)(1-2S^2_4) + 1}{2\eta (c/n_0)(1-3S^2_4 + 2S^4_4)} \right), & 0 \leq S_4 \leq 0.6 \\
(S_4 - 0.6) \cdot \Omega |_{S_4=0.6} + \langle \theta^2 \rangle |_{S_4=0.6}, & 0.6 < S_4 \leq 1
\end{cases} \tag{5.24}$$

where the function’s slope ($\Omega$) is defined via

$$\Omega = \frac{(2\eta (c/n_0)B_nS_4(1-2S^2_4) + B_n(3S^2_4 - 4S^4_4))}{\eta (c/n_0)^2(1-3S^2_4 + 2S^4_4)^2} \tag{5.25}$$

Equations (5.23) and (5.24), along with the simulation results for $B_n = 25 \text{ Hz}$, are plotted in Figure 5.13, in which simulation almost closely follows the theoretical predictions given in Equation (5.24).
Figure 5.13: Tracking error in the presence of thermal noise and intensity scintillation. Theoretical discontinuity at \( S_4 = 0.7 \) is solved through Equation (5.24).

Using Equations (5.15) and (5.23), the total phase tracking mean square error in the presence of thermal noise and scintillation components is obtained via

\[
\langle \theta^2 \rangle = \frac{B_n}{c/n_0} \left( \frac{2\eta (c/n_0)(1 - 2S_4^2) + 1}{2\eta (c/n_0)(1 - 3S_4^2 + 2S_4^4)} \right)
+ T_{\text{scint}} \frac{\pi}{\beta} \int_n^{1/2} \csc \left( \pi (\nu - 0.5)/\beta \right) \, d\nu.
\]

(5.26)

This equation is plotted in Figure 5.14 for two scintillation conditions (weak and moderate), assuming \( C/N_0 = 45 \) dB-Hz, \( B_n = 3 \) to 30 Hz, \( \nu = 4/3 \) and \( \eta = 1 \) ms.
Figure 5.14: Phase tracking error in the presence of thermal noise and scintillation.

5.3.4 System Dynamics Error

Due to the relative motion between a GPS satellite and the receiver, an additional error term should be included in the carrier tracking error variance in Equation (5.26). This term is referred to as system dynamics error, and is obtained from the general Doppler expression [Misra and Enge, 2006]

\[
\theta_d(t) = k_p \Delta u(t) + k_v \Delta v(t) + 0.5 k_a \Delta a(t) + \ldots \quad (m)
\]

\[
= \frac{2\pi}{\lambda} \left( k_p + k_v \Delta v(t) + \frac{1}{2} k_a \Delta a(t) + \ldots \right) u(t), \quad \text{(rad)}
\]

(5.27)
where \( u(t) \) denotes the unit step function, and the constants \( k_p, k_v, \) and \( k_a \) represent the amount of change in the position, velocity, and acceleration components of the satellite-platform relative motion, respectively.

Tracking error due to system dynamics consists of two parts: transient and steady state errors. Transient error results from imperfectly tracking the sudden changes in user dynamics. The remaining error, in the fullness of time, is referred to as the steady state error.

5.3.4.1 Steady State Error

According to the tracking loop model in Figure 5.3 and Equation (4.8), for the input dynamic phase \( \Theta_d(t) \), the equivalent phase error \( \Theta_{ae}(t) \) is expressed by

\[
\Theta_{ae}(s) = (1 - H(s)) \Theta_d(s) \\
= \left( 1 - \frac{F(s)G(s)}{1+F(s)G(s)} \right) \Theta_d(s) \\
= \left( \frac{s}{s+F(s)} \right) \Theta_d(s) \\
(5.28)
\]

where \( F(s) \) is the loop filter, \( \Theta_{ae}(s) \) is the Laplace transform of \( \Theta_{ae}(t) \), and

\[
\Theta_d(s) = \frac{2\pi}{\lambda} \left( \frac{k_p}{s} + \frac{k_v}{s^2} + \frac{k_a}{s^3} + \ldots \right) \\
(5.29)
\]

is the Laplace transform of \( \Theta_d(t) \). The steady state response measures the error when the loop has reached steady state (i.e. \( t \to \infty \)). The steady state error (SSE) is evaluated by means of the final value theorem as [Misra and Enge, 2006]
\[ \theta_{SSE} = \lim_{s \to 0} \left( s \Theta_{se}(s) \right) \]  

(5.30)

Therefore, by substituting Equation (5.29) in (5.28), and then substituting the result in Equation (5.30), the SSE can expressed by

\[ \theta_{SSE} = \lim_{s \to 0} \left( \frac{2\pi}{\lambda} \left( \frac{k_p}{s + F(s)} + \frac{k_v}{s + F(s)} + \frac{k_h}{s(s + F(s))} + \ldots \right) \right) \]  

(5.31)

The result of the SSE is calculated in Table 5.2 for three loop order and dynamic process, using \( F(s) \) from Table 4.3.

Following Equation (5.31), for the 1st-order tracking loop, if the input phase is a step function of magnitude \( k_p \), the SSE would always be zero, independent of loop filter. For the input frequency step of magnitude \( k_v \), the SSE reaches \( k_v/\omega_n \) with \( \omega_n \) being the loop natural frequency. In this case, a large loop natural frequency (\( \omega_n >> k_v \)) can result in a small SSE. This approach, however, will increase the loop equivalent noise bandwidth \( B_n = \omega_n/4 \), and so the thermal noise. For the 2nd-order tracking loop, the SSE would be zero for a step change in the input phase and frequency. Nevertheless, for a step change of magnitude \( k_A \) in the rate of frequency change, the error reaches \( k_A/\omega_n^2 \). In this case, the SSE can be made small by choosing a large loop natural frequency (\( \omega_n >> k_A \)).

This, however, will increase the loop equivalent noise bandwidth \( B_n = \omega_n \zeta^2/2 + \omega_n/8 \zeta \), and the thermal noise error given in Equation (5.7). Finally, in a 3rd-order tracking loop, the SSE would be zero for phase and frequency steps, as well as step in rate of frequency change [Chien, 2001].
Table 5.2: Steady state tracking errors for the specified dynamic process.

<table>
<thead>
<tr>
<th>Loop</th>
<th>θ_d(t) = k_p u(t)</th>
<th>θ_{SSSE} = \frac{2\pi}{\lambda} \left( \lim_{s \to 0} \left( \frac{k_p s}{s + \omega_n} \right) \right)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-order loop</td>
<td></td>
<td>= 0</td>
</tr>
<tr>
<td></td>
<td>θ_d(t) = k_v \cdot u(t)</td>
<td>θ_{SSSE} = \frac{2\pi}{\lambda} \left( \lim_{s \to 0} \left( \frac{k_v}{s + \omega_n} \right) \right) = \frac{2\pi k_v}{\lambda \omega_n}, \text{ (rad) }</td>
</tr>
<tr>
<td></td>
<td>0.5 k_A \cdot t^2 \cdot u(t)</td>
<td>θ_{SSSE} = \frac{2\pi}{\lambda} \left( \lim_{s \to 0} \left( \frac{k_A}{s(s + \omega_n)} \right) \right) = \infty</td>
</tr>
<tr>
<td>Second-order loop</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>θ_d(t) = k_p u(t)</td>
<td>θ_{SSSE} = \frac{2\pi}{\lambda} \left( \lim_{r \to 0} \left( \frac{k_p s}{s + (2 \zeta \omega_n + \omega_n^2 / s)} \right) \right) = 0</td>
</tr>
<tr>
<td></td>
<td>θ_d(t) = k_v \cdot u(t)</td>
<td>θ_{SSSE} = \frac{2\pi}{\lambda} \left( \lim_{r \to 0} \left( \frac{k_v}{s + (2 \zeta \omega_n + \omega_n^2 / s)} \right) \right) = 0</td>
</tr>
<tr>
<td></td>
<td>0.5 k_A \cdot t^2 \cdot u(t)</td>
<td>θ_{SSSE} = \frac{2\pi}{\lambda} \left( \lim_{r \to 0} \left( \frac{k_A}{s(s + (2 \zeta \omega_n + \omega_n^2 / s)} \right) \right) = \frac{2\pi k_A}{\lambda \omega_n^2}</td>
</tr>
<tr>
<td>Third-order loop</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>θ_d(t) = k_p u(t)</td>
<td>θ_{SSSE} = \frac{2\pi}{\lambda} \left( \lim_{r \to 0} \left( \frac{k_p s}{s + (2 \omega_n / s + \omega_n^2 / s^2)} \right) \right) = 0</td>
</tr>
<tr>
<td></td>
<td>θ_d(t) = k_v \cdot u(t)</td>
<td>θ_{SSSE} = \frac{2\pi}{\lambda} \left( \lim_{r \to 0} \left( \frac{k_v}{s + (2 \omega_n / s + \omega_n^2 / s^2)} \right) \right) = 0</td>
</tr>
<tr>
<td></td>
<td>0.5 k_A \cdot t^2 \cdot u(t)</td>
<td>θ_{SSSE} = \frac{2\pi}{\lambda} \left( \lim_{r \to 0} \left( \frac{k_A}{s(s + (2 \omega_n / s + \omega_n^2 / s^2)} \right) \right) = 0</td>
</tr>
</tbody>
</table>

5.3.4.2 Transient Error

The transient response characterizes the performance of the tracking loop's NCO as it tracks the input signal phase [Chien, 2001]. Similar to Equation (5.8), the effects of transient dynamics on the carrier phase tracking mean square error can be expressed as
\[
\langle \theta^2_d \rangle = \int \Phi_{\theta_0}(f) \left| 1 - H(f) \right|^2 df
\]

(5.32)

where \( \Phi_{\theta_0}(f) \) represents the SDF of the dynamic process. For a step change in position, \( \Phi_{\theta_0}(f) \) can be determined from\(^{12}\) [Cusumano, 2005]

\[
\Phi_{\theta_0}(f) \bigg|_{\text{position}} = \mathbb{E}\left\{ \Theta_D(s) \Theta_D^*(s) \right\} \bigg|_{s = j2\pi f}
= \frac{2\pi k_p}{\lambda(j2\pi f)} \cdot \frac{2\pi k_p}{\lambda(-j2\pi f)} = \left( \frac{2\pi k_p}{\lambda} \right)^2 \frac{1}{(2\pi f)^2}
\]

(5.33)

Similarly, for a step change in velocity and acceleration,

\[
\Phi_{\theta_0}(f) \bigg|_{\text{velocity}} = \left( \frac{2\pi k_v}{\lambda} \right)^2 \frac{1}{(2\pi f)^4}
\]

(5.34)

\[
\Phi_{\theta_0}(f) \bigg|_{\text{acceleration}} = \left( \frac{2\pi k_a}{\lambda} \right)^2 \frac{1}{(2\pi f)^6}
\]

(5.35)

with \( \Theta_D(s) \) being the Laplace transform of input dynamic phase \( \theta_d(t) \). Equations (5.33) to (5.35) can be expressed in the general form

\(^{12}\) For \( s = j\omega = j2\pi f \), the Laplace transform becomes the Fourier transform.
\[
\Phi_{\theta_i}(f) = \frac{D^2}{(2\pi f)^n}; \quad \begin{cases} 
D = 2\pi k_p / \lambda \quad & (\text{rad}) \quad n = 1 \\
D = 2\pi k_v / \lambda \quad & (\text{rad}/\text{s}) \quad n = 2 \\
D = 2\pi k_A / \lambda \quad & (\text{rad}/\text{s}^2) \quad n = 3 
\end{cases}
\]

where $n$ represents the order of dynamics. By substituting $\Phi_{\theta_i}(f)$ and $|1 - H(f)|^2$ from Equations (5.36) and (5.10) in (5.32), and using the results of Equation (5.13), the transient mean square error can be derived as

\[
\langle \theta^2_n \rangle = \int_{-\infty}^{\infty} \frac{D^2}{(2\pi f)^{2n}} \frac{f^{2\beta}}{f^{2\beta} + f_n^{2\beta}} df = \int_{-\infty}^{\infty} \frac{D^2}{(2\pi f)^{2n}} 
\frac{f^{2\beta-2n}}{f^{2\beta} + f_n^{2\beta}} df = \frac{D^2}{(2\pi)^{2n}} \frac{\pi}{\beta} f_n^{1-2n} \csc \left( \frac{\pi(n - 0.5)}{\beta} \right).
\]

(5.37)

Transient mean square error is plotted as a function of $D$ for the $1^{\text{st}}$-order tracking loop that is subject to a position step, in Figure 5.15, and for the $1^{\text{st}}$- and $2^{\text{nd}}$-order tracking loop that is subject to a velocity step, in Figure 5.16.

A position step of magnitude $k_p (m)$ is equivalent to an input phase step of magnitude \((2\pi k_p / \lambda) \mod 2\pi\) (rad), and a velocity step of magnitude $k_v (m/s)$, corresponds to an input frequency step of magnitude $2\pi k_v / \lambda$ (rad/s). Similar to the steady state error, in order for $\langle \theta^2_n \rangle$ to be finite, the loop order must be greater than or equal to the order of the dynamics ($\beta \geq n$). The $1^{\text{st}}$-order loop fails this condition in Figure 5.16 and the tracking loop loses phase lock.
Figure 5.15: Transient error for a 1st-order loop that is subject to a position step.

Figure 5.16: Transient error for a 1st and 2nd-order loop, subject to a velocity step.
By substituting Equations (5.14), (5.23) and (5.37) in Equation (5.6), and assuming \( \langle \theta^2 \rangle = 0.01 \text{ rad}^2 \) [Conker et al., 2003], the carrier phase tracking mean square error in the presence of thermal noise, phase and intensity scintillations, oscillator noise and system dynamics is derived as

\[
\langle \theta_c^2 \rangle = \langle \theta_1^2 \rangle + \langle \theta_2^2 \rangle + \langle \theta_3^2 \rangle + \langle \theta_4^2 \rangle \\
= \frac{B_a}{(c/n_0)} \left( \frac{2\eta(c/n_o)(1-2S_3^2) + 1}{2\eta(c/n_o)(1-3S_4^2 + 2S_3^4)} \right) \\
+ T_{\text{scin}} \frac{\pi}{\beta} \int_{n-1-2n}^{n} \frac{\pi(v-0.5)}{\beta} \\
+ \frac{D^2}{(2\pi)^{2n}} \frac{\pi}{\beta} \int_{n-1-n}^{n} \frac{\pi(n-0.5)}{\beta} + \langle \theta^2 \rangle |_{0.01} 
\]

(5.38)

This equation provides useful information regarding the relation between dynamic parameters \( (D, n) \), scintillation parameters \( (T_{\text{scin}}, S_4, V) \), and the loop bandwidth \( (B_a) \). For example, for the tracking error threshold \( \langle \theta^2 \rangle_{\text{threshold}} = (\pi/12)^2 \), Equation (5.38) can be used to determine an upper boundary for the dynamic component \( D \) at different loop bandwidths, beyond which the tracking loop is expected to lose phase lock. To this aim, Equation (5.38) is rearranged to give

\[
D^2 = (2\pi)^{2n} \frac{B_a}{\beta} \int_{n-1-n}^{n} \sin \left( \frac{\pi(n-0.5)}{\beta} \right) \times \\
\left[ \langle \theta^2 \rangle_{\text{threshold}} - \frac{B_a}{(c/n_0)} \left( \frac{2\eta(c/n_o)(1-2S_3^2) + 1}{2\eta(c/n_o)(1-3S_4^2 + 2S_3^4)} \right) \\
- T_{\text{scin}} \frac{\pi}{\beta} \int_{n-1-n}^{n} \frac{\pi(v-0.5)}{\beta} - 0.01 \right] 
\]

(5.39)
By substituting $T_{\text{scin}} = -35$ and -25 dBrad$^2$/Hz, $\nu = 1.33$, $C/N_0 = 38$ dB-Hz, $\zeta = 0.707$, $\eta = 1$ ms, and $\beta = 2$ in Equation (5.39), the upper boundary for the position step is calculated in Figure 5.17 as a function of loop bandwidth, for the first-order dynamics. For these settings, the upper boundary is in the range of few centimeters (~ 3 - 9 cm), beyond which the loop is expected to lose phase lock, as the tracking error will go above the threshold. As can be seen from the figures, the boundaries increase by increasing the loop bandwidth; this shows that stronger dynamics can be handled by the tracking loop at wider noise bandwidths. On the other hand, the scintillation activities, whether weak or strong, only slightly affect the level of dynamic boundaries. This indicates that in the presence of all sources of error, the total tracking error is mostly due to the satellite-platform dynamics and thermal noise. Therefore, even a moderate level of scintillation (as an extra error term) can cause the tracking error to exceed the threshold and result in loss of phase lock.

![Figure 5.17: Position step upper boundary at two scintillation levels (weak and strong) for the 2nd order loop.](image)

It is important to note that the results obtained in Figure 5.17 are based on the assumption that the carrier tracking loop phase discriminator function is linear over the entire input phase error range (i.e. $\pm \infty$ rad). In reality, however, the linear region is determined by the tracking loop discriminator function. For the case of arctangent discriminator, as shown in Figure 5.18, the function is linear only over $\pm \pi/2$ rad, and the upper boundary for the position step is practically limited to this region. Considering that one complete signal wavelength (19 cm for GPS L1 signal) corresponds to $2\pi$ radians carrier phase change, the position step upper boundary is limited to one-quarter of this length, which is approximately 5 cm. Therefore, in Figure 5.17, increasing the loop bandwidth above 10 Hz will not practically increase the loop’s capability to track larger phase step, but only increase the thermal noise.

![PLL Atan(Q/I) discriminator](image)

**Figure 5.18: Costas phase tracking loop atan (Q/I) discriminator.**
5.3.5 Carrier Phase Multipath Error

The carrier phase tracking mean square error given in Equation (5.38) is obtained based on an early assumption that the GPS input signal consists of only the direct (line-of-sight) signal. In reality, however, the incoming signal contains the line-of-sight signal transmitted by the GPS satellite and usually more than one reflected signal. These reflected signals are collectively referred to as multipath signals. As multipath signals are uncorrelated, their effects on the tracking loop error cannot be eliminated through differential correction methods [Fantino et al., 2008]. In order to investigate the effects of multipath on the carrier tracking loop performance, the behavior of the carrier phase discriminator function in the presence and absence of multipath needs to be analyzed first.

5.3.5.1 Carrier Tracking Error in the Absence of Multipath

In the absence of multipath, the GPS receiver receives only the line-of-sight signal from the satellite. Neglecting the navigation data bit, the direct input signal at the receiver can be expressed by

\[ S_{IP}(t) = X(t - \tau_0) \cos(\omega_{IP} t + \theta_0) \]  

(5.40)

where \( X \) is the satellite PRN code, \( \tau_0 \) is the code delay, \( \omega_{IP} \) is the carrier wave intermediate frequency, and \( \theta_0 \) is the carrier phase offset.

According to the GPS receiver code and carrier tracking loops diagram shown in Figure 4.13, the input signal is mixed with the in-phase and quadrature reference signals produced by the NCO. Subsequently, the signals are correlated with the prompt, early and late code replicas (with the early and late codes being \( \pm 0.5 \) chips shifted with respect to the prompt code), and the correlation outputs are integrated over \( \eta = 1 \) ms pre-detection integration time. The six correlation output numerical values (\( I_E, I_P, I_L, Q_E, Q_P \) and \( Q_L \))
are then used in the code and carrier loop discriminators to generate error signals. The frequency and phase of the local carrier replica produced by the NCO is equal to the receiver’s estimate of the incoming signal frequency and phase (i.e. \(\hat{\omega}_F, \hat{\theta}_0\)). Likewise, the amount of code delay in the prompt code replica is equal to the receiver’s estimate of the incoming signal code delay (i.e. \(\hat{\tau}_0\)). Following this, for the prompt correlator, the locally generated signals are defined as [Ray, 2000]

\[
S_{IP}(t) = X(t - \hat{\tau}_0) \cos(\hat{\omega}_F t + \hat{\theta}_0)
\]

(5.41)

\[
S_{QI}(t) = X(t - \hat{\tau}_0) \sin(\hat{\omega}_F t + \hat{\theta}_0)
\]

(5.42)

From these two equations, the in-phase and quadrature prompt correlation values, assuming perfect alignment between the incoming carrier frequency and its replica, is given by [Ray, 2000]

\[
I_P = \int_0^\eta X(t - \tau_0) X(t - \hat{\tau}_0) \cos(\omega_F t + \theta_0) \cos(\hat{\omega}_F t + \hat{\theta}_0) \, dt
\]

\[
\approx \frac{1}{2} R(\hat{\tau}_0 - \tau_0) \cos(\theta_0 - \hat{\theta}_0)
\]

(5.43)

\[
Q_P = \int_0^\eta X(t - \tau_0) X(t - \hat{\tau}_0) \cos(\omega_F t + \theta_0) \sin(\hat{\omega}_F t + \hat{\theta}_0) \, dt
\]

\[
\approx \frac{1}{2} R(\hat{\tau}_0 - \tau_0) \sin(\theta_0 - \hat{\theta}_0)
\]

(5.44)

where \(\eta\) denotes the pre-detection integration period, and \(R()\) denotes the PRN code correlation function.

A sufficient approximation of \(R()\) is given by Braasch, [1996]
\[
R(\tau) = \begin{cases} 
1 - \frac{|\tau|}{T_c}, & |\tau| \leq T_c \\
0, & |\tau| > T_c 
\end{cases} 
\quad (5.45)
\]

and is plotted in Figure 5.19 for \(-T_c \leq \tau \leq T_c\), with \(T_c\) being the PRN code chip period.

![Figure 5.19: Normalized correlation triangle \(R(\tau)\).](image)

Substituting the in-phase and quadrature prompt correlation values from Equations (5.43) and (5.44) in an arctangent type of discriminator, the tracking loop error, corresponding to the output of the discriminator function (see Table 4.2), can be expressed as
\[ \theta_e = \tan^{-1}\left( \frac{Q_p}{I_p} \right) \]
\[ = \tan^{-1}\left( \frac{R(\hat{\tau}_0 - \tau_0) \sin(\theta_0 - \hat{\theta}_0)}{R(\hat{\tau}_0 - \tau_0) \cos(\theta_0 - \hat{\theta}_0)} \right) \]
\[ = \theta_0 - \hat{\theta}_0. \quad (5.46) \]

5.3.5.2 Carrier Tracking Error in the Presence of Multipath

In the presence of multipath, the composite signal (line-of-sight plus multipath) is defined by [Ray, 2000]

\[ S_{IR}(t) = \sum_{i=0}^{n} \alpha_i X(t - \tau_i) \cos(\omega_{pr} t + \theta_i) \quad (5.47) \]

where \( n \) is the number of reflected signals with \( n = 0 \) for the direct signal, and \( \alpha_i \) are the direct and reflected signal coefficients with \( \alpha_0 = 1 \) for the direct signal. The coefficient \( \alpha \) is related to the signal-to-multipath ratio (SMR) via \( \text{SMR} = 20 \log_{10}(1/\alpha) \) [Ray, 2000].

The in-phase and quadrature prompt correlation values can be obtained from Equations (5.43), (5.44) and (5.47) as

\[ I_p = \sum_{i=0}^{n} \frac{1}{2} \alpha_i R(\hat{\tau}_c - \tau_i) \cos(\theta_i - \hat{\theta}_c) \quad (5.48) \]

\[ Q_p = \sum_{i=0}^{n} \frac{1}{2} \alpha_i R(\hat{\tau}_c - \tau_i) \sin(\theta_i - \hat{\theta}_c) \quad (5.49) \]

where \( \hat{\tau}_c \) is the receiver's best estimate of the incoming composite signal code delay, and \( \hat{\theta}_c \) is the best estimate of the signal's carrier phase.
In the presence of multipath, the phase of the incoming composite signal deviates from the phase of the line-of-sight signal, thus results in phase measurement errors. The effect of multipath on the carrier tracking loop error can be understood better using a phasor diagram as given in Figure 5.20. Assuming one dominant reflector around the receiver antenna, and zero code delay and phase offset ($\tau_0 = 0, \theta_0 = 0$) for the line-of-sight signal, the phase of the multipath is given by the angle $\theta_i$. The angle $\theta_i$, therefore, denotes the error in the carrier tracking loop results from multipath [Ray, 2000; Fantino et al., 2008].

![Figure 5.20: A phasor diagram showing the effect of multipath on the composite signal](modified after Fantino et al., 2008).

The magnitude of the direct ($D$), and multipath ($M$) signal shown in Figure 5.20 is given by [Fantino et al., 2008]

$$D = \alpha_0 R(\hat{\tau}_c - \tau_0) = R(\hat{\tau}_c)$$  \hspace{1cm} (5.50)

$$M = \alpha_1 R(\hat{\tau}_c - \tau_i)$$  \hspace{1cm} (5.51)

Using Equation (5.51), the in-phase and quadrature components of the multipath signal can be obtained via the following equations [Fantino et al., 2008].
\[ M_I = M \cos(\theta_i) = \alpha_i R(\hat{\tau}_c - \tau_i) \cos(\theta_i) \]  
(5.52)

\[ M_Q = M \sin(\theta_i) = \alpha_i R(\hat{\tau}_c - \tau_i) \sin(\theta_i) \]  
(5.53)

Following the phasor diagram in Figure 5.20 and Equations (5.50) to (5.53), the carrier phase multipath error \( \theta_c \) is then calculated as

\[
\theta_c = \tan^{-1}\left( \frac{M_Q}{D+M_I} \right)
= \tan^{-1}\left( \frac{M \sin(\theta_i)}{D + M \cos(\theta_i)} \right)
= \tan^{-1}\left( \frac{\alpha_i R(\hat{\tau}_c - \tau_i) \sin(\theta_i)}{R(\hat{\tau}_c) + \alpha_i R(\hat{\tau}_c - \tau_i) \cos(\theta_i)} \right), \quad (rad)
\]

\[
\frac{\lambda}{2\pi} \cdot \tan^{-1}\left( \frac{\alpha_i R(\hat{\tau}_c - \tau_i) \sin(\theta_i)}{R(\hat{\tau}_c) + \alpha_i R(\hat{\tau}_c - \tau_i) \cos(\theta_i)} \right), \quad (m)
\]  
(5.54)

The multipath components (\( \alpha_i, \tau_i \) and \( \theta_i \)) are defined with respect to the line-of-sight signal [Ray, 2000]. As can be seen from Equation (5.54), the error's amplitude is a function of the multipath delay. For large delays, both the correlation value (see Figure 5.19) and the multipath error decrease [Ray, 2000].

Equation (5.54) can be used to determine the multipath phase \( \theta_i \) corresponding to the maximum and minimum multipath error. Letting \( (\partial \theta / \partial \theta_i) = 0 \) and solving for \( \theta_i \) will result in [Ray, 2000]

\[
\theta_{\text{boundary}} = 2\pi \pm \cos^{-1}\left( -\frac{\alpha_i R(\hat{\tau}_c - \tau_i)}{R(\hat{\tau}_c)} \right), \quad (rad)
\]  
(5.55)
Using Equations (5.54) and (5.55), and assuming SMR = 20 and 10 dB, the multipath error envelopes of the L1 carrier phase multipath is plotted with respect to multipath delay (in chips) in Figure 5.21.

![Multipath Error Envelope](image)

**Figure 5.21: Multipath error envelope.**

For the multipath code delay $\tau_1 = 0$ to 1 chip, with 0.1-chip steps, and $\alpha_1 = 10^{-\text{SMR}/20}$, assuming SMR = 20 dB, the maximum multipath phase values $\theta_i$ are determined from Equation (5.55). For each pair of $(\theta_i, \tau_i)$ and SMR = 20 dB, a multipath signal, corresponding to the GPS signal PRN3 is simulated using the signal simulator in Chapter three (assuming no scintillation effects). The composite signal (i.e. PRN3 plus the delayed version of it based on $\theta_i, \tau_i$ and $\alpha_i$) is processed in the tracking loop simulator described in Chapter four, and the simulation results (here, the standard deviation of the phase tracking error) are generated and compared with theory in Figure 5.22. As depicted
in the figure, carrier phase multipath error decreases as the multipath delay approaches the code chip.

![Simulated Multipath Error (SMR = 20 dB)](image)

**Figure 5.22**: Multipath error, comparison between theoretical predictions and simulation results.

### 5.4 Velocity Error Variance

In the block diagram shown in Figure 5.3, the tracking loop provides the best estimate $\hat{\theta}(t)$ of the incoming phase $\theta(t)$ in order to minimize the tracking error $\theta_{e}(t)$. For the cases when the incoming phase is scintillated, the carrier loop’s estimated phase will also be corrupted by the scintillation effect. The impact of phase scintillations on the carrier velocity measurements can be shown as
\[ \omega_n = \frac{c}{\omega_c} \frac{d\hat{\theta}_c(t)}{dt}, \quad (m/s) \]  

(5.56)

where \( \hat{\theta}_c(t) \) is the phase scintillation estimate obtained by the PLL, \( c \) is the speed of light, in m/s, and \( \omega_c = 2\pi f_c \) is the propagating signal angular frequency in rad/s. Using the tracking loop model of Figure 5.3 and Equation (5.56), the carrier velocity mean square error would be

\[ \langle \omega_n^2 \rangle = \left( \frac{c}{\omega_c} \right)^2 \int_{-\infty}^{\infty} (2\pi f)^2 |H(f)|^2 \Phi_{\theta_c}(f) \, df, \quad (m/s)^2 \]  

(5.57)

Using \( |H(f)|^2 \) from Equation (5.9), and \( \Phi_{\theta_c}(f) \) from Equation (2.58), the carrier velocity mean square error (caused by scintillation) can be obtained as

\[ \langle \omega_n^2 \rangle = \left( \frac{c}{\omega_c} \right)^2 \int_{-\infty}^{\infty} (2\pi f)^2 \frac{f_n^{2\beta}}{(f^{2\beta} + f_n^{2\beta})} \left( 1 + (2\beta - 2) \left( \frac{f}{f_n} \right)^{(2\beta-2)} \right) \frac{T_{c\theta}}{(f_n^2 + f^2)^\nu} \, df \]  

(5.58)

The absolute value of the transfer function

\[ (2\pi f) |H(f)| = (2\pi f) \cdot \sqrt{\frac{f_n^{2\beta}}{(f^{2\beta} + f_n^{2\beta})} \left( 1 + (2\beta - 2) \left( \frac{f}{f_n} \right)^{(2\beta-2)} \right)} \]  

(5.59)

is plotted in Figure 5.23 for three loop orders. Since \( |(2\pi f) |H(f)| \) is a high pass filter to frequency components of the phase scintillation SDF, ignoring a low frequency component such as \( f_0 \) will not significantly affect the velocity error variance. To support
this assumption, velocity error in Equation (5.58) is numerically calculated, and plotted in Figure 5.24 as a function of loop bandwidth for three values of the outer scale size frequency $f_o$. As can be seen from the figure, for the typical range of $f_o$ (0.01 to 0.1 Hz), the velocity mean square error only changes about 1 $(cm/s)^2$ which is negligible in most applications. Therefore, $f_o$ is ignored in the following calculations.

![Phase error transfer function](image)

**Figure 5.23:** Loop transfer function.
Thus, Equation (5.58) is simplified to

\[
\langle \omega_n^2 \rangle = \int_{-\infty}^{\infty} \left( \frac{2\pi c}{\omega_n} \right)^2 \frac{T_{\text{sin}}}{f^{2\nu}} \frac{f_n^{2\beta}}{(f^{2\beta} + f_n^{2\beta})} \left[ 1 + (2\beta - 2)(f/f_n)^{2(\beta-1)} \right] df
\]

\[
= \int \left( \frac{2\pi c^2}{\omega_n} \right)^2 \frac{T_{\text{sin}}}{f^{2\nu}} \frac{f^{2-2\nu}}{(f^{2\beta} + f_n^{2\beta})} df
\]

\[
+ \int \left( \frac{2\pi c^2}{\omega_n} \right)^2 \frac{(2\beta - 2)}{f^{2\nu}} \frac{T_{\text{sin}}}{f_n^{2\beta-2\nu}} \frac{f_n^{2\beta-2\nu}}{(f^{2\beta} + f_n^{2\beta})} df
\]

(5.60)

Using the results of Equation (5.13), the two integration parts (I and II) are calculated as
Integration I: \[
\int_{-\infty}^{\infty} \left(2\pi f_n^2 |c|/|\alpha_k|^2 \right)^2 \frac{T_{\text{win}} f^{2-2\nu}}{f^{2\beta} + f_n^{2\beta}} \, df
\]
\[
= \left( \frac{f_n^{1.5-\nu} c}{f_L} \right)^2 T_{\text{win}} \frac{\pi}{\beta} \csc \left( \frac{\pi(1.5-\nu)}{\beta} \right)
\] (5.61)

Integration II: \[
\int_{-\infty}^{\infty} \left(2\pi f_n^2 |c|/|\alpha_k|^2 \right)^2 \frac{(2\beta - 2) T_{\text{win}} f^{2\beta-2\nu}}{f^{2\beta} + f_n^{2\beta}} \, df
\]
\[
= \left( \frac{f_n^{1.5-\nu} c}{f_L} \right)^2 (2\beta - 2) T_{\text{win}} \frac{\pi}{\beta} \csc \left( \frac{\pi(\nu - 0.5)}{\beta} \right)
\] (5.62)

Substituting Equations (5.61) and (5.62) in Equation (5.60), the carrier velocity mean square error due to scintillation is derived as

\[
\left\langle \omega_n^2 \right\rangle = \left( \frac{f_n^{1.5-\nu} c}{f_L} \right)^2 T_{\text{win}} \frac{\pi}{\beta} \left[ \csc \left( \frac{\pi(1.5-\nu)}{\beta} \right) + (2\beta - 2) \csc \left( \frac{\pi(\nu - 0.5)}{\beta} \right) \right]
\] (5.63)

This equation provides a means to study the effect of scintillation strength \( T_{\text{win}} \) and the noise bandwidth \( B_n \) on the velocity error. The error is plotted as a function of noise bandwidth for \( T_{\text{win}} = -28 \) dB in Figure 5.25. The simulation results, corresponding to the same level of scintillation activity, are also depicted in the figure. The difference between the simulation results and the theoretical predictions were found to be less than 1 (cm/s)². As can be seen from the figure, under moderate scintillation activities, the average velocity error is about 10 (cm/s)². For stronger scintillation levels, however, the error would be of the order of a couple of tens of (cm/s)² which is significant for high precision applications.
Figure 5.25: Carrier velocity error caused by moderate ionospheric scintillation.

Equation (5.63) is rearranged in Equation (5.64) to obtain a threshold level for the scintillation spectral strength $T_{\text{win,TH}}$, beyond which a predefined velocity mean square error $\left\langle \omega^2 \right\rangle_{\text{threshold}}$ will be exceeded, for a given loop order and loop bandwidth:

$$
T_{\text{win,TH}} = \frac{\left\langle \omega^2 \right\rangle_{\text{threshold}}}{\pi} \frac{\beta}{f_n^{1.5-\nu}} \frac{c}{c} \left[ \csc \left( \frac{\pi(1.5-\nu)}{\beta} \right) + (2\beta-2) \csc \left( \frac{\pi(\nu-0.5)}{\beta} \right) \right]^{2}
$$

This is plotted in Figure 5.26 as a function of noise bandwidth $B_n$, assuming $\left\langle \omega^2 \right\rangle_{\text{threshold}} = 10$ and $30 \ (cm/s)^2$, $\nu = 1.33$, $\beta = 2$ and $f_n = 1575.42\text{MHz}$.  

Figure 5.26: Scintillation spectral strength threshold for a predefined velocity error.

5.5 Summary

The behavior of a generic GPS receiver carrier tracking loop, subject to ionospheric scintillation, satellite-platform dynamics, and thermal noise, was studied in this chapter. Accordingly, two receiver performance measures (i.e., the carrier phase error and carrier velocity error) were defined in terms of tracking loop parameters ($\beta$, $\eta$, $f_n$ and $B_n$), scintillation parameters ($T_{\text{scin}}$, $\nu$ and $S_d$), and system dynamics parameters ($n$ and $D$). Such tools can be used to determine expected receiver performance under various levels of scintillation.

For example, the effect of thermal noise on the carrier phase error is considerably high at low carrier-to-noise ratio levels and higher bandwidths. These effects become worse in the presence of phase and intensity scintillation; as intensity scintillation (signal fading) alters the level of carrier-to-noise ratio at the receiver, and phase scintillation (appears as
a high frequency modulation) spreads out the spectrum of the received signal over a large bandwidth, to accommodate which the loop requires a wider bandwidth.

By assuming a tracking threshold for the carrier phase and carrier velocity errors, a threshold level for the scintillation strength ($T_{scint}$) and the dynamics parameter ($D$) were obtained, beyond which the carrier tracking loop is expected to lose lock, or the carrier velocity error is expected to exceed a preset level.

In regard to scintillation effects, the performance of the second-, and third-order loop were found to be very similar, in the sense that for a specific loop bandwidth almost the same level of scintillation strength may result in loss of phase lock. The first-order loop was found to be more susceptible as it can lose phase lock at much lower level of scintillation strength compared to the other two loop orders.
Chapter Six: Carrier Tracking Loop Performance in the Presence of Scintillation

Equations for ionospheric scintillation effects on GPS receiver carrier tracking phase error and carrier velocity error were determined in Chapter five. In this chapter, the tools developed (closed form equations and software simulations) are used to investigate the impact of scintillation on the probability of loss of lock and the probability of cycle slips. In addition, the optimum loop noise bandwidth for a minimum tracking loop error is calculated as function of scintillation parameters \( T_{\text{sc}}, S, \nu \). Finally, the effects of scintillation on the correlation of different L-band signals transmitted by the GPS are explored, and further used in the determination of carrier tracking error of a semi-codeless receiver. These investigations demonstrate capabilities of such tools to assess expected receiver performance and develop new receiver design.

6.1 Probability of Loss of Phase Lock

The thermal noise is given as a function of the scintillation intensity \( I_s \) in Equation (5.19). Accordingly, there exists an intensity threshold level \( I_{s,\text{TH}} \) below which the noise error would exceed the tracking lock threshold. The probability that the signal intensity will drop below the \( I_{s,\text{TH}} \), therefore resulting in loss of phase lock can be obtained from [Knight and Finn, 1998]

\[
P_{\text{LOSS}} = \int_0^{I_{s,\text{TH}}} p(I_s) \, dI_s
\]

\[
= \frac{u^n}{\Gamma(u) \langle I_s \rangle^u} \int_0^{I_{s,\text{TH}}} I_s^{u-1} e^{-I_s/\langle I_s \rangle} \, dI_s
\]
where \( p(I_c) \) represents the intensity scintillation probability density function defined in Equation (2.32), and \( u = 1/S^2_r \). The intensity scintillation threshold \( I_{c,m} \) can be obtained from Equation (5.19) as

\[
I_{c,m} = \frac{1 + \sqrt{1 + 2 \langle \theta^2_s \rangle / \eta P_x}}{2 \langle \theta^2_s \rangle (c / n_0) / B_n}
\]  

(6.2)

This equation is plotted in Figure 6.1, as a function of \( B_n \) and \( C/N_0 \) assuming \( \langle \theta^2_s \rangle_{\text{threshold}} = (\pi/12)^2 \) and \( \eta = 1 \) ms. As shown in the figure, for \( C/N_0 = 40 \) dB-Hz, the intensity threshold is calculated as -16.5, -13.5 and -12 dB, respectively, at \( B_n = 5, 15 \) and 25 Hz. This means that, in order for the tracking loop to maintain phase lock, the signal fading should not be less than -16.5 dB when \( B_n = 5 \) Hz, and should not be less than -12 dB when \( B_n = 25 \) Hz. Thus, similar to thermal noise and unlike phase scintillation, better intensity scintillation performance is obtained at lower loop bandwidth.
Figure 6.1: Intensity scintillation threshold for minimum probability of losing lock.

Using Equations (5.23) and (6.2), the probability of loss of lock at different intensity scintillation levels is calculated and illustrated in Figure 6.2. As expected, probability of loss of lock is considerably lower at relatively high carrier-to-noise ratios.

For the simulation part, intensity scintillation records corresponding to $S_4 = 0.3$ to 1 are generated and modulated on the GPS L$_1$ signal. The scintillated signal is then processed in the carrier tracking loop simulators, and the tracking error is measured. For ten seconds of data (including 10000 samples), the percentage of time that the tracking error has exceeded the tracking error threshold (i.e. $\pm \pi/12$ radians) is determined. The simulation results for $C/N_0 = 41$ dB-Hz, $B_a = 25$ Hz, $\eta = 1$ ms, and $S_4 = 0.3$ to 1 are shown in Figure 6.2 (solid red line). Simulation closely follows the theory at the same $C/N_0$ level.
6.2 Impact of Intensity Scintillation on Mean Cycle Slip Time

In the GPS context, a cycle slip refers to a sudden discontinuity in the GPS carrier phase observable caused by temporary signal loss. Cycle slips may occur in a GPS receiver when tracking is interrupted due to [Kim and Langley, 2002; El-Rabbany, 2002]

- Satellite signal blockage by trees, buildings, bridges, etc.
- Weak received signals results from high satellite-platform dynamics, severe ionospheric disturbances, radio interference, etc.
- Failure in the receiver’s software signal processing algorithms.

Cycle slips may occur momentarily or may persist over a longer time. Since they can cause data loss, cycle slips need to be monitored carefully if accurate positioning is to be achieved. The impact of severe ionospheric disturbances (in terms of intensity scintillation or signal fading) on the mean cycle slip time is investigated in this section.
The mean cycle slip time $\overline{T}_{\text{slip}}$ is defined as the *average time* where the carrier tracking error exceeds $\pm \pi$ radians for a squaring-type phase-locked loop (e.g. Costas), and $\pm 2\pi$ for a non-squaring loop [Humphreys et al., 2010]. For a first-order Costas-type tracking loop, the $\overline{T}_{\text{slip}}$, in units of seconds, is given as [Holmes and Raghavan, 2009]

$$\overline{T}_{\text{slip}} = \frac{\pi^2 \rho}{2B_n} I_0^2(\rho), \quad (6.3)$$

where $\rho = 1/4 \langle \theta_n^2 \rangle$ is the loop signal-to-noise ratio (SNR) with $\langle \theta_n^2 \rangle$ being the phase error variance due to thermal noise, and $I_0(\cdot)$ is the modified Bessel function of the first kind of order zero.

For higher-loop SNRs, mean cycle slip time can be approximated by [Holmes and Raghavan, 2009]

$$\overline{T}_{\text{slip}} = \frac{\pi}{4B_n} e^{2\rho}. \quad (6.4)$$

To evaluate the discrepancy between the exact and the approximate expression for a first-order carrier tracking loop mean cycle time, Equations (6.3) and (6.4) are plotted in Figure 6.3 assuming $B_n = 25$ Hz.
Figure 6.3: Exact and approximate mean cycle slip time for the 1st order tracking loop.

As can be seen from the figure, both expressions are effectively the same after about 4 dB loop SNR. In order to determine the mean slip time for higher order tracking loops, Holmes and Raghavan [2009] have applied a modification to Equation (6.4) as

\[ \bar{T}_{\text{slip}} = \frac{\pi}{4B_s} e^{2\alpha \rho} \]  

(6.5)

where \( \alpha \) is an effective SNR loss and its value depends on the carrier tracking loop order. Holmes and Raghavan [2009] have shown that for sufficiently large loop signal-to-noise ratios (\( \rho \geq 4 \) dB), Equation (6.5) fits the simulation data very well with \( \alpha = 1 \), \( \alpha = 0.891 \), and \( \alpha = 0.794 \) for a first-, second-, and third-order carrier tracking loop, respectively.
Using Equation (6.5) along with Equations (5.18), (5.19) and (5.23), a new expression is derived in this section which defines the mean cycle slip time $\bar{T}_{\text{slip}}$ as a function of intensity scintillation index $S_4$. In the absence of intensity scintillation or signal fading, the thermal noise tracking error variance follows Equation (5.7) and, as a result, the mean cycle slip time can be expressed as

$$\bar{T}_{\text{slip}} = \frac{\pi}{4B_n} \exp(2\alpha \rho)$$

$$= \frac{\pi}{4B_n} \exp \left( \frac{\eta \alpha (c/n_0)^2}{B_n \left(1 + 2\eta (c/n_0)\right)} \right)$$

(6.6)

According to this equation, for a fixed loop bandwidth and pre-detection integration time, a longer mean cycle slip time corresponds to a higher $C/N_0$ level. Shorter mean cycle slip times are therefore expected in the presence of intensity scintillation, as it decreases the level of $C/N_0$, given in Equation (5.18), and increases the thermal noise error given in Equations (5.19). By substituting the average thermal noise mean square error in the presence of intensity scintillation from Equation (5.23) in Equation (6.6), $\bar{T}_{\text{slip}}$ can be expressed, as a function of $S_4$, via

$$\bar{T}_{\text{slip}} = \frac{\pi}{4B_n} \exp \left( \frac{\alpha \eta (c/n_0)^2 \left(1 - 3S_4^2 + 2S_4^4\right)}{B_n \left[1 + 2\eta (c/n_0) \left(1 - 2S_4^2\right)\right]} \right)$$

(6.7)

$$S_4 < 1/\sqrt{2}$$

The effect of signal fading on $\bar{T}_{\text{slip}}$ is plotted in Figure 6.4 for the second-order tracking loop, where $\alpha = 0.891$. In this figure, the black line represents the mean slip time in the absence of signal fading (i.e. $S_4 = 0$), and the red line denotes the mean slip time when moderate scintillation is applied ($S_4 = 0.6$). As can be seen from the figure, in the
presence of signal fading, the loop signal-to-noise ratio ($\rho$) decreases along with the corresponding mean slip time. In other words, cycle slips occur more frequently compared to the time when there is weak or no intensity scintillation activity. The parameters considered in this plot include $B_n = 25$ Hz, $\eta = 1$ ms, $C/N_0 = 25 - 32$ dB-Hz, and $S_4 = 0.6$.

![Impact of Signal Fading on Mean Cycle Slip Time (second-order loop)](image)

**Figure 6.4:** Mean slip time in the presence of intensity scintillation for the 2nd order loop.

### 6.3 Probability of Cycle Slips

The impact of intensity scintillation on the mean time to cycle slip is determined in the previous section in Equation (6.7). In this section, the relationship between the probability of a cycle slip and signal’s fade depth and duration is studied. In addition, the effect of ionospheric intensity scintillation on the probability of cycle slips is explored.
Theoretically, for the fade depth \( F \) and fade duration \( \tau \), the probability of cycle slip is defined via [Hegarty, 1999]

\[
P_{\text{slip}} = 1 - \exp\left(-\frac{\tau}{T_{\text{slip}}}ight).
\]

Substituting \( T_{\text{slip}} \) from Equation (6.6) provides an approximate expression for the probability of cycle slip through

\[
P_{\text{slip}} = 1 - \exp\left(-\frac{4\tau B_n}{\pi \exp(2\alpha \rho)}\right),
\]

where

\[
\rho = \frac{1}{4\langle \theta_n^2 \rangle} = \frac{\eta (c/n)_{\text{faded}}^2}{2B_n(1 + 2\eta (c/n)_{\text{faded}})}.
\]

and \( (c/n)_{\text{faded}} = F \cdot (c/n)_{\text{unfaded}} \) or, in decibel form, \( C/N = F_{\text{dB}} + C/N_0 \).

The probability of cycle slip is plotted in Figure 6.5 for a 2\textsuperscript{nd}-order loop \( (\alpha = 0.891) \), assuming the fade duration \( \tau = 0.0001 \) to 1 s, the fade depth \( F = -25 \) to -5 dB, the unfaded carrier-to-noise ratio \( C/N_0 = 35 \) dB-Hz, the noise bandwidth \( B_n = 25 \) Hz, and the pre-detection integration time \( \eta = 1 \) ms. As one may expect, higher probability of cycle slip corresponds to deeper fade and longer fade durations.
Figure 6.5: Probability of cycle slips as a function of fade depth and fade duration.

As discussed by Humphreys et al. [2010], ionospheric scintillation can cause cycle slipping through, (i) deep power fades accompanied by sudden approximately half-cycle phase transitions, and (ii) prolonged signal intensity fadings. Equations (6.3) and (6.8) apply to the latter case.

In order to study the impact of intensity scintillation on $P_{\text{slip}}$, three seconds of intensity scintillation data is simulated using the scintillation simulator in Chapter two. To generate the data $\nu = 1.33$ and $C_s = 5 \times 10^{-20}$ (corresponding to severe scintillation with $T_{\text{scin}} \approx -15$ dB/Hz) are considered. To simplify the calculation of fade depth and fade duration, the intensity scintillation magnitude is quantized, in 5 dB steps, as shown in the
second panel of Figure 6.6. Using Equation (5.9), the probability of cycle slip is calculated for the quantized fade depth and duration, assuming the unfaded $C/N_0 = 42$ dB-Hz, $\eta = 1$ ms, and $B_n = 25$ Hz.

As can be seen from the figure, even under the severe scintillation activities, the probability of cycle slip, caused by prolonged amplitude fading, barely exceeds 1.5 percent. The very short fade durations, in comparison with much longer mean time to cycle slip, keep the probability of cycle slip at a low level, even though signal fades are deep.

By substituting Equation (5.23) in the loop signal-to-noise ratio term, a new expression for the probability of cycle slips, in the presence of intensity scintillation, is derived via

$$P_{slip} \approx 1 - \exp\left( - \frac{4\tau B_n}{\pi \exp(2\alpha b)} \right)$$

$$= 1 - \exp\left( - \frac{4\tau B_n}{\pi} \exp\left( \frac{\alpha\eta (c/n_0)^2 (1 - 3S_\xi^2 + 2S_\zeta^2)}{B_n [2\eta (c/n_0)(2S_\xi^2 - 1) - 1]} \right) \right), \quad S_\xi < 1/\sqrt{2}$$

Equation (6.11) is plotted in Figure 6.7 as a function of fade duration $\tau$, considering the unfaded carrier-to-noise ratio $C/N_0 = 32$ dB-Hz, $B_n = 25$ Hz, $S_\xi = 0.6$ and $\eta = 1$ ms.
Figure 6.6: Probability of cycle slips for a simulated scintillation data set.

Once again, the results of Figure 6.7 confirms that the impact of prolonged amplitude fading on probability of cycle slip is marginal; even at a relatively strong scintillation level $S_x = 0.6$. For example, for the fade duration $\tau = 3$ s, the probability of one cycle slip is only about 2 percent.
6.4 Optimum Loop Bandwidth for Minimum Mean Square Error

The equivalent noise bandwidth $B_n$ is a key parameter in the tracking loop design for its direct impact on the loop performance when the loop is subject to system dynamics, ionospheric disturbances and thermal noise. An incorrect choice of loop noise bandwidth can significantly increase the tracking loop error. As mentioned earlier, for a reasonable dynamic and phase scintillation performance, the carrier tracking loop requires a wide bandwidth, whilst for a better thermal noise and intensity scintillation performance a narrow bandwidth is required. An optimum loop noise bandwidth, in this context, refers to a minimum possible bandwidth (cf. Figure 5.14) that minimizes the total carrier tracking loop mean square error when all sources of errors are present.

The phase tracking mean square errors, given in Equations (5.26) and (5.38), are used in this section to derive an expression for the optimum equivalent noise bandwidth which
leads to the minimum mean square tracking error. The optimum bandwidth \( (B_{n,\text{op}}) \) is determined for two cases: that is when the tracking loop is subject to

- Thermal noise and ionospheric scintillation,
- Thermal noise, ionospheric scintillation, and system dynamics.

### 6.4.1 \( B_{n,\text{op}} \) in the Presence of Thermal Noise and Scintillation Components

The phase tracking mean square error \( \langle \theta_e^2 \rangle \) in the presence of thermal noise and ionospheric scintillation is given in Equation (5.26). In this equation, the loop natural frequency \( f_n = \omega_n / 2\pi \) is related to the loop bandwidth \( B_n \) via \( f_n = \gamma B_n \), where, from Table 4.3,

\[
\gamma = \begin{cases} 
\frac{4}{2\pi}, & \beta = 1 \\
\frac{8\xi}{2\pi(4\xi^2 + 1)}, & \beta = 2 \\
\frac{1.2}{2\pi}, & \beta = 3 
\end{cases}
\]  

Using Equations (5.26) and (6.12), the derivative of \( \langle \theta_e^2 \rangle \) with respect to the loop noise bandwidth is calculated as

\[
\frac{\partial \langle \theta_e^2 \rangle}{\partial B_n} = \left( \frac{2\eta(c/n_0)(1-2S_i^2)+1}{2\eta(c/n_0)^2(1-3S_i^2+2S_i^4)} \right) \\
+ (1-2\nu)T_{\text{scin}} \frac{\pi}{\beta} \gamma^{1-2\nu} B_n^{-2\nu} \csc\left( \frac{\pi(\nu-0.5)}{\beta} \right)
\]  

\( (6.13) \)

Consequently, letting \( \frac{\partial \langle \theta_e^2 \rangle}{\partial B_n} = 0 \), and solving for \( B_n \) will result in
\[ B_{n,OP} = \left( \frac{T_{\text{scin}} \pi (2\nu - 1) \csc \left( \frac{\pi (\nu - 0.5)}{\beta} \right)}{\beta \gamma^{2\nu - 1} \frac{2\eta (c / n_0) (1 - 2S_4^2) + 1}{2\eta (c / n_0)^2 (1 - 3S_4^2 + 2S_4^4)}} \right)^{1/2r}, \quad S_4 < 1/\sqrt{2} \quad (6.14) \]

Equation (6.14) is plotted in Figure 6.8 as a function of phase scintillation strength \( T_{\text{scin}} \) and intensity scintillation index \( S_4 \), assuming \( \beta = 2, \ \eta = 1 \) ms, \( \nu = 1.33 \) and \( C/N_0 = 45 \) dB-Hz. For this optimum loop bandwidth, the minimum mean square error, given in Equation (5.26), is plotted in Figure 6.9.

![Optimal Noise Bandwidth For Minimum Mean Square Error](Image)

**Figure 6.8:** \( B_{n,OP} \) in the presence of thermal noise and ionospheric scintillation components.
The plot of the minimum mean square error is repeated in Figure 6.10 to compare the theoretical predictions with the simulation results. To generate the simulation results, two scintillation realizations, corresponding to

(i) Weak scintillation with \( T_{\text{scin}} = -35 \text{ dBm}^2/\text{Hz} \) and \( S_4 = 0.24 \),

(ii) Moderate scintillation with \( T_{\text{scin}} = -28 \text{ dBm}^2/\text{Hz} \) and \( S_4 = 0.52 \)

are simulated using the scintillation simulator in Chapter two. For each realization, the resulting scintillated GPS signal is processed in the tracking loop simulators. Substituting the weak scintillation parameters in Equation (6.14) results in \( B_{n,\text{OP}} = 7 \text{ Hz} \), and for the moderate scintillation, results in \( B_{n,\text{OP}} = 11.7 \text{ Hz} \). Accordingly, the bandwidth of the carrier tracking loop simulator was set to 7 Hz and 11.7 Hz when processing the weak
and moderate scintillation scenarios, respectively. For each scenario, the carrier tracking error, in radians, is measured and displayed in Figure 6.10 with a solid red circle.

In the second test, for each simulation scenario, the bandwidth of the tracking loop simulator was set to a value smaller than the theoretically-predicted optimum bandwidth, for which the simulation results are shown in Figure 6.10 with solid blue circles. The two simulation results with $B_n = B_{n,OP}$ perfectly match the theoretical predictions, while for $B_n < B_{n,OP}$, the tracking error is significantly larger than the predictions for optimal settings.

![Minimum Tracking Error For The Simulation Results]

*Figure 6.10: Minimum mean square error. Comparison between theory and simulation.*
6.4.2 \( B_{n,0P} \) in the Presence of Thermal Noise, Ionospheric Scintillation, System Dynamics

In the presence of thermal noise, phase and intensity scintillations, system dynamics and receiver oscillator noise, the phase tracking mean square error is defined according to Equation (5.38). As before, by replacing \( f_{n} \) with \( \gamma B_{n} \) from Equation (6.12), and letting \( \partial\langle \theta_{c}^{2} \rangle / \partial B_{n} = 0 \), the optimum (minimum) bandwidth can be obtained via

\[
\frac{\partial\langle \theta_{c}^{2} \rangle}{\partial B_{n}} = \frac{2\eta (c / n_{0}) (1 - 2S_{4}^{2}) + 1}{2\eta (c / n_{0})^{2} (1 - 3S_{4}^{2} + 2S_{4}^{4})} \\
+ (1 - 2\nu) \frac{\pi}{\beta \gamma^{2\nu-1}} B_{n}^{-2\nu} \csc \left( \frac{\pi(\nu - 0.5)}{\beta} \right) \\
+ (1 - 2n) \frac{D_{n}^{2}}{(2\pi)^{2n}} \frac{\pi}{\beta \gamma^{2n-1}} B_{n}^{-2n} \csc \left( \frac{\pi(n - 0.5)}{\beta} \right) \\
= 0
\]

(6.15)

Therefore,

\[
\frac{2\eta (c / n_{0}) (1 - 2S_{4}^{2}) + 1}{2\eta (c / n_{0})^{2} (1 - 3S_{4}^{2} + 2S_{4}^{4})} = \frac{\pi (2\nu - 1) T_{m} \csc \left( \frac{\pi(\nu - 0.5)}{\beta} \right) B_{n}^{-2\nu}}{\lambda_{c}} \\
+ \frac{\pi(2n - 1) D_{n}^{2}}{(2\pi)^{2n} \beta \gamma^{2n-1}} \csc \left( \frac{\pi\beta^{-1}(n - 0.5)}{\beta} \right) B_{n}^{-2n} \\
= A_{1} B_{n}^{-2\nu} + A_{2} B_{n}^{-2n}
\]

(6.16)

Since \( 0.5 < \nu < 1.5 \), Equation (6.16) would generally be a polynomial with a non-integer order and, therefore, it would be hard to obtain a closed form expression for \( B_{n,0P} \). The
equation has to be solved either numerically or analytically for integer values of \( \nu \). As an example, for \( \nu = n = 1 \), the optimum bandwidth is obtained via

\[
B_{n, \nu} = \sqrt{\frac{2\eta (c / n_0)^2 (1 - 3S_i^2 + 2S_i^2 )(A_1 + A_2)}{2\eta (c / n_0) (1 - 2S_i^2) + 1}} \tag{6.17}
\]

where \( A_1 \) and \( A_2 \) are given in Equation (6.16).

### 6.5 Impact of Ionospheric Scintillation on L-band Signals Correlation

The concept of correlation or linear dependence defined in probability and statistics can be extended to time-varying scintillated GPS signals. The purpose of this section is to determine the relationship between the scintillation-induced phase fluctuations of two GPS signals (e.g. \( L_1 / L_2 \) and \( L_4 / L_5 \)) as they pass through the ionospheric irregularities.

To quantitatively describe the correlation of different GPS L-band signals, the phase correlation coefficient [Gherm et al., 2006]

\[
\rho_{\delta \varphi_i, \delta \varphi_j} = \frac{\langle \delta \varphi_i \delta \varphi_j \rangle}{\sqrt{\langle \delta \varphi_i^2 \rangle \langle \delta \varphi_j^2 \rangle}} \quad -1 < \rho_{\delta \varphi_i, \delta \varphi_j} < 1 \tag{6.18}
\]

is calculated for two sets of simulated phase scintillation records, where the terms \( \delta \varphi_i \) and \( \delta \varphi_j \) represent phase fluctuations, and \( \langle \delta \varphi^2 \rangle \) denotes phase mean square value (which is equal to its variance, as phase scintillation follows a zero-mean Gaussian distribution). From Equation (2.36), the phase mean square value is related to the turbulent strength \( C_s \) via
\[
\langle \delta \phi^2 \rangle = k^2 l_p C_s \frac{\Gamma(v - 1/2)}{4\pi \Gamma(v + 1/2) q_o^{2v-1}}.
\]

(6.19)

Following Rino and Owen [1984], the relationship between the scale-free turbulent strength \(C_s\) and the variance of electron density \(\langle \delta N_e^2 \rangle\) is given as

\[
\langle \delta N_e^2 \rangle = \frac{C_s}{8} \frac{q_o^{2-2v}}{\pi^{3/2}} \frac{\Gamma(v-1)}{\Gamma(v+1/2)}.
\]

(6.20)

By substituting \(C_s\) from Equation (6.20) in Equation (6.19), the scintillated signal phase variance can be related to the variance of electron density via

\[
\langle \delta \phi^2 \rangle = \frac{2}{q_o} \frac{\sqrt{\pi} k^2 l_p}{\Gamma(v-1)} \frac{\Gamma(v-1/2)}{\Gamma(v+1/2)} \langle \delta N_e^2 \rangle.
\]

(6.21)

The range of the electron density for the ionosphere is about \(10^6\) to \(10^2\ \text{el}/\text{m}^3\) with approximately 1 percent fluctuation level for the moderate to severe ionospheric conditions [Rino, 2011]. From Equation (6.21), one can expect that the correlation coefficient in Equation (6.18) will decrease as electron density variance increases. To support this, the turbulent strength \(C_s\) is determined for the typical range of electron density variance and plotted in Figure 6.11, assuming \(v = 1.33\), and \(q_o = 0.001\).
For this range of $C_y$, two sets of phase scintillation records (corresponding to $L_1 / L_2$ and $L_1 / L_3$ frequencies) are obtained using the scintillation simulator in Chapter two. The simulation results, along with the corresponding correlation coefficients, and the turbulent strength $C_y$ are illustrated in Figure 6.12 through Figure 6.15. The results indicate that the correlation of phase at spaced frequencies depends on the variance of the electron density fluctuations, and the value of the correlation coefficient for different pairs of frequencies generally decreases as the variance of the electron density fluctuations increases.

Two sets of data with the correlation coefficient $\rho_{\Phi_\delta, \delta_\delta} \geq 0.8$ are usually considered to be (highly) correlated. As a result, the two sets of phase scintillation records, shown in Figure 6.12 and Figure 6.14, are considered highly correlated only under weak scintillation conditions; otherwise, the correlation is violated (see Figure 6.13 and Figure 6.15). The results of this section are used in the following section when determining the carrier phase mean square error of a semi-codeless receiver.
Figure 6.12: Phase scintillation records for GPS L₁ (solid), and L₂ (dashed) signals for Cs values of $10^{16}$ (weak scintillation) to $10^{21}$ (severe scintillation).

Figure 6.13: The impact of scintillation on the correlation of L₁/L₂ signals.
Figure 6.14: Phase scintillation records for GPS L₁ (solid), and L₅ (dashed) signals for Cs values of $10^{16}$ (weak scintillation) to $10^{21}$ (severe scintillation).

Figure 6.15: The impact of scintillation on the correlation of L₁/L₅ signals.
6.6 Carrier Tracking Error for Semi-codeless Receivers

The GPS L₁ signal is modulated by both C/A-code and P-code, while the L₂ signal is modulated by P-code\(^\text{13}\). As the P-code is designed primarily for military purposes, it is not directly transmitted by the GPS satellites. Instead, the encrypted P(Y)-code (where \(Y = P \oplus W\), with W being an unknown encrypting code), is transmitted to the users. The encrypted P(Y)-code is not available to non-authorized users [Tsui, 2000]. Non-authorized users, therefore, require codeless or semi-codeless techniques to extract the encrypted L₂ signal. In applying the semi-codeless technique, the GPS receiver employs the known P-code, along with the bandwidth of the W-code (~500 KHz). The receiver applies the codeless technique without having any information about the encrypted Y-code [Woo, 1999]. Many receivers currently rely on codeless or semi-codeless techniques to extract L₂ observations, particularly those deployed in reference networks for ionospheric or atmospheric studies. Such receivers are highly susceptible to loss of L₂ observations during scintillation events.

The semi-codeless techniques incur a smaller SNR penalty compared with the codeless methods. To increase the probability of signal acquisition and maintain phase lock, both codeless and semi-codeless methods depend on cross-correlation of the signals received at L₁ and L₂ carriers, which is susceptible to ionospheric scintillation effects [Gherm et al., 2006]. Thus, it is important to determine how well the L₁ and L₂ signals are correlated at the carrier phase level when scintillation is present, the seeding source of which is now known to be the time-varying ionospheric electron density fluctuations.

The carrier tracking loop mean square error of a semi-codeless L₂ receiver aided by L₁ signal has previously been determined by Conker et al. [2003] for the case when the loop is subject to scintillation and thermal noise. Their work is modified in this section, by including the user dynamics in the equations and, therefore, achieving more realistic

\(^{13}\) Few GPS satellites currently transmit the new civilian L2C signal (using L₂ frequency) which is modulated by CM/CL codes.
results. In addition, an optimum loop noise bandwidth is derived for the semi-codeless L_2 receivers that will result in minimum carrier tracking error. The mean square error is derived for two cases: (a) weak to relatively moderate scintillation level, for which L-band signals are assumed to be fully correlated and, (b) strong scintillation level where L-band signals are considered to be non-correlated.

6.6.1 Tracking Loop Model

Among different available semi-codeless techniques for carrier phase tracking of L_2 signal [e.g. Woo, 1999], the tracking loop model of the semi-codeless L_2 receiver aided by L_1 signal, also known as cross-correlation technique, is considered in this work (see Figure 6.16). The P-code of the L_1 and L_2 signals are synchronized when transmitted from a GPS satellite. Due to the effect of ionospheric refraction, the received signals encounter propagation delay. The amount of delay, in radians, is proportional to the signal wavelength; thus, the L_2 signal is delayed more than the L_1 signal. According to this, at the receiver phase tracking level, the L_1 signal must be delayed with respect to L_2 so that the P-code modulation of the two signals would be aligned. The delayed L_1-P(Y) signal is multiplied with the L_2-P(Y) signal to remove the Y-code modulation (carrier phases are subtracted from one another). The resulting output signal enters the PLL. Using the reconstructed L_1 carrier from C/A-code correlation (with its carrier phase equal to \( \theta_1(t) \)), the L_2 carrier phase can be recovered [Woo, 1999]. In the model shown below, \( \hat{\theta}_2(t) \) denotes the total phase entering the loop, including the effect of both L_1 and L_2 signal incoming phase, and \( \theta_c(t) \) denotes the carrier tracking phase error.
6.6.2 Tracking Error under Weak Scintillation Activities

Following Equation (5.6), for a semi-codeless L₂ receiver, the phase tracking mean square error is the sum of the phase scintillation and system dynamic error terms with respect to L₂, plus the thermal noise and receiver oscillator noise:

\[
\langle \theta^2 \rangle_{\theta^2} = \left( \langle \theta^2 \rangle_{\theta^2} \right)_{L_1} + \left( \langle \theta^2 \rangle_{\theta^2} \right)_{L_2} + \left( \langle \theta^2 \rangle_{\theta^2} \right)_{d} + \left( \langle \theta^2 \rangle_{\theta^2} \right)_{n}, \quad (\text{rad}^2)
\]  

(6.22)

The thermal noise component \( \langle \theta^2 \rangle_{\theta^2} \) is dependent on L₁ and L₂ frequencies, and is given by [Conker et al., 2003]

\[
\langle \theta^2 \rangle_{\theta^2} = \frac{B_n}{(c/n_0)_{L_2} (1-S_{4, L_2}^2)} \left( 1 + \frac{1}{2\eta (c/n_0)_{L_1} (1-S_{4, L_1}^2)} \right). 
\]  

(6.23)

where \( \eta \) is the GPS pre-detection integration time for P(Y)-code on L₂. From Section 2.3.4 of this thesis, \( S_{4, L_2} = 1.4 S_{4, L_1} \), and from Table 3.1,
\[(C / N_0)_{\text{RL}} = (C / N_0)_{\text{RL}} - 3 \text{ dB}\]
\[= 10 \cdot \log_{10}(c / n_0)_{\text{RL}} \quad (6.24)\]

and
\[(C / N_0)_{\text{RL}} = (C / N_0)_{\text{RL}} - 6 \text{ dB}\]
\[= 10 \cdot \log_{10}(c / n_0)_{\text{RL}} \quad (6.25)\]

Following Equation (5.8)

\[\langle \tilde{\theta}_c^2 \rangle = \left( \langle \theta_s^2 \rangle + \langle \theta_d^2 \rangle \right)_{\text{RL}} = \int_{-\infty}^{\infty} \Phi_{\tilde{\theta}_c}(f) \left| 1 - H(f) \right|^2 \, df \quad (6.26)\]

where \(\Phi_{\tilde{\theta}_c}(f)\) represents the SDF of \(\tilde{\theta}_c(t)\). For weak scintillation activities, corresponding to a low electron density variance as mentioned in Section 6.5, the L-band signals are assumed to be fully correlated. Therefore, \(\Phi_{\tilde{\theta}_c}(f)\) is related to the SDF of phase scintillation and system dynamics, with respect to \(L_1\), via [Conker et al., 2003]

\[\Phi_{\tilde{\theta}_c}(f) = \Phi_{\tilde{\theta}_c}(f) \cdot \left( \alpha^2 + 1/\alpha^2 - 2 \right) \quad (6.27)\]

where \(\alpha = f_{t_1} / f_{t_2} = \lambda_1 / \lambda_2\). Equation (6.26) can therefore be calculated using Equations (5.14), (5.37) and (6.27) through
\[
\langle \dot{\theta}_n^2 \rangle = \left[ T^{\pi \nu} \frac{\pi}{2} f_n^{1-2v} \csc \left( \frac{\pi (\nu - 0.5)}{\beta} \right) \right] \\
+ \frac{D^2}{(2\pi)^{2n}} \frac{\pi}{\beta} f_n^{1-2v} \csc \left( \frac{\pi (n - 0.5)}{\beta} \right) \times \left( \alpha^2 + 1 / \alpha^2 - 2 \right) \tag{6.28}
\]

By substituting Equations (6.28) and (6.23) back into Equation (6.22), and assuming \( \langle \theta_n^2 \rangle = 0.01 \, (\text{rad}^2) \), a new expression for the carrier tracking mean square error of a semi-codeless L2 receiver aided by L1 signal is derived as

\[
\langle \dot{\theta}_n^2 \rangle = \langle \dot{\theta}_n^2 \rangle + \langle \dot{\theta}_z^2 \rangle + \langle \dot{\theta}_o^2 \rangle \\
= \frac{B_{\nu, P_1}}{(c / n_0) P_1 (1 - S_{1,1,2})} \left[ 1 + \frac{1}{2 \eta_n (c / n_0) P_1 (1 - S_{4,1,1})} \right] \\
+ \left[ \frac{T^{\pi \nu}}{\beta f_n P_1} \frac{\pi (\nu - 0.5)}{\beta} \right] \\
+ \frac{D^2}{(2\pi)^{2n}} \frac{\pi}{\beta} f_n^{1-2v} \csc \left( \frac{\pi (n - 0.5)}{\beta} \right) \tag{6.29}
\]

\[
\times \left( \alpha^2 + \frac{1}{\alpha^2} - 2 \right) + 0.01
\]

which represents the error in the presence of thermal noise, ionospheric scintillation components, system dynamics, and oscillator noise.

**6.6.3 Tracking Error under Strong Scintillation Activities**

For a strong scintillation level, L-band signals are considered to be non-correlated. Under this assumption, \( \Phi_\theta (f) \) is related to \( \Phi_\phi (f) \) through [Conker et al., 2003]
\[ \Phi_{\delta c}(f) = \Phi_{\delta f}(f) \cdot \left( \alpha^2 + 1/\alpha^2 \right) \]  (6.30)

thus, the total carrier tracking mean square error in Equations (6.29) changes to

\[
\begin{align*}
\left\langle \theta^2 \right\rangle_{P_1} &= \left\langle \theta^2 \right\rangle_{P_1} + \left\langle \theta^2 \right\rangle + \left\langle \theta^2 \right\rangle \\
&= \frac{B_{n,P_1}}{(c/n_0) P_1(1 - S_{4,LF}^2)} \left( 1 + \frac{1}{2 \eta f (c/n_0) P_1(1 - S_{4,LF}^2)} \right) \\
&\quad + \left[ \frac{T_{\text{mim}} \pi}{\beta f_{\gamma}^{1+2n-1} \csc \left( \frac{\pi(n-0.5)}{\beta} \right)} + \frac{D^2 \pi}{(2\pi)^{2n} \beta f_{\gamma}^{1+2n} \csc \left( \frac{\pi(n-0.5)}{\beta} \right)} \right] \\
&\quad \times \left( \alpha^2 + \frac{1}{\alpha^2} \right) + 0.01
\end{align*}
\]  (6.31)

Total tracking error, in radians, is plotted in Figure 6.17 in the presence of thermal noise, system dynamics, and oscillator noise for two scintillation realizations corresponding to

(i) Weak scintillation level with \( T_{\text{mim}} = -35 \) dB/Hz and \( S_{4,LF} = 0.24 \),

(ii) Moderate scintillation with \( T_{\text{mim}} = -28 \) dB/Hz and \( S_{4,LF} = 0.52 \)

and assuming the following parameters: \( \nu = 1.33, B_{n,P_1} = 0.25 \) Hz, \( \eta f = 1.96 \times 10^{-6} \) s, \( (C/N_0)_{C/L} = 30 \) to 50 dB-Hz, \( \beta = 2, n = 1 \) and \( r_0 = 0.01 \).

The tracking threshold \( \left\langle \theta^2 \right\rangle_{P_1} = (\pi/12)^2 \) is also shown in the figure with a horizontal red line. As can be seen from the figure, a semi-codeless receiver with \( L_2 \) aided by \( L_1 \) is far more susceptible to scintillation effects than full code correlation receivers, that even a moderate scintillation level \( (S_{4,LF} = 0.52) \) can result in loss of phase lock at relatively high levels of \( C/N_0 \).
6.6.4 Optimum Loop Bandwidth for a Semi-codeless L2 Receiver

The general expression for the carrier phase tracking mean square error of a semi-codeless loop, which is subject to thermal noise, ionospheric scintillation and system dynamics, is derived, respectively, in Equation (6.29), for weak scintillation, and in Equation (6.31), for strong scintillation activities. In both cases, $\sqrt{\text{E}_s}$ is related to the loop noise bandwidth $B_{n,p}$, either directly (in the thermal noise error term), or through the loop natural frequency $f_{n,p} = \gamma B_{n,p}$ (in the scintillation and user dynamics error terms), where $\gamma$ is given in Equation (6.12). Hence, by differentiating $\left\langle \theta^2 \right\rangle_{p_i}$ with respect to $B_{n,p}$, equating it to zero, and solving for $B_{n,p}$, the loop bandwidth corresponding to the minimum tracking error can be obtained.
In this section, the general expression for the optimum loop bandwidth $B_{n,OPT}$ that results in minimum mean square error is determined for two cases: that is when the tracking loop is subject to (i) thermal noise and ionospheric scintillation, and (ii) thermal noise, ionospheric scintillation, and system dynamics.

6.6.4.1 Optimum Bandwidth in the Presence of Thermal Noise and Scintillation

Using Equation (6.29), neglecting the effects of system dynamics, the tracking mean square error in the presence of thermal noise and weak scintillation activities can be expressed by

$$\langle \theta^2 \rangle_\Sigma^2 = \frac{B_{n,p}}{(c/n_0)^z (1-S_{4,l,2}^2)} \left( 1 + \frac{1}{2\eta_T (c/n_0)^z (1-S_{4,l,1}^2)} \right) + \frac{\pi}{\beta \sin \gamma} B_{n,p} \left( \frac{\pi (\nu - 0.5)}{\beta} \right) x \left( \alpha^2 + \frac{1}{\alpha^2} - 2 \right) + 0.01 \tag{6.32}$$

In which $f_{n,p}$ is replaced by $(\gamma B_{n,p})$. Letting $\partial \langle \theta^2 \rangle_\Sigma^2 / \partial B_{n,p} = 0$, and solving for $B_{n,p}$, the optimum noise bandwidth can therefore be derived as

$$B_{n,OPT} \left( \frac{T \sin \gamma (2\nu - 1)}{\beta} \frac{(\pi (\nu - 0.5))}{\beta} \left( \frac{1}{\alpha^2} + \frac{1}{2\alpha^2} - 2 \right) \right) \left( 1 + \frac{1}{2\eta_T (c/n_0)^z (1-S_{4,l,1}^2)} \right) \frac{1}{2\nu} \left( \frac{2\eta_T (c/n_0)^z (c/n_0)^z (1-S_{4,l,1}^2)(1-S_{4,l,2}^2)}{2\eta_T (c/n_0)^z (c/n_0)^z (1-S_{4,l,1}^2)(1-S_{4,l,2}^2)} \right) \tag{6.33}$$

Under strong scintillation activities, the term $(\alpha^2 + 1/\alpha^2 - 2)$ in the numerator of Equation (6.33) should be replaced by $(\alpha^2 + 1/\alpha^2)$.
Equation (6.33) is plotted in Figure 6.18 as a function of phase scintillation strength \( T_{\text{scin}} \) and \( \text{L}_1 \) signal intensity scintillation index \( S_{\text{L}_1} \), assuming \( \nu = 1.33 \), \( \eta_I = 1.96 \times 10^{-6} \text{ s} \), \( (C/N_0)_{C/A} = 50 \text{ dB-Hz} \) and \( \beta = 2 \). Similar to the results of full-code correlation receiver shown in Figure 6.8, wider loop bandwidths are generally required under strong phase scintillation activities (manifested through larger \( T_{\text{scin}} \) values), while narrower bandwidths are preferred under high intensity scintillation activities (manifested through larger \( S_{\text{L}_1} \) values). Equation (6.33) applies the tradeoff between these two opposite conditions to obtain the best loop bandwidth.

![Optimal Bandwidth for a Semi-codeless Receiver](image)

**Figure 6.18:** Optimum loop bandwidth for minimum mean square error for \( \text{L}_2 \) semi-codeless aided by \( \text{L}_1 \) carrier.
6.6.4.2 Optimum Bandwidth in the Presence of Thermal Noise, Scintillation and System Dynamics

When the tracking loop is subject to thermal noise, weak scintillation and user dynamics, the optimum bandwidth can be determined through differentiating Equation (6.29) with respect to $B_{n,P_2}$, which results in

$$\frac{\partial \langle \theta^2 \rangle_{P_2}}{\partial B_{n,P_2}} = \left( 1 + \frac{2 \eta_T (c/n_0) P (1 - S_{4,4})}{(c/n_0) P (1 - S_{4,4})} \right)$$

$$+ \left[ (1 - 2 \nu) \frac{\pi T_{z,im}}{\beta} \gamma^{2 \nu - 1} \csc \left( \frac{\pi (\nu - 0.5)}{\beta} \right) \left( \frac{\alpha^2 + 1}{\alpha^2 - 2} \right) \right] B_{n,P_2}^{-2 \nu}$$

$$+ \left[ (1 - 2n) \frac{\pi D^2}{\beta} \gamma^{2 \nu - 1} \left( 2 \pi \right)^{2 \nu} \csc \left( \frac{\pi (n - 0.5)}{\beta} \right) \left( \frac{\alpha^2 + 1}{\alpha^2 - 2} \right) \right] B_{n,P_2}^{-2 \nu} = 0 \quad (6.34)$$

In this case, a closed form expression for $B_{n,OP_2}$ is difficult to obtain as Equation (6.34) is generally a polynomial with a non-integer order. However, for $\nu = 1$ and $n = 1$, the equation can be solved analytically via

$$B_{n,OP_2} = \sqrt{\frac{2 \eta_T (c/n_0) P (1 - S_{4,4}) (1 - S_{4,4})(M_1 + M_2)}{1 + 2 \eta_T (c/n_0) P (1 - S_{4,4})}} . \quad (6.35)$$

6.7 Summary

Using the thermal noise mean square error expression for given loop bandwidth and carrier-to-noise ratio in the presence of intensity scintillation, an intensity threshold level ($I_{TH}$) was obtained in this chapter, below which the carrier tracking loop may lose lock.
This expression was further used to determine the impact of signal fading on the probability of loss of phase lock \( P_{\text{loss}} \). Based on the results achieved in this work, the probability of loss of lock was found to be highly dependent on the effective carrier-to-noise ratio and can be considerably high in the presence of strong signal fadings.

The probability of cycle slip \( P_{\text{slip}} \) is a function of mean cycle slip time \( \bar{T}_{\text{slip}} \) and signal fade duration \( \tau \). By defining \( \bar{T}_{\text{slip}} \) in terms of intensity scintillation index \( S_d \), a new expression was derived in this chapter which can be used to determine the probability of cycle slips in the presence of intensity scintillation. As shown by the simulation results, the very short fade durations, in comparison with much longer mean cycle slip time, keep the probability of cycle slip, caused by prolonged amplitude fading, at a marginal level.

The phase tracking mean square error expression obtained in Chapter five was used to derive an expression for the optimum (minimum possible) equivalent noise bandwidth in terms of scintillation, tracking loop and system dynamics parameters. This optimum bandwidth is believed to result in a minimum mean square tracking error when the loop is subject to thermal noise, ionospheric scintillation, and system dynamics.

To study the effects of scintillation on the correlation of different L-band signals transmitted by the GPS, two sets of phase scintillation records (corresponding to \( L_1 / L_2 \) and \( L_1 / L_5 \) frequencies) were simulated, and for each data set, the phase correlation coefficient was determined. The phase correlation at different spaced frequencies was found to be dependent on the variance of the electron density fluctuations and, in general, the value of the correlation coefficient for different pairs of frequencies decreased as the variance of the electron density fluctuations increased. The simulated phase scintillation records were considered highly correlated only under weak scintillation conditions.

An expression was obtained for the carrier phase mean square error of a semi-codeless \( L_2 \) receiver aided by \( L_1 \) for the case when the loop was subject to scintillation, thermal noise, and user dynamics. In addition, an expression for the optimum loop noise bandwidth was
derived for the semi-codeless L_2 receivers that would result in minimum carrier tracking error. As shown in the results, a semi-codeless receiver with L_2 aided by L_1 is far more susceptible to scintillation effects than full code correlation receivers and even a moderate scintillation level can result in loss of phase lock at relatively high levels of $C/N_0$. 
Chapter Seven: Summary, Conclusions, Recommendations, and Future Studies

7.1 Overview

The performance of a generic GPS receiver carrier tracking loop, subject to ionospheric scintillations, is studied in this thesis via theoretical analyses and simulation results. A physics-based simulation of equatorial scintillations has been employed to provide a full variety of test cases for the simulated carrier tracking loop to assess GPS receiver performance. This simulation tool is novel in allowing oblique signal propagation for multiple frequencies. The scintillation simulation algorithms have been verified through comparison with real scintillation data collected in the equatorial region (Ascension Island) during the solar maximum of 2001. The simulation is determined to accurately represent realistic scintillation effects. The utilization of the scintillation simulation tool is demonstrated through applying it to a GNSS signal (GPS L₁ signal is chosen as an example), and evaluating the subsequent effects on a generic GPS tracking loop model. Accordingly, a widely used stochastic model of scintillation is combined with a Costas-type carrier tracking loop model to define a set of receiver performance parameters. Theoretical predictions – from the derived equations – are verified through comparison with simulation results.

In the presence of thermal noise and user dynamics, scintillation effects on the carrier tracking loop performance are quantified in Chapter five through the definition of two receiver performance measures, namely the carrier tracking phase error and carrier velocity error, as a function of scintillation parameters ($T_{\text{scin}}$, $V$ and $S_d$), and tracking loop parameters ($f_n$, $B_n$, $\eta$ and $\beta$). Furthermore, the system dynamics upper boundaries and the scintillation thresholds, beyond which the carrier tracking loop may lose lock or the carrier velocity error may exceed a preset level, are calculated.
Using the results of Chapter five, the relationship between the tracking loop mean square error and the loop noise bandwidth is determined in Chapter six, from which an expression for the optimum loop bandwidth resulting in minimum tracking loop error is derived as a function of scintillation parameters \( T_{scn}, \nu \) and \( S_\nu \), and tracking loop parameters \( f_a, \eta \) and \( \beta \). In addition, the impacts of scintillations on the probability of loss of lock and the probability of cycle slips are investigated. An equation is obtained that defines the probability of cycle slips as a function of intensity scintillation index \( S_\nu \).

The effects of scintillation on the correlation of different GPS L-band signals are explored, and further used in the determination of carrier tracking error of semi-codeless L2 receivers. The general expression for the carrier tracking loop mean square error of a semi-codeless L2 receiver aided by L1 signal is amended via including the user dynamics in the equations in order to achieve more realistic results. An optimum loop noise bandwidth for a minimum carrier tracking error is derived for the semi-codeless L2 receivers.

7.2 Conclusions and Recommendations

Based on the analysis conducted in this thesis, the following conclusions and recommendations are identified:

- There is always a tradeoff between the noise performance and the dynamic performance of a tracking loop when selecting the best loop bandwidth. The carrier tracking loop requires a relatively wide bandwidth to precisely track changes in the carrier phase due to satellite-platform dynamics and ionospheric phase scintillation. On the other hand, the loop requires a narrow bandwidth in order to reject the measurement noise and suppress the effect of intensity scintillation. Results suggest that \( B_n \approx 15\text{Hz} \) can be considered as a reasonable bandwidth for a conventional Costas carrier tracking loop when the loop is subject to scintillation effects as well as thermal noise and system dynamics.
- Intensity scintillation alone is not as large a concern for the carrier phase tracking, except for severe scintillation conditions and wide loop bandwidths. The effects of phase scintillations on carrier tracking loop error, on the other hand, are found to be considerably higher compared with intensity scintillation. The impact of phase scintillations on the carrier velocity error is also found to be significant even under moderate scintillation levels.

- The probability of loss of lock is highly dependent on the tracking loop’s effective carrier-to-noise ratio and can be considerably higher in the presence of strong signal fadings.

- Strong intensity scintillations or signal fading can reduce the mean cycle slip time through decreasing the effective loop signal-to-noise ratio. As a result, cycle slips occur more frequently compared to the time when there is weak or no intensity scintillation activity.

- The overall probability of cycle slip caused by prolonged amplitude fading is relatively low, even under severe scintillation activities. The very short fade durations in comparison with much longer mean time to cycle slip keep the probability of cycle slip at quite low levels.

- In regard to scintillation effects, the performance of the 2nd-, and 3rd-order carrier tracking loop are very similar, in the sense that for a specific loop bandwidth almost the same level of scintillation strength may result in loss of phase lock. The 1st-order loop, however, is more susceptible as it can lose phase lock at much lower level of scintillation strength (approximately 6 dB/Hz lower at $\nu = 1.33$, and all bandwidths) compared to the other two loop orders.

- The choice of the pre-detection integration time does not significantly affect the carrier tracking error, provided that the signal’s carrier-to-noise ratio level is not very low.
- Semi-codeless receivers are far more vulnerable to the phase and intensity scintillation effects than full code correlation receivers. This is mainly due to the narrow bandwidth of semi-codeless carrier tracking loops which increases their sensitivity to phase scintillations, and their low SNR that increases the sensitivity to intensity scintillations. Using the GPS new civil signals will decrease the need for semi-codeless tracking algorithms.

- Finally, the scintillation simulation model introduced in Chapter two is capable of capturing the characteristics of the real-world processes in generating intensity and phase scintillation time histories with parameters (e.g. $T_{\text{min}}$, $V$ and $S_4$) analogous to those for real scintillation data.

### 7.3 Future Studies

For further studying the effects of ionospheric phase and intensity scintillations on a generic GPS receiver performance one may consider

- Employing hardware simulations to evaluate theoretical analyses. This can be accomplished through processing simulated scintillation data (similar to the results shown in Chapter three of this thesis) in real GPS receivers that are subject to system dynamics, scintillations, multipath and/or electromagnetic interference.

- Employing new developments in GPS technology, namely the new achievements in the signal tracking architectures, and the new civil signals (L5 and L2C), together with signals from other satellite-based navigation systems such as GLONASS or Galileo. The new tracking loop algorithms might be effective in designing loops that are more robust to scintillation effects. In addition, using one of the new civil signals along with the existing L1 C/A code, it might be possible to reduce the effect of scintillation on the incoming signal, especially at weak to moderate scintillation levels where the signals are believed to be highly correlated. The scintillation simulation model and the tracking
loop error quantification algorithm developed in this work have potential for many more evaluation of GNSS signals and systems. They can be employed as effective tools in determining expected scintillation impacts on a new system and/or designing better tracking loop models.

- Modeling the impact of the oscillator induced phase jitter in calculating the carrier tracking loop error variance. Unlike thermal noise, the oscillator induced phase jitter increases with decreasing tracking loop equivalent noise bandwidth, thereby limits the lower bound of loop noise bandwidth. Furthermore, it changes the threshold levels of phase scintillation and system dynamics derived in Chapter five.
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Appendix

Appendix I: Two-line element set (TLE)

The two-line element set (TLE) is generally used for obtaining the orbital information of a satellite. It consists of a title line and two lines of formatted data. The following is an example of a TLE (the satellite is selected to be the GPS satellite PRN3 used in this thesis).

**NAVSTAR 37 (USA 117)**
1 23833U 96019A 09209.25904431 .00000016 00000-0 10000-3 0 444
2 23833 53.0842 149.8698 0119344 52.1144 308.9346 2.00566908 97732

<table>
<thead>
<tr>
<th>Field</th>
<th>Columns</th>
<th>Content</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>01–24</td>
<td>Satellite name</td>
<td>NAVSTAR 37 (USA 117)</td>
</tr>
</tbody>
</table>

**Line 1**

<table>
<thead>
<tr>
<th>Field</th>
<th>Columns</th>
<th>Content</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>01–01</td>
<td>Line number</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>03–07</td>
<td>Satellite number</td>
<td>23833</td>
</tr>
<tr>
<td>3</td>
<td>08–08</td>
<td>Classification (U=Unclassified)</td>
<td>U</td>
</tr>
<tr>
<td>4</td>
<td>10–11</td>
<td>International Designator (Last two digits of launch year)</td>
<td>96</td>
</tr>
<tr>
<td>5</td>
<td>12–14</td>
<td>International Designator (Launch number of the year)</td>
<td>019</td>
</tr>
<tr>
<td>6</td>
<td>15–17</td>
<td>International Designator (Piece of the launch)</td>
<td>A</td>
</tr>
<tr>
<td>7</td>
<td>19–20</td>
<td>Epoch Year (Last two digits of year)</td>
<td>09</td>
</tr>
<tr>
<td>8</td>
<td>21–32</td>
<td>Epoch (Day of the year and fractional portion of the day)</td>
<td>209.25904431</td>
</tr>
<tr>
<td>9</td>
<td>34–43</td>
<td>First Time Derivative of the Mean Motion divided by two</td>
<td>.00000016</td>
</tr>
<tr>
<td>10</td>
<td>45–52</td>
<td>Second Time Derivative of Mean Motion divided by six (decimal point assumed)</td>
<td>00000-0</td>
</tr>
<tr>
<td>11</td>
<td>54–61</td>
<td>BSTAR drag term (decimal point assumed)</td>
<td>10000-3</td>
</tr>
<tr>
<td>12</td>
<td>63–63</td>
<td>The number 0 (Originally this should have been &quot;Ephemeris type&quot;)</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>65–68</td>
<td>Element number</td>
<td>44</td>
</tr>
<tr>
<td>14</td>
<td>69–69</td>
<td>Checksum (Modulo 10)</td>
<td>4</td>
</tr>
<tr>
<td>Field</td>
<td>Columns</td>
<td>Content</td>
<td>Example</td>
</tr>
<tr>
<td>-------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>1</td>
<td>01-01</td>
<td>Line number</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>03-07</td>
<td>Satellite number</td>
<td>23833</td>
</tr>
<tr>
<td>3</td>
<td>09-16</td>
<td>Inclination [Degrees]</td>
<td>53.0842</td>
</tr>
<tr>
<td>4</td>
<td>18-25</td>
<td>Right Ascension of the Ascending Node [Degrees]</td>
<td>149.8698</td>
</tr>
<tr>
<td>5</td>
<td>27-33</td>
<td>Eccentricity (decimal point assumed)</td>
<td>0119344</td>
</tr>
<tr>
<td>6</td>
<td>35-42</td>
<td>Argument of Perigee [Degrees]</td>
<td>52.1144</td>
</tr>
<tr>
<td>7</td>
<td>44-51</td>
<td>Mean Anomaly [Degrees]</td>
<td>308.9346</td>
</tr>
<tr>
<td>8</td>
<td>53-63</td>
<td>Mean Motion [Revs per day]</td>
<td>2.00566908</td>
</tr>
<tr>
<td>9</td>
<td>64-68</td>
<td>Revolution number at epoch [Revs]</td>
<td>9773</td>
</tr>
<tr>
<td>10</td>
<td>69-69</td>
<td>Checksum (Modulo 10)</td>
<td>2</td>
</tr>
</tbody>
</table>
Appendix II: GPS PRN code generator

The GPS L₁ signal is modulated by two PRN codes: the C/A- and P-code. L₂ signal is modulated by P-code only. As mentioned in Chapter 3, each PRN code is derived from two code generators that is G1/G2 for C/A-code, and X1/X2 for P-code. In order to generate a unique PRN code for each GPS satellite, the output of one of the code generators (e.g. G2 and X2) is delayed with respect to the other one (i.e. G1 and X1), by a certain amount which is different for each satellite, before their outputs are added to each other [Ward, 1996]. The block diagram of the PRN code generator used in each GPS satellite is shown in Figure AII.1, and the amount of code delay is summarized in columns 3 and 4 of Table AII.1 for the C/A-code and P-code, respectively.

![Figure AII.1 GPS code generators](modified after Ward, 1996)
Table AII.1. GPS code-phase assignments [Ward, 1996].

<table>
<thead>
<tr>
<th>Satellite PRN number</th>
<th>C/A-code tap selection (s₁,s₂)</th>
<th>C/A-code delay (chips)</th>
<th>P-code delay (chips)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(2,6)</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>(3,7)</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>(4,8)</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>(5,9)</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>(1,9)</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>(2,10)</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>(1,8)</td>
<td>139</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>(2,9)</td>
<td>140</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>(3,10)</td>
<td>141</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>(2,3)</td>
<td>251</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>(3,4)</td>
<td>252</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>(5,6)</td>
<td>254</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>(6,7)</td>
<td>255</td>
<td>13</td>
</tr>
<tr>
<td>14</td>
<td>(7,8)</td>
<td>256</td>
<td>14</td>
</tr>
<tr>
<td>15</td>
<td>(8,9)</td>
<td>257</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>(9,10)</td>
<td>258</td>
<td>16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Satellite PRN number</th>
<th>C/A-code tap selection (s₁,s₂)</th>
<th>C/A-code delay (chips)</th>
<th>P-code delay (chips)</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>(1,4)</td>
<td>469</td>
<td>17</td>
</tr>
<tr>
<td>18</td>
<td>(2,5)</td>
<td>470</td>
<td>18</td>
</tr>
<tr>
<td>19</td>
<td>(3,6)</td>
<td>471</td>
<td>19</td>
</tr>
<tr>
<td>20</td>
<td>(4,7)</td>
<td>472</td>
<td>20</td>
</tr>
<tr>
<td>21</td>
<td>(5,8)</td>
<td>473</td>
<td>21</td>
</tr>
<tr>
<td>22</td>
<td>(6,9)</td>
<td>474</td>
<td>22</td>
</tr>
<tr>
<td>23</td>
<td>(1,3)</td>
<td>509</td>
<td>23</td>
</tr>
<tr>
<td>24</td>
<td>(4,6)</td>
<td>512</td>
<td>24</td>
</tr>
<tr>
<td>25</td>
<td>(5,7)</td>
<td>513</td>
<td>25</td>
</tr>
<tr>
<td>26</td>
<td>(6,8)</td>
<td>514</td>
<td>26</td>
</tr>
<tr>
<td>27</td>
<td>(7,9)</td>
<td>515</td>
<td>27</td>
</tr>
<tr>
<td>28</td>
<td>(8,10)</td>
<td>516</td>
<td>28</td>
</tr>
<tr>
<td>29</td>
<td>(1,6)</td>
<td>859</td>
<td>29</td>
</tr>
<tr>
<td>30</td>
<td>(2,7)</td>
<td>860</td>
<td>30</td>
</tr>
<tr>
<td>31</td>
<td>(3,8)</td>
<td>861</td>
<td>31</td>
</tr>
<tr>
<td>32</td>
<td>(4,9)</td>
<td>862</td>
<td>32</td>
</tr>
</tbody>
</table>
Appendix III: Loop transfer function for the 1st-, 2nd-, and 3rd-order PLL.

According to Table 4.3, for the first-order loop (\( \beta = 1 \))

\[
H(s) = \frac{F(s)G(s)}{1 + F(s)G(s)} = \frac{F(s)}{s + F(s)} = \frac{\omega_n}{s + \omega_n}
\]  

(AIII.1)

Substituting \( s = j2\pi f \) results in

\[
|H(f)|^2 = \frac{2\pi f_n}{j2\pi f + 2\pi f_n} \cdot \frac{2\pi f_n}{-j2\pi f + 2\pi f_n} = \frac{f_n}{j f + f_n} \cdot \frac{f_n}{-j f + f_n}
\]

\[
= \frac{f_n^2}{f^2 + f_n^2}
\]

\[
= \frac{f_n^2\beta}{f^{2\beta} + f_n^{2\beta}}, \quad (\beta = 1)
\]

\[
= \frac{f_n^{2\beta}}{f_n^{2\beta} + f^{2\beta}} \left[ 1 + (2\beta - 2) \left( \frac{f}{f_n} \right)^{(2\beta-2)} \right], \quad (\beta = 1)
\]

(AIII.2)

Similarly, for the second-order loop (\( \beta = 2 \))

\[
H(s) = \frac{F(s)}{s + F(s)} = \frac{2\zeta \omega_n + \omega_n^2 / s}{s + 2\zeta \omega_n + \omega_n^2 / s}
\]

\[
= \frac{2\zeta \omega_n s + \omega_n^2}{s^2 + 2\zeta \omega_n s + \omega_n^2},
\]  

(AIII.3)

Thus, for \( s = j2\pi f \)
\[ |H(f)|^2 = \frac{2\zeta \omega_n (j2\zeta f) + \omega_n^2}{(j2\zeta f)^2 + 2\zeta \omega_n (j2\zeta f) + \omega_n^2} \cdot \frac{2\zeta \omega_n (-j2\zeta f) + \omega_n^2}{(-j2\zeta f)^2 + 2\zeta \omega_n (-j2\zeta f) + \omega_n^2} \]

\[ = \frac{64\pi^4 \zeta^2 f^2 f_n^4 + 16\pi^4 f_n^4}{16\pi^4 (f_n^2 - f^2)^2 + 64\pi^4 \zeta^2 f^2 f_n^2}, \quad (\zeta = 1/\sqrt{2}) \]

\[ = \frac{2f^2 f_n^2 + f_n^4}{f_n^4 + f^4} = \frac{f_n^4}{f_n^4 + f^4} + \frac{2f^2 f_n^2}{f_n^4 + f^4} \quad \text{(AIII.4)} \]

\[ = \frac{f_n^4}{f_n^4 + f^4} \left[ 1 + 2 \left( \frac{f}{f_n} \right)^2 \right] \]

\[ = \frac{f_n^{2\beta}}{f_n^{2\beta} + f^{2\beta}} \left[ 1 + (2\beta - 2) \left( \frac{f}{f_n} \right)^{2(\beta-2)} \right], \quad (\beta = 2) \]

Finally, for the third-order loop (\( \beta = 3 \))

\[ H(s) = \frac{F(s)}{s + F(s)} \]

\[ = \frac{2\omega_n s^2 + 2\omega_n^3}{s^3 + 2\omega_n s^2 + \omega_n^3} \]

\[ \text{(AIII.5)} \]

Substituting \( s = j2\zeta f \) results in
\[ |H(f)|^2 = \frac{2\omega_n (j2\pi f)^3 + 2\omega_n^2 (j2\pi f)^2 + \omega_n^3}{(j2\pi f)^3 + 2\omega_n (j2\pi f)^2 + 2\omega_n^2 (j2\pi f) + \omega_n^3} \times \]
\[ \frac{2\omega_n (-j2\pi f)^3 + 2\omega_n^2 (-j2\pi f)^2 + \omega_n^3}{(-j2\pi f)^3 + 2\omega_n (-j2\pi f)^2 + 2\omega_n^2 (-j2\pi f) + \omega_n^3} \]
\[ = \frac{\omega_n^b + 4\omega_n^3 (2\pi f)^4}{\omega_n^b + (2\pi f)^6} = \frac{f_n^b + 4 f_n^3 f^4}{f_n^b + f^6} \]
\[ = \frac{f_n^b}{f_n^b + f^6} \left[ 1 + 4 \left( \frac{f}{f_n} \right)^4 \right] \]
\[ = \frac{f_n^b}{f_n^b + f^{2\beta}} \left[ 1 + (2\beta - 2) \left( \frac{f}{f_n} \right)^{(2\beta - 2)} \right], \quad (\beta = 3) \]
Appendix IV: Calculating propagation parameters

- **Satellite range and range-rate**

If $\mathbf{r}_{\text{sat, tcs}}(t) = [x_1(t), x_2(t), x_3(t)]$ and $\mathbf{v}_{\text{sat, tcs}}(t) = [v_1(t), v_2(t), v_3(t)]$ represent the satellite position and velocity vectors in the receiver TCS system (with the system’s origin being at the receiver location), then the satellite range and range-rate can be calculated via

$$s_{\text{range}}(t) = \sqrt{x_1^2(t) + x_2^2(t) + x_3^2(t)}, \quad (m) \quad (AIV.1)$$

$$s_{\text{range rate}}(t) = \mathbf{v}_{\text{sat, tcs}}(t) \cdot \mathbf{u}_{\text{sat, tcs}}(t) = v_1(t)u_1(t) + v_2(t)u_2(t) + v_3(t)u_3(t), \quad (m/s) \quad (AIV.2)$$

where the unit vector $\mathbf{u}_{\text{sat, tcs}}(t)$ is defined as

$$\mathbf{u}_{\text{sat, tcs}}(t) = [u_1(t), u_2(t), u_3(t)] = \frac{\mathbf{r}_{\text{sat, tcs}}(t)}{s_{\text{range}}(t)} \quad (AIV.3)$$

- **Satellite elevation and azimuth angles**

Using $\mathbf{r}_{\text{sat, tcs}}(t)$, the elevation and azimuth angles are obtained from

$$s_{\text{elevation}}(t) = \arctan\left(\frac{x_3(t)}{\sqrt{x_1^2(t) + x_2^2(t)}}\right), \quad (\text{deg}) \quad (AIV.4)$$

$$s_{\text{azimuth}}(t) = \arctan\left(\frac{x_2(t)}{x_1(t)}\right), \quad (\text{deg}) \quad (AIV.5)$$
Ionspheric Pierce Point (IPP) or the satellite signal penetration point is the intersection point between the satellite-receiver line-of-sight and the ionosphere shell (nominally taken as 350 km).

IPP location $\bar{x}_{IPP,lib}(t) = [\phi_{IPP}, \lambda_{IPP}, h_{IPP}]$ can be computed in the geodetic coordinate system via [Skone, 2009]

\[
\begin{align*}
\phi_{IPP}(t) &= \phi_{r}(t) + \psi \cos(sat_{elevation}(t)) \\
\lambda_{IPP}(t) &= \lambda_{r}(t) + \psi \frac{\sin(sat_{azimuth}(t))}{\cos(\phi_{IPP}(t))} \\
h_{IPP}(t) &= h
\end{align*}
\]  
\tag{AIV.6}

in which

\[
\psi = \cos^{-1}\left(\frac{R_E}{R_E + h}\right) \cos(sat_{elevation}(t)) - sat_{elevation}(t)
\]  
\tag{AIV.7}

where $h$ represents the phase screen height ($h = 350$ km), $R_E$ represents the mean radius of the spherical Earth ($R_E = 6371$ km) and $(\phi_{r}, \lambda_{r})$ represent the receiver latitude and longitude.

The scintillation wave field is initiated at phase screen height and then propagated towards the ground station. The calculation of the propagation reference coordinate system $(x_p, y_p, z_p)$ for the IPP point to the receiving antenna is done in two steps. First, the coordinates of the receiver $rec_{lib}(t) = [\phi_r(t), \lambda_r(t), h_r(t)]$ are calculated in a TCS system centered on the IPP point. With these TCS coordinates $(x_{r,c}, y_{r,c}, z_{r,c})$, the propagation system coordinates $(x_p, y_p, z_p)$ are obtained via
\begin{align*}
x_p(t) &= -z_{wz}(t) \\
y_p(t) &= x_{wz}(t) \\
z_p(t) &= -y_{wz}(t) \\
\end{align*}

(AIV.8)

From this equation, the IPP range to the ground station is derived as

\[ IPP_{range}(t) = \sqrt{x_p^2(t) + y_p^2(t) + z_p^2(t)}, \quad (m) \] 

(AIV.9)

- **Propagation angles**

Using Equation (AIV.8), the propagation angles can be calculated via

\[ \theta_p(t) = \arctan\left( \frac{y_p(t) + z_p(t)}{x_p(t)} \right), \quad (\text{deg}) \] 

(AIV.10)

\[ \phi_p(t) = \arctan\left( \frac{z_p(t)}{y_p(t)} \right), \quad (\text{deg}) \] 

(AIV.11)

- **Signal penetration point velocity**

From \( \vec{v}_{at,n3}(t) = [v_1(t), v_2(t), v_3(t)] \), the penetration point velocity components can be achieved via
\[ v_{ps}(t) = -v_3(t) \cdot v_{SF} \]
\[ v_{pp}(t) = v_1(t) \cdot v_{SF} \quad (m/s) \]  
\[ v_{pc}(t) = -v_2(t) \cdot v_{SF} \]  

(AIV.12)

where the scale factor is defined as

\[ v_{SF} = \frac{IPP_{range}(t)}{sat_{range}(t)} \]  

(AIV.13)

- **Apparent velocities in the measurement plane**

Finally, the apparent velocity in the measurement plane is obtained via

\[ v_{k \_car}(t) = -v_{pp}(t) + \tan(\Theta_p(t)) \cdot \cos(\phi_p(t)) \cdot v_{ps}(t) \]
\[ v_{k \_nash}(t) = -v_{pc}(t) + \tan(\Theta_p(t)) \cdot \sin(\phi_p(t)) \cdot v_{ps}(t) \]  

(AIV.14)
Appendix V: Scintillation indices with geometric and anisotropy correction

The intensity scintillation index ($S_4$), and phase scintillation variance ($\sigma_{\phi}^2$) given in Section 2.3.3 are two commonly used measures of the strength of scintillation activity when the wave field propagates normally in an isotropic medium. To accommodate oblique propagations in an anisotropic medium, both intensity and phase scintillation index terms should be modified. Assuming the x-axis as the principal propagation axis, for given propagation directions $\theta_p$ and $\phi_p$, and anisotropic parameters $a,b,A,B$ and $C$ at each IPP points, the so-called intensity and phase indices are modified as follows [Rino, 2011]:

$$S_4 = \left[ k^2 l_p C_s \rho_f^{(2\nu-1)} \sec \theta_p \frac{\Gamma((2.5-\nu)/2)\sigma}{2^{\nu+1/2} \sqrt{\pi} (\nu-0.5) \Gamma((0.5+\nu)/2)} \right]^{1/2} \quad \text{(AV.1)}$$

$$\sigma_{\phi}^2 = \left\langle \delta \phi^2 \right\rangle = k^2 l_p C_s \sec \theta_p \frac{\Gamma(\nu-1/2)\sigma}{4\pi \Gamma(\nu+1/2) \alpha_0^{2\nu-1}} \quad \text{(AV.2)}$$

in which $\rho_f = \sqrt{x \sec(\theta_p)/k}$,

$$\alpha = \frac{ab}{\sqrt{AC-B^2/4 \cos \theta_p}} \quad \text{(AV.3)}$$

and

$$\sigma = \begin{cases} ab \left( \nu + 1/2, 1/2, 1; \frac{A^* - C^*}{A^*} \right) A^*^{-(\nu+1/2)} & \text{if } A^* > C^* \\ ab \left( \nu + 1/2, 1/2, 1; \frac{C^* - A^*}{C^*} \right) C^*^{-(\nu+1/2)} & \text{if } A^* < C^* \end{cases} \quad \text{(AV.4)}$$
In Equation (AV.4) [after modification from Rino, 2011]

\[ A^\ast = \frac{A' + C' + D'}{2} \]
\[ C^\ast = \frac{A' + C' - D'}{2} \] (AV.5)

with

\[ A' = \left( A \cos^2 \phi_p + B \sin \phi_p \cos \phi_p + C \sin^2 \phi_p \right) \cos^2 \theta_p \]
\[ B' = \left( B \cos 2\phi_p + (C - A) \sin 2\phi_p \right) \cos \theta_p \]
\[ C' = A \sin^2 \phi_p - B \sin \phi_p \cos \phi_p + C \sin^2 \phi_p \]
\[ D' = \sqrt{(C' - A') - B'^2} \] (AV.6)

and the hyper-geometric function is defined for \(|q_4| < 1\) by

\[ F(q_1, q_2; q_3; q_4) = \sum_{n=0}^{\infty} \frac{(q_1)_n (q_2)_n}{(q_3)_n} \frac{q_4^n}{n!}, \quad (n \approx 100) \] (AV.7)

provided that \(q_3\) is not 0, -1, -2, ....

In Equation (AV.7), the Pochhammer symbol is calculated via

\[ (q)_n = \begin{cases} 1 & \text{if } n = 0 \\ q(q+1)...(q+n-1) & \text{if } n > 0 \end{cases} \] (AV.8)