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Abstract

The research asked whether Mobile GIS incorporating speech recognition was a viable tool
for locating defects in the streetscape. The Geography Markup Language for encoding
gpatial information was used to implement an application schema for street condition
surveys. Speech accuracy exceeded 95% in environments that were quiet or constantly
loud. However, for tests where the noise level varied, recognition accuracy plummeted to
58%. Accuracy of captured defects was determined while “standing”, “walking”, “cycling”
and “driving”. Errors ranged from 0.27m to 12.50m at the 95% confidence interval. A
web-based questionnaire indicated that municipa geographic information users are
unhappy with the quality of their data, and as yet do not require data in real-time. Future
research involves investigating aternative ways of capturing spoken commands, the effect
that mobile computing has on the cognitive abilities of the user, and wireless connectivity
required for real time accessto spatia data.
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CHAPTER 1

1. INTRODUCTION

Geographical Information Systems (GIS) have gone mobile. Emerging technologies such as
the Internet, wireless communication and mobile computing devices are changing the way
GISisbeing used by moving GIS from the desktop into field users' hands (Wilson, J.D.,
2000). The advent of mobile GIS poses challenging research questions. What is the best
means of interacting with a GIS in a mobile environment? Which of the broadening array

of technologies are best suited to the mobile environment? What are the capabilities of
Mobile GIS? Focusing on the theoretical foundations of Mobile GIS now will accelerate its
development and ensure that the tools placed in the hands of those in the field can provide
them with more meaningful and timely information.

By empowering field personnel with the responsibility of data acquisition, editing and
verification, Mobile GIS applications have the capability of bringing field and office
activities into a collaborative environment that can further improve productivity, reduce
costs and minimize project completion timeframes. Making the technology truly effortless
and natural to use should empower new communities of users, thus increasing the value of
the software and databases being built now and in the future by government and the private
sector.

GIS architectures have traditionally focused on a static environment in which users sit
at workstations to perform spatial analysis. With the advent of ubiquitous computing®, this
setting has and will continue to change dramatically. Devices that combine a hand-held or
wearable computer with a GPS receiver, a cellular phone and modem, and other
technologies such as digital cameras, laser range finders, miniaturized gyroscopes and
inertial navigation systems, to name afew, should enable users to integrate spatial analysis
into their daily lives, opening GIS to the mass market.

The objective of thisresearch isto develop atool that ssmplifies the acquisition and

1 Ubiquitous computing with respect to this research is the ability to be able to perform a computer based activity

anywhere, without being constrained by place, or network connectivity.



maintenance of spatia information. The medium that has been used to test the primary
guestion and objectives of thiswork isthe Local Government environment, in particular the
maintenance of street condition information. The City of Calgary Roads Business Unit
carries out street condition surveys each Fall (Biensch, B., 2000). The purpose of these
surveysis to plan maintenance programs for the following Spring. Specifically, the surveys
identify and grade defects within the road surface, adjacent footpaths, curbs and other
ancillary road furniture. At present the datais captured manually and subsequently entered
into arelational database. According to City of Calgary Street Technician, Mr. Bernie
Adams, who managers the Street Condition Surveys, thisis a time consuming processin
which there are few checks, save for next year's inspection.

1.1. MOTIVATION FOR RESEARCH INTO MOBILE GEOGRAPHIC INFORMATION
SYSTEMS

Traditionally, due to the high cost of field acquisition, the capture of real world spatial
information for inclusion in a Geographic Information System has been undertaken using
techniques such as digitization or scanning of paper maps. These maps are essentially static
abstractions of the real world at a specific epoch.

From a cartographic perspective the objective of these maps has been to create a
model of reality that is primarily for metrical use and analysis. That is, measurements taken
from the map will approximate closely those that would be attained were the same analysis
carried out directly on the mapped environment. However, the scale of the map, the data
collection and manipulation techniques utilized, the symbolization employed by the
cartographer, and the medium upon which the map is produced all determine the accuracy
of any measurement, and therefore the accuracy of any data derived from the
measurements. Data accuracy is further compounded by the need to produce maps that are
easily understood. This often requires that the cartographer rectify, enlarge or move
elements on amap in order to clarify a situation. This practice leads to local differencesin
scale, rotation and trandlation (de Knecht et al., 2001). The result is that the positional

quality of data digitized from maps can be more than map accuracy requirements promoted



by organizations such as the US Geological Survey?.

Personal experience also indicates that geographic information (Gl) users are inclined
to believe that the accuracy of their spatial data is better than it really is. For example, while
working for Truebridge Callender Beach Ltd. capturing water facilities for Wellington City
it was found that the digitized positions of features with respect to positions obtained from
the ex-Terralink International City Mapping Database had a positional accuracy of 2.38m at
a99% Confidence Interval (Cl) for Johnsonville (Truebridge Callender Beach Ltd., 1999).
The Council required an accuracy of 0.15m (the accuracy of the City Mapping Database) at
the 99% ClI, and refused to acknowledge that the plans provided for conversion could not
achieve their accuracy requirements.

The conversion of paper maps to digital geographic features requires that information
be converted to a digital data model. As described by Goodchild (1992) there are two
fundamental (conceptual) ways of representing geography in adigital world: discrete
objects and fields. In the discrete object view, the world is empty, except whereit is
occupied by objects with well-defined boundaries that are instances of generally recognized
categories, characterized by their attributes. In the field view the world can be described by
a set of spatially continuous functions, each measurable at any point on the surface, and
changing in value across the surface. Objects are distinguished by their dimensions, and
naturally form categories of points, lines, or polygons. Fields, on the other hand, can be
distinguished by what varies, and how smoothly.

Most models used by today’s GIS follow the cartographic tradition of organizing
gpatial data as points, lines, and polygons (Egenhofer et al., 1999), otherwise referred to as
the Vector data structure, being the logical model equivalent of the conceptual Discrete
Object Model. From the perspective of municipal data, the Vector data structure is the
traditional structure used both from a modeling perspective and from a cartographic
perspective.

The process of converting paper maps to the Vector data structure, whether by
digitization or scanning requires that certain procedures be maintained so that acceptable

2 The US National Mapping Standard requires that the horizontal accuracy of not more than 10 percent of the

points on maps of publication scales larger than 1:20,000, shall be in error by more than 0.8mm, measured at the
publication scale, and for maps on publication scales of 1:20,000 or smaler, 0.5mm.



accuracy specifications are met throughout the life of a data acquisition project. The
procedures will include an initial review of the data to be converted so that any data
scrubbing® requirements can be determined, specification of registration requirements to
ensure that any inherent scale distortions in the plans are either removed or minimized,
specification of a scanning resolution to ensure position accuracy is maintained throughout
the raster to vector conversion process, and the specification of adequate quality control
reguirements to ensure that the final product satisfies the needs of the user. As has been
widely reported by authors such as Aronoff (1989), Burroughs (1998) and Montgomery et
al. (1993), data acquisition is a costly process often surpassing 50% of GIS implementation
or maintenance costs. Hence this is another reason why a one-stop data acquisition and
maintenance tool is being investigated, asit is anticipated that fewer people will be required
to perform the same task thereby reducing the cost of acquiring data.

If data has been acquired from a range of mapping frameworks they will require
transformation to a common map projection. However, it has not been uncommon for
organizations to maintain local or independent mapping systems, which, because the
relationship between these mapping systems is unknown, may not allow the use of
projection agorithms to transform data to a common map projection. In these instances the
data must be integrated with existing data sets by other means. This merging of data can be
performed in a number of ways but is largely determined by the information that is
available on the source plans themselves. A common method employed is conflation --
meaning to fuse, to bring together, and to combine into a composite whole.

Conflation makes use of algorithms that are able to merge ssimilar geometrical
elements. The algorithms search for identical object structures in two data sets and use
them for an exchange of attributes or for homogenizing geometry (Walter et al., 1999).
This approach is only able to handle data sets that are captured using exactly the same data
structure. Essentially the spatial accuracy of a data set can be improved by stretching the
less accurate data set so that it overlays the more accurate data set. Often the cadastral
framework, that is a Digital Cadastral Database (DCDB), is utilized to control the

®  Data Scrubbi ng is the cleaning up of line work on a plan so as to minimize the effort required to convert features

contained thereon into digital form.



conflation process to ensure that consistency of position is maintained throughout the
Geographic Information System.

Most early DCDB'’s have a spatial error in the vicinity of £3m (The Geospatial
Technology Report, 2000; Land Information New Zealand, 2002a). The accuracy of As-
Built documents, from which most municipal datais acquired®, in particular the earlier
vintages, are at times doubtful, largely because of the methods employed by contractors to
prepare these plans®. Given both factors, it is apparent that many of the features contained
within a dataset do not meet accuracy requirements desirable to Local Government
organizations®.

We are now seeing a move by a number of municipal and national organizations
towards a survey-accurate digital cadastre (AltaLIS Ltd., 2002; Falzon et al., 2001; Survey
Quarterly, 2002). Thiswill allow the custodians of spatial data sets to migrate their existing
DCDB based data to these improved cadastral datasets in order to take advantage of the
increased spatial accuracy.

Asindicated by the Data Accuracy Requirements Survey undertaken for this research
conflation is commonly used to ensure that the relative location of features is maintained.
However, it is unlikely that the positional accuracy of features will in reality match the
accuracy of the upgraded cadastral data; accuracy could deteriorate as a result of
inconsi stencies between the existing DCDB and its upgraded variant.

A question that must therefore be asked is: How can the position of afeature be
reliably captured or upgraded and remain within the accuracy specifications expected by
municipalities? The most reliable method requires the physical location of afeature on the
ground. Personal experience indicates that the primary drawback with thisis that the
physical location of afeature using current survey technology is relatively slow and labour
intensive, and therefore expensive. Field surveys require a number of processing phases to
be performed (capture, conversion, verification) before the information can be used within
a GIS environment. Typically each phase is the responsibility of a different individual.

Experience has shown that if procedures are not clearly defined and well understood

Greater than 50% of data according to the Data Accuracy Requirements Survey undertaken for this research.
Refer to Truebridge Callender Beach Ltd. (1999) for examples of the likely errors obtained from As-Buiilt plans.

6 Refertothe Data Accuracy Requirements Survey undertaken for this research.



by each person involved with the conversion process, and if each person does not have a
good understanding of what the others are doing and the problems that they are
encountering, then errors and/or omissions become regular occurrences. Each individual
clams responsibility for a certain range of tasks. If this resultsin responsibility gaps within
the process, a blame mentality ensues with regards to who should rectify these errors. As
highlighted by Clampitt et al. (2000), this leads to low morale, high turnover,
disorganization, and ultimately, frustration on the part of the client. However, the current
trend within the workplace has been to reduce task fragmentation, foster internal job
mobility and make work groups or teams responsible for the whole activity that is being
performed (Bélanger, J., 2000).

How does thisrelate to Mobile GIS? With a one-stop data acquisition tool the field
operator must take ownership of the whole data acquisition process, thus improving
workflow by removing both duplicated effort and the need to communicate difficulties that
may have been encountered in the field, but may not be obvious to office based colleagues.
Therefore, if traditional data acquisition methods do not meet the accuracy specifications of
municipa organizations, and traditional field survey techniques continue to be an
expensive means of acquiring data, how can data be obtained that meet a user’ s accuracy
requirements at a cost that is not prohibitive?

Thisthesis investigates a distributed Mobile GIS so as to determine its suitability as a
data acquisition tool. The Mobile GIS has been designed around a wearable computer,
which utilizes a multi-modal interface. Speech recognition and Text-to-Speech (TTS)
technol ogies have been combined with the traditional keyboard, mouse, and visual display
unit interface in an effort to create a hands-free computing environment. Wireless
communication has been incorporated to provide increased mobility by allowing the GIS to
be free from location constraints such as physical network connections, and distributed in
the sense that data and/or services may be distributed among a number of computers.

It is anticipated that by mobilizing GIS, inspection and verification of captured data
can be carried out at the same time data is being acquired, rather than sending out
independent field crews to verify the accuracy of the data once it has been processed by



office staff. It is proposed that by implementing a multi-modal interface, auditory
verification of acquired feature attributes will ssimplify the verification process.

It isthe intention of thisthesisto ask if the use of network technologies such as the
Internet and wireless communication, will allow the integration of field and office based
activities thereby providing an opportunity to improve operational productivity in the Asset
Management Arena.

This raises another series of questions. Why Speech Recognition? Why wearable
computers? Why wireless communication? Since the advent of the computer, speech has
been considered to be the most natural means of interacting with computers (Licklider,
1960). Speech recognition has enormous potential for changing and improving our
interaction with computers in a hands-busy, eyes-busy environment (Murray & Jones,
1996; Tyfa & Howes, 2000). Speech enabled computing has been shown to improve
productivity by up to 500% (Datria Systems, 2001) by allowing the operator to access
information while continuing to work rather than having to stop and review maps or
diagrams part way through a process. Wearable computers also provide visual feedback via
head mounted displays while allowing the user to maintain an awareness of their physical
environment, which is expected to trandate into improved safety for the field operator.

The wireless component is the enabling element of a Mobile GIS. Wireless data
access alows users to be more productive by providing access to information they need
wherever they are, and permits information to be disseminated between field operators and
process management personnel with minimal delay. Wireless networks provide the
flexibility and freedom required to seamlessly integrate computing with field-based
activities. As highlighted by Hunt et al. (2001), the elimination of redundant work effort,
the ability to provide real time response to any query while in the field, and improved data
through increased accuracy, are significant benefits in terms of cost reduction afforded by

wirel ess communication.

1.2. AIMSOF THESIS

Aswe currently lack amodel that allows real time mobile access of spatial datain a highly

distributed computing environment, the aim of this research isto investigate the interaction



of Mobile GIS with spatial information in such an environment and the integration and

interoperation of multi-modal interfaces. However before this architecture can make any

contribution within the commercial arena a fundamental question must be answered:
Isa Mobile GIS, that includes speech recognition and wireless
connectivity for real time access to spatial data, a tool capable of
wor king adequately for data acquisition?

This question can be broken down into a series of objectives that will be addressed in the

following chapters:

. To develop an architecture for Mobile GIS, using a wearable computer, based on the
principles of interoperability;

. To investigate whether speech recognition can be used to capture spatial features and
thelr attributes by determining if speech recognition responds with sufficient accuracy
to meet geographic information users' requirements; by ascertaining if speech
recognition responds in atimely manner (less than two seconds) so asto ensure
accuracy of position;

. To investigate the positional accuracy of captured features using different modes of
transportation being standing on a feature while capturing its position, and walking,
cycling and driving over afeature while capturing its position. The goal is to
determine the capabilities of such atool in light of end user requirements relating to
positional accuracy;

. To explore real time access and transmission of spatia information over awireless
communication interface. Thiswill involve the investigation of the current state of
wireless technology, and determination of the volume of data that can be reliably
transmitted within an acceptable time frame.

In order to determine a number of hypotheses developed for this research a Data Accuracy

Requirements Internet Survey (see Appendix A) was created and an email was sent out to a

number of GIS and governmental bulletin boards such as those managed by GITA’,

! Geospatia Information & Technology Association (GITA) is an organization created to provide information

exchange on the use and benefits of geospatia information and technology in telecommunications, infrastructure,
€tc.
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URISA, AURISA® NZ Local Government Online, New Zealand Institute of Surveyors, the
NZ ESRI User Group and the GISList maintained by the GeoCommunity® directing them to
the survey at the beginning of June 2001. The Internet survey format was chosen over more
traditional mail and telephone methods so as to reduce the time required to conduct the
survey and avoid the often error prone and tedious task of data entry (Medin et al., 1999).
The purpose of the survey was to determine: the spatial accuracy needs of end users; data
capture methods; ‘time to use’ requirements and the level of validation of captured data.
The survey was intended for Utility, Local, Provincial and Federal/National Government
GIS project managers.

A review of the organizations to which this survey was directed may imply a heavy
emphasis towards New Zeaand institutions. The New Zealand groups have been included
as this research has been partly funded by the New Zealand Institute of Surveyors, which
necessitates that a New Zealand perspective is obtained to determine/ensure that New
Zealand User requirements are not substantially different from those of North American
users. Nevertheless, both the GIS List and GITA Lists are reported to have in excess of
1400 members registered, which is substantially more than the few hundred people
registered with the New Zealand based groups.

1.3. CONTENTS OF THE THESIS

The thesis consists of atotal of eight chapters. A brief overview of chapters' two to eight
follows.

Chapter two provides an introduction to Mobile GIS. Specifically, it sets out the
requirements for a Mobile GIS application from the perspective of the end user. While the
prototype developed for this thesisis based around a wearable computer, it has been the
intention of this research to develop an architecture that could be transferred to any mobile
platform with a minimum of effort. Current commercial mobile applications are also
reviewed.

AURISA isthe Australian equivaent of URISA, Australian Urban and Regional Information Systems
Association.

The GeoCommunity can be found at http://www.geocomm.conV. It is aweb site specializing in Geographic
Information Systems (GIS), CAD, Mapping, and provides access to data, software and industry news.
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Chapter three discusses the theory behind the speech recognition component. The
chapter reviews design criteria for speech recognition, the limitations of speech recognition
and gives an overview of how speech recognition and text-to-speech works.

Chapter four examines the literature pertaining to Wireless technology and Global
Positioning Systems. The wireless discussion is focussed on technology currently available
to users, while the GPS discussion provides a broad overview of the technology with an
emphasis on Differential GPS and Real-Time Kinematic GPS.

Chapter five describes the Data Model and Server component proposed for the
Mobile GIS. The Client/Server architecture is the major execution model in networking and
distributed systems. It is widely used in the computer industry, ranging from database
access, file and printer sharing, and desktop windowing systems to information resource
sharing. The primary challenge of a Mobile GIS isto create an architecture that can provide
the same functionality no matter what device is being utilized in the field. Interoperability
isdiscussed, asis the Geography Markup Language (GML), being the OpenGI S interface
for spatial data interoperability.

Chapter six describes the Mobile GIS prototype developed for this research,
highlighting the important issues addressed in chapters’ two to five. A GML data model is
developed specifically for a City of Calgary Street Condition Survey.

Chapter seven evaluates the Mobile GIS prototype. Each of the tests performed on the
system are described, as are the acceptance criteria to be used. The first experiment looks at
the viability of speech recognition; the second examines the positional accuracy of captured
features.

Chapter eight serves asto link the earlier chapters and analyzes the process that has
been undertaken in the development of a speech aware mobile GIS application. The chapter
analyzes the questions posed regarding the aims of this thesis and assesses the viability of
the Mobile GIS architecture investigated. The chapter concludes with a discussion of the
mobile GIS prototypes limitations and suggests some areas for further work.
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CHAPTER 2

2. MoBILE COMPUTING AND GIS

This chapter presents an overview of mobile computing with particular reference to its
adaption to Geographic Information Systems (GIS). It commences with an examination of
requirements of more generic business based mobile systems which are then transposed
into a geographical based computing environment.

2.1. THEWORLD OF MOBILE COMPUTING

The desire of the corporate world to search out more economic business processes coupled
with continuous advances in digital communication technology and the proliferation of
portable powerful computers have led to a paradigm shift in the computing arena. Mobile
computing has arisen from this change in the boundaries of traditional computing.

Interest in mobile computing commenced in the early 1990's in an attempt to
facilitate mobile workers by providing them with access to corporate databases via a laptop
and modem. The primary business case drivers for mobile computing applications has been
(and will likely continue to be) increased employee productivity; faster decision-making;
reduced operational expenses; improved customer service; and streamlined data
maintenance (Wilson, 1998).

This mode of computing activity isintrinsically different from more traditional
activities that use laptop computers, which tend to support a stationary work environment at
different locations. To expand this concept further, mobile computing is the use of
computing devices - which usually interact in some fashion with a central information
system — at some distance from the normal, fixed workplace. Mobile computing technology
enables the mobile worker to: create, access, process, store, and communicate information
without being constrained to a single location (Zimmerman, 1999). Therefore we could say
that mobile computing is about alowing people to get the information and data they want
without being constrained by place, and that it is somewhat of an umbrellaterm to describe
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technologies that enable people to access information and data via network services -
anyplace, anytime, and anywhere.

As such, mobile computing must be viewed as a combination of three important and
related properties. computation, communication and mobility. Computation includes the
computing devices at either end of the network, which together provide the necessary
processing power; communication systems include the different wireless and wired
networks that link the computing devices; and mobility is an aspect of user behaviour (Liu
et al., 1995).

Mobile computing is synonymous with ubiquitous computing, a concept first
advanced by scientists at Xerox Corporation's Palo Alto Research Centre in the mid 1980's.
They believed that people live through their practices and tacit knowledge so that the most
powerful things are those that are effectively invisible when in use (Wieser, 2000a). It isfor
this reason that one of the principal concepts of mobile computing must be to make the
computer, and its applications, so imbedded in our everyday practices that we use them
without even thinking about them.

According to Weiser (1991), if computing is to become truly ubiquitous, three
prerequisites must be met: computers must be small, inexpensive, low-powered and contain
convenient displays, the network that supports ubiquitous computing must be robust and
efficient; and there must be an adequate number of software systems that support
ubiquitous applications. It is abundantly clear that in order for mobile computing to become
imbedded in our everyday work practices, it too must fulfil all of Weiser’s conditions.

So what exists today that may allow us to meet these requirements? Computing
devices that fall into this criteria are collectively known as Personal Digital Assistants
(PDA’s) and Handheld Personal Computers (H/PCs or Palmtops), which include devices
such as the Palm Pilot, Psion, Win CEs devices and Smart Telephones. Although other
mobile computers such as Pen Tablets, Ruggedized and Wearable computers may not meet
the cost criteria, these devices pack more storage and computing punch (Jonas et al., 2000).
What is significant about these devicesisthat they differ substantially from traditional
desktop or workstation computing devices.
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True mobility requires wireless communication, such as aradio or infrared
connection. These communication technologies provide greater convenience in terms of
mobility as shown by the rapid adoption (by police departments in particular) of mobile
radio systems soon after the invention of radio or wireless communication systems
(Yacoub, 1993). However, while mobile wireless technology has existed for over 100
years™, it does have some drawbacks; wireless networks are costly, they have limited
bandwidth and provide alower quality connection to wired networks, with additional
interference (Lo et al., 2000). Consequently, disconnection, whether intentional or not,
occurs occasionally. This limits the communicationcapabilities of the mobile device.

So what is different about mobile computing? Isit only the size of the computer and
the manner and speed with which bits are transported? In an effort to answer this question
Satyanarayanan (1996) defined four characteristics that are intrinsic to mobile computing
devices:
= While mobile devices will improve in terms of absolute ability, they will always be

resource poor relative to their desktop cousins,

. Mobility isinherently hazardous, because mobile computers are more vulnerable to
damage, loss or theft;

= Mobile connectivity is highly variable in terms of performance and reliability. Some
buildings may offer reliable, high bandwidth wireless connectivity, while others may
only offer low bandwidth connectivity. Outdoors, the mobile device may have to rely
on low bandwidth networks that are not contiguous; and

. Mobile devices rely on afinite energy source. While battery technology will
undoubtedly improve over time, the need to be sensitive to power consumption will
not diminish.

Together, these constraints complicate the design of mobile applications. They
require that the software design process for mobile devices must consider the resource
limitations of the device within which the application is to be run. Of primary concern are

19 1n 1895, Italian inventor Guglielmo Marconi built the first wireless radio equipment and transmitted electrical

signals through the air from one end of his house to the other, and then from the house to the garden (National
Inventor Hall of Fame, 2001), and before the turn of the century he established the first mobile radio link between
aland based station and a tugboat, over a 30 kilometre (18 mile) path (Y acoub, 1993).
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the unique operating system environments such as Palm, Enabling the Provision of Open
Courseware (EPOC), Java 2 Micro Edition (2ME) and Windows CE; limited on-board
memory; lower processor speeds and lack of storage space. It also requires that software
include only those functions that are necessary for the task to be performed so asto
conserve computing resources and extend battery life.

2.2. MoBILE COMPUTING BENEFITS

Aswith any new technology, the benefits of mobile computing can be classified into two
categories — tangible and intangible. Tangible benefits are those benefits that can be more
readily identified and are capable of being appraised in terms of an approximate value,
typically money saved. Many mobile computing applications involve automating sales,
improving customer service or gaining a competitive advantage - al of which are are
intangible benefits that tend to be difficult to quantify.

The savings that result from staff reductions are probably the most obvious economic
benefit associated with mobile computing. Mobile computing can lead to increased
individual productivity, increased sales, more service calls and less time spent on
administrative work, all of which can ultimately translate into areduction in total time
required to complete an activity (Intel Corporation, 2001; Mobilelnfo.com, 2001c;
Zimmerman, 1999).

The capacity for mobile computing to improve field user’s access to information is a
result of improved information flow both to and from central information systems brought
about via the use of wireless networks. This ability to access centralized information and
make queries of corporate databases enables employees to get the information they need to
complete projects without having to return to the office for data that was either not
anticipated prior to commencing an activity or had been left behind by mistake. The mobile
computer also enables transmission (or uploading) of current operational data from the
mobile device to a central information system. Once uploaded, the data can be processed,
and made available for all other users who have access to the central server. Thus, the
information available to a mobile user reflects current information from other mobile users
aswell. In essence, mobile computing eliminates the delay that occurs when an employee
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must physically return to the office at the end of the day and submit paper forms so that
data entry personnel can enter the information into the central information system.

Even employees who are not continuously connected to the server viaawireless link
should experience improved information accessibility through mobile computing (Drinnan,
2002). [One phone call at the end of the day from the mobile user, viamodem, isal that is
required to transmit the entire day's transactions to a server, saving travel and data entry
time (Dhawan, 1997)]. Additionally, any scheduling or assignment changes for the mobile
employee for the following day can be transmitted to the employee during the same phone
cal.

In connected or weakly connected (intermittent connection) modes of operation, this
means that mobile employees may be contacted throughout the workday via the mobile
computing device. Additionally, it means that the employee has access to other mobile
employees via email or other messaging schemes.

The direct measurable results of improved information accessibility - both to and
from the mobile worker - are many. They include: improved customer service (Spencer,
2001); reduced cycletimes — datais available as soon as it is acquired; greater accuracy;
fewer complaints; and a reduction in required intermediate support staff (data entry staff are
not required, for example, due to the implementation of a mobile computing system for the
City of Calgary Street Department’ s annual Road Condition Survey. This would remove
approximately 110 man days to manually enter survey data (Interview with Mr. Bernie
Adams, City of Calgary Street Department)). Improved information accessibility can also
support many other improvements such as: elimination of extratravel; and a reduction of
selling times (Dhawan, 1997).

Mobile computing enables improvements in the operational efficiency of
organizations that integrate the technology into their fixed information systems (Hunt et al.,
2001). It enables the computing power and information contained within the fixed
information system to be structured around the optimum work flow of a mobile worker,
instead of altering the mobile worker's work flow to meet an optimum configuration for
computing. The mobile computer stays with the mobile employee, instead of the employee

being required to travel to the computer.
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As an aside, individuals who use mobile devices, unconnected, wired or wireless,
have also found that the benefits of accessing all their applications while on the move
exceed the ergonomic shortcomings of small keyboards, small screens, short battery life,
and variable access to network connections (Francis, 1997; Datria Systems, 2001; Hunt et
al., 2001).

2.3. MOBILE GEOGRAPHIC INFORMATION SYSTEMS

With the convergence of powerful inexpensive hardware, standardized communication
protocols and innovative software, it is now becoming possible to deploy GIS functionality
in a mobile computing environment. Leading the mobile GIS movement are utility and
infrastructure organizations (Wilson, 1998). However, GIS applications are only just
starting to reach mainstream field operations. The slow implementation of field based GIS
relative to other types of mobile business systems s primarily because they tend to be large
and complex, and are often difficult to implement in the office let done in the field, where
the integration of different technologies compounds the problem. Nevertheless, by
introducing GIS applications into the field, more meaningful information can be put in the
hands of field persona. By empowering field personal with the responsibility of data
acquisition, editing and verification, mobile GIS applications have the capability of
bringing field and office activities into a collaborative environment that will further
improve productivity, reduce costs and minimize project completion timeframes (Weber,
2000).

At the heart of mobile computing lies a need to deliver intelligence to the field to
improve productivity and provide a competitive edge in the marketplace (Wilson, 2000). In
order for amobile GIS to be successful it must emulate existing field practices and
eliminate repetitive time-consuming tasks, because the purpose of a mobile GIS should be
to streamline work processes. Given that field crews traditionally have little computer
training (Wilson, 1998), in order to minimize the leap from paper based processes to
computer-based applications, mobile applications must be intuitive and transparent; the

invisible servant.



17

2.4. MoBILE GIS COMPONENTS

The core components of a mobile GIS are the same as those found in more generic mobile
business systems. There are three fundamental components (Mobilelnfo.com, 2001b):
hardware, software and the wireless network, which connects the mobile deviceto a
centralized data repository.

The hardware component consists of the mobile device; a suitably configured
wireless modem; a Web Server with wireless support, i.e., aWAP Gateway, a
Communications Server and/or a Mobile Communications Server Switch so that the mobile
device can communicate with the Internet or an Intranet; and an application or database
server that contains application logic and databases.

The software component includes the mobile device operating system (Windows
98/2000/NT, PAlmOS, Win CE, EPOC, etc.); the mobile application user interface, which
may be run through an Internet browser or microbrowser depending on the mobile device;
application server and/or database server software; application middleware if the mobile
device needs to communicate with legacy (predecessor) systems or web-based application
servers; and wireless middleware that links multiple types of wireless networks to
application servers.

The wireless network component may be either a private network such as that used
by law enforcement or emergency services, or a public shared network that is provided by
Canadian telephony organizations such as Bell Mobility, Telus Mobility, Roger'sAT&T,
Cityfone or Microcell. Connectivity to wired networks or wireless LANs may also be
included depending on the requirements of the mobile application.

Although most currently installed field GI S systems use Windows based software
running on notebook or pen-based PC’ s (Wilson, 2000), there is a trend to more innovative
end-to-end business solutions that include work management systems (WMYS), customer
information systems (CIS), and GIS mapping and query tools, all based around thin
clients™; wireless connectivity; and mobile integration. Wilson (2000) reports that

™ n client/server applications, athin client is designed to be especially small as the bulk of data processing occurs

on the server, as opposed to fat clients which are designed to perform a considerable amount of data processing.
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ruggedized notebooks (a computer strengthened for better resistance to wear, stress, and
abuse) and pen based PCs have not been the most ideal computing solutions for field
systems. They may be portable, but they are still heavy, cumbersome and expensive.
Conventional wisdom holds that field-computing applications require a different breed of
hardware (Wilson, 2000). These systems are used in conjunction with difficult tasks, often
requiring heavy physical labour, and they must be able to withstand exposure to rain, snow,
mud, dirt and extreme temperatures. While cost and convenience make devices such asa
PDA or Palmtop attractive alternatives, their limitations in terms of disk space, memory

and battery capacity can impose considerable restrictions on mobile applications.

2.5. WEARABLE COMPUTERS

An dternative to either the PDA or ruggedized classes of computersis the wearable
computer. In order to convey how a wearable computer differs from a PDA or Palmtop, a
more specific definition is that wearable computers have many of the following
characteristics (Rhodes, 1997):

. Portable while operational: The most distinguishing feature of awearable computer is
that it can be used while walking or otherwise moving around. This distinguishes
wearable computers from both desktop and laptop computers.

. Hands-free use: Military and industrial applications for wearable computers
emphasi ze their hands-free aspect, and concentrate on speech input and heads-up
display or voice output. Other wearable computers might aso use chording-
keyboards, dials, and joysticks to minimize typing. This distinguishes wearable
computers from desktop computers, laptops and PDA'’s.

. Sensors. In addition to user-inputs, a wearable computer should connect to
components such as wireless modems, GPS recievers, digital cameras, and
microphones.

. Proactive: A wearable computer should be able to convey information to its user even
when not actively being used. For example, the computer should be able to
communicate that a new email has arrived and who the email is from.
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. Always on, always running: By default a wearable computer is always on and
working. Thisis opposed to the normal use of PDAS, which sit in one's pocket and
are only woken up when atask needs to be done.

With wearable computers the information flow from human to computer, and
computer to human, runs continuously to provide a constant user interface (Mann, 1998).
Wearable computers are by their nature highly portable, but their main distinguishing
feature is that they are designed to be usable at any time with the minimum amount of cost
or distraction from the wearer's primary task, i.e., work or recreation. Traditional
computing paradigms are based on the notion that computing is the primary task. Wearable
computing, however, is based on the notion that computing is not the primary task. A
wearable computer user's primary task is to perform a specific function within their
environment while the computer works in a secondary support role providing information

necessary for the user to fulfil their function (Man, 1998).

2.6. WEARABLE COMPUTING BENEFITS

Wearable computers typically use sophisticated voice recognition technology, with
headset-mounted communication and display capabilities, eliminating the need for
keyboards or other interface devices. This means that by speaking into a microphone,
information can be accessed and presented on a lightweight, heads-up display.
Traditionally, when field crews require access to information they must stop what they are
doing and reference hardcopy drawings and/or manuals. This method of accessing
information reduces their productivity. Conversely, speech enabled computing can improve
productivity by allowing the operator to access information while continuing to work.
Speech enabled computing also adds significant value when atask involves walking and
manoeuvring in tight spaces, using tools and ultimately using a computer to complete the
task. This saves time and increases productivity by allowing information to be accessed
while the user continues to work uninterrupted.

Hands-free operation may reduce data entry and retrieval times while on the move. It
also allows information processing to occur at the same time - and in the same place - as
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the task itself. Thisresultsin faster, more accurate data capture, thereby allowing
information to be made available when and where it is needed.

Xybernaut offers a wearable computer that weighs 1.5 kilograms and can be strapped
to abelt or vest. With virtual-screen eyepieces or pen screens that attach to the wrist,
Xybernaut provides flexibility over conventiona handheld computers. When compared to
larger conventional |aptops, or pen computers, the wearable computer represents the
difference between atoolbox and atool belt. All the information traditionally found at a
computer terminal, on paper maps and plans or microfiche, such as infrastructure records,
manuals, codes of practice, can reside in this belt-on computer. Its lightweight modular
design allows the physical configuration of the computer to be worn in the most
comfortable, and efficient manner. Xybernaut’s Mobile Assistant IV (MA V) is powered
by a 233 MHz Pentium MM X processor and can have up to 160MB of memory and 8GB of
hard disk storage installed. The use of commercial technology and widely used industry
standards such as the PCMCIA interface means the MA IV provides virtual plug and play
capabilities for upgrades and enhancements (Xybernaut, 2001).

Workers who use wearable computers must deal with the overhead of amore
complex operating system and interface. However, these devices pack more storage and
computing power punch. From a safety perspective when comparing wearable computers
with traditional computing paradigms, an added benefit of wearable computersisthat a
speech enabled computing application alows the user to maintain an awareness of their
physical environment while focusing their attention on atask in their virtual environment.
If the user is suddenly confronted by an adverse situation, they can quickly switch their
concentration to the physical environment, ignoring the virtual. However it should aso be
kept in mind that recent studies such as those performed by Strayer et al., (2001) have
provided evidence which shows that those engaged in phone conversations missed twice as
many simulated traffic signals as when they were not talking on the phone, and that they
took longer to react to the signals that they did detect. Is talking on the phone any different
than talking to a computer in terms of user safety?

PDA technology has yet to be speech enabled, largely due to the limited resources
maintained by these devices. Therefore when operating in a mobile capacity one hand is
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needed to hold the PDA, the other hand manipulates the pen for scrolling, and both eyes are
focused downward at the screen, thus increasing the likelihood of operator injury. With
respect to traditional laptops and ruggedized computers that could incorporate speech
recognition, they still require the user to use both hands to either hold the computer and/or
manipulate a pen while both eyes are focused downward at the screen, which could
compromise the user’s safety.

2.7. FEATURES OF A MOBILE GISAPPLICATION

It is clear that mobile devices differ considerably from traditional desktop computers. They
are produced in awider array of forms and processor types. Screen sizes vary dramatically
as do input methods. Most mobile devices are limited by disk space, memory and battery
capacity, which can impose considerabl e restrictions on mobile applications, and the most
significant difference is the labyrinth of connectivity options - dial-up, wireless, LAN,
docking, and the Internet.

But what of mobile software applications? Is there a need to develop a new software
engineering paradigm that will better serve the needs of mobile GIS and the myriad of
mobile computing devices? Fundamentally, software engineering is about building special
kinds of machines that can be installed within a computer to interact with the external
world of the user in order that the user may perform a set of defined functions (Ostroff,
2000). The software process model commences with an activity, or function, ina
recognized application domain, which is refined into a conceptual model that describes a
solution for the activity. The conceptual model is then transformed into aformal model that
defines what the software isto do, and that can be validated against the user’ s requirements.
Thisis, in essence, an extension of the traditional waterfall model, i.e., the problem-solving
paradigm, the first step of which isto decide what is to be done. Once the objectives have
been determined, we next must decide how to achieve them. Thisis followed by a step in
which we do it, whatever it was determined to be. We must then test the result to see if we
have accomplished our objective. Finally we use what we have done (Blum, 1992).

Based on this development process, it would gppear that we can continue with current
software engineering methods. However, the mobile workforce is a new class of user that
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may have little computing experience, which in itself can present major challengesin

retraining as they leap from paper to new sophisticated applications that are often based on

new or reworked fieldwork processes (Wilson, 1998). Mobile workers are accustomed to
working in rugged, and often remote areas, where wireless coverage may be intermittent.

These factors require that software applications should be designed to cope with awide

range of working environments. The software should provide the user with the ability to

gather information, execute functional activities specific to their job, provide quick access
to external data, update the data stored on the mobile device, and synchronize the data with
the external datasets. The application should be able to be used while in motion; it should
also be uncomplicated to learn; and easy to customize, and facilitate self-reliance.

Other desirable features of a software application could include:

. Support for open standards — full support for open standards will reduce future
application dependencies when any changes are required as the needs of the users
mature;

. Support for a large number of users— the application must be able to handle alarge
number of users concurrently;

. Ability to work on-line and off — the application must allow users to work either off-
line or on-line, which means that the mobile device must be provided with facilities
to manage a subset of any database being used while the user is working off-line.
This means that synchronization capabilities must be implemented in order that
master databases can be easily updated,;

. Support for awide variety of networks - the application should be provided with the
capability of working over various communications networks, such as Internet, dial-
up, wireless or serial connections;

. Multi-functional — the application should support local and central database query, as
well as the synchronization of information and two-way messaging;

. Integration with other applications - the application must be able to seamlessly
integrate with existing information systems, without requiring any changes to be
made; and
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. Security — the application must support standard network security mechanisms that
provide full authentication and security for access to the device as well as the
network.

Given these features, mobile software applications should al'so embody Schumacher’s
Dictum®?, Small is Beautiful. A minimalist approach should be applied when developing
the base application, as the more specific an application, the less likely it isto be
overloaded with tools that are not utilized in day to day operations. Software flexible
enough to meet a multitude of application needs will only tie up valuable resourcesin
computing devices such as PDA's that are already resource-scarce.

A preferred implementation methodology is to integrate specific data acquisition,
mapping and spatial analysis tools into applications packages or components that are only
loaded on as as-required basis. When used this way, the tools will disappear as a separate
program and emerge as functions in a broader system (MapFrame, 1998).

To summarize, a mobile application should help a mobile user to automate their
entire workflow and improve their efficiency. The application solution should automate
manual processes, and at the same time, eliminate redundant processes. However, amobile
GIS application should also support a number of primary and subordinate functions.
Primary functions should include activities such as mapping and navigation (zoom and
pan), data collection, query, update and transmission, remote data and component access
(wireless), location determination (GPS), coordinate transformations, and speech to text
capabilities.

A mobile application needs to offer functionality in a ssmple package, with the most
important requirement being that the application should be able to work in the same
environment that a prospective field user is currently working in. We can therefore refine
the components of a mobile system so that it will function in a GI S based work
environment (see Table 2-1). The three components of a mobile system remain unchanged;
however there are two additions to the elements of the hardware and software components.

2 Small is Beautiful isacommonly sited contraction of thetitle of E. F. Schumacher’s 1973 book titled “Small is
Beautiful: Economics asif People Mattered” in which Schumacher challenges the doctrine of economic,
technological, and scientific specialization and proposes a system for Intermediate Technology, based on smaller
working units, co-operative ownership, and regional workplaces using local labour and resources.
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First, by adopting a wearable computing environment speech recognition technology must
logically be included in the software component. Second, because position is of paramount
importance in a GIS environment, a Global Positioning System (GPS) device should aso
be included as part of the standard hardware configuration.

Table 2-1: Mobile GIS Components

Hardware Components Software Components Wireless Components

Wear able Computer, Windows 98 Operating Public shared network that is
Wireless Modem, System, provided by organizations
Web Server with wireless Mobile GIS application, such as Bell Mobility, Telus
support, i.e.,, a Wireless Application server and Mobility, Roger’s AT&T,
Gateway, a Communications  database server software, Cityfone, Fido or Microcell.
Server and/or a Mobile Wireless middleware, Connection capabilities to
Communications Server Soeech Recognition software.  wired networks or wireless
Switch, LANSs.

An application/database
server,
GPS

2.8. EXISTING MOBILE APPLICATIONS

As of June 2001, there were a number of mobile applications on the market designed
specificaly for PDA's or handheld PCs. In terms of GIS functionality, ESRI's ArcPad and
AutoDesk's OnSite are typical examples of mobile GIS applications, however other
organi zations such as Maplnfo (MapinHand), Tadpole-Cartesia (Conic GIS), and GE
SmallWorld have also launched mobile GIS products. There is also a group of mobile
applications such as Datria's VoCarta Field, iMeadon's iM:Field and iM:Collect, and
PointBase's Mobile Edition that provide database management facilities for mobile devices.
However, these latter systems do not provide any GIS functionality.

The general purpose of each of these applicationsis to allow mobile users access to
corporate databases while on the move, and to improve field user’s efficiency by providing
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the user with up-to-date information, and with facilities to update external databases while
in the field. A number of applications including those listed above are briefly reviewed in
Appendix B to provide ageneral indication of the present status of mobile applications that
arerelated to GIS.

2.9. SUMMARY

To conclude this chapter on mobile computing it is evident that this form of computing is
significantly different from typical computing environments and that these differences
complicate the development of an effective mobile solution. Mobile computing must allow
the user to access, create and communicate information regardliess of where the user is
required to work. Although there are a number of mobile devices currently available, the
majority of these devices do not pack sufficient computing punch to be able to perform the
tasks necessary of amobile GIS application. In essence this lack of computing performance
requires that we revisit development problems which have, of recent times, generally been
disregarded thanks to Moore's Law™ and the explosion in computing power, capacity and
performance. The desire for maximum computing power is the reason that the use of
wearable computers is being investigated as an alternative mobile device.

Within the world of mobile computing it has been widely reported that the capacity
for mobile computing to improve field user’s access to information is aresult of improved
information flow both to and from central information systems. The ability to make the
computer fit the function, rather than the reverse, allows the user to get on with the task at
hand rather than requiring the user to function in a stop start manner as they alternate
between their two work environments.

It has al'so been shown that the core components of a mobile GIS are the same as
those found in more generic mobile business systems with the addition of a map viewer
with certain GIS capabilities required by the user and GPS to determine location. As such,

we are seeing an explosion of mobile applications for geographic information.

3 1n 1965 Gordon Moore predicted that the number of transistors on a chip would double every 18 months, i.e., the

speed and power of computers double every 18 months.
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CHAPTER 3

3. SPEECH RECOGNITION

This chapter summarizes the recent literature describing how and why speech recognition,
works, what the limitations of speech recognition are, and what should be done to

maximize recognition accuracy.

3.1. SPEECH TECHNOLOGY

Speech recognition is an intuitively appealing computer input mode, because it is the most
natural means of interacting with computers (Licklider, 1960). However, adoption of the
technology has been slow. Speech recognition systems are probabilistic in nature and
therefore subject to misinterpretation. The Achilles heel of such systemsis the rate of
errors and lack of graceful error handling (Oviatt et al., 1998). Although speech technology
often performs adequately in idealized conditions, current estimates indicate a 20%-50%
decrease in recognition rates when speech recognition isimplemented in a natural field
environment (Oviatt, 2000). One of the difficulties faced by speech recognition developers
isthat speech engines are designed and trained in a controlled environment, whereas natural
spoken language often departs from the training data, resulting in recognition errors. To
compound this problem, field environments usually involve variable noise levels in that
background noise may be relatively quiet at one moment and then relatively noisy the next,
thus increasing the computing demands of the speech engine asiit tries to recognize spoken
commands; multitasking in that the user may be concentrating on other tasks at the same
time as operating the computer; increased cognitive load as aresult of multitasking; and
human performance errors, or unconscious mistakes that occur from time to time (Gong,
1995).

Oviatt (2000) reports that during field use, two main problems contribute to the
degradation of system accuracy. The first is environmental noise, which contaminates the
speech signal, making it more difficult to process. The second problem is that people speak
differently in noisy environments.
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White noise (constant background noise) sources can be modeled by a speech engine
at the commencement of a session and this allows the speech engine to effectively remove
the noise from the speech signal. However, many noises in the natural environment are not
constant; they can change abruptly or may involve variable phase in/phase out noise
(frequency shift) as a user moves past a source. These noise sources cannot always be
anticipated or modeled.

When in noisy environments speakers automatically increase the volume of their
speech, they tend to speak more slowly, and they may also change the pitch of their speech.
Thisiscalled the “Lombard effect” (Junqua, 1993). The Lombard effect is reflexive, and as
such, difficult to suppress. While it makes speech more understandable to the human ear,
speech recognition tends to degrade due to the increased departure from training data
obtained in a quiet environment.

3.2. WHY SPEECH RECOGNITION?

Traditionally, when field crews require access to information they must reference hardcopy
drawings or manuals. This method of accessing information reduces their productivity.
Conversely, speech-enabled computing offers the opportunity to improve productivity by
allowing the operator to access the information while continuing to work. It is also
generaly accepted that speech enabled computing may find a useful role in hands-busy,
eyes-busy situations (Murray et al., 1996) such as activities that involve walking and
manoeuvring in tight spaces, using tools and using a computer.

Speech technology, particularly speech command technology, has been shown to
enhance data input and improve quality control (Pray et al., 1998) by allowing the user to
immediately review the acquired data. An example of the interaction between the user and
a speech enabled mobile device could progress as follows. User: “Defect Type: Ravelling”;
Computer: “Defect Type: Rippling”; User: “Correct Defect Type: Ravelling”; Computer:
“Corrected to: Defect Type: Ravelling”.

As can be seen from the example, it is anticipated that a speech enabled device can
provide an interface that is ssmple to use. By utilizing commands that the user is familiar
with, the transition from traditional paper based processes to computerized processing can
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be simplified significantly, allowing the user to get on with the work at hand rather than
becoming frustrated with the device and ultimately contributing to low user adoption of the
system. As reported by Hamel (2002) following an analysis of 1450 public and private GIS
implementations across North America, one of the four primary causes of GIS
implementation failure was alack of user participation and/or adoption of the GIS.

One of the reasons for speech recognition technology’ s allure in hands-busy, eyes-
busy environmentsisits ability to receive natural instructions which would otherwise
require a number of manual processesin order to complete the same task (Tyfaet al.,
2000). For example with speech recognition we can instruct the computer to open a
particular database with the command “Open Road Database”, whereas on typical
Windows® based programs we would have to navigate through a series of menus and
possibly directoriesin order to locate and open the Road Database. In effect speech
recognition capability can provide a shorter transaction cycle than keyboard or mouse based
commands, allowing the computer to appear to respond more effectively to the user.

3.3. SPEECH INTERFACE CONSIDERATIONS

Murray et al. (1996) have identified a number of factors that affect the usability of speech
recognition systems. The first is that speech recognition is probabilistic by nature, in that
recognition is determined by statistical analysis, and as such it is inevitable that
misrecognitions will occur. The difficulty is that users must learn to contend with this type
of error, which would not otherwise occur in a more traditional computing environment
(e.g. keyboard and/or mouse). A hands-busy, eyes-busy environment will require that user
interacts with the system entirely verbally, or with limited prompts and feedback. Finaly,
users are likely to have speech habits that are deeply ingrained, and which may not be
wholly appropriate to speech recognition technology. It is therefore important that the
design of a speech interface takes into consideration these factors in order to diminish their
effects.

The principles of Graphical User Interface (GUI) design have been well established,
in particular by the Windows® operating system. By maintaining consistency in design,

developers can help speed the acceptance of an application, as basic features often remain
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constant among diverse applications. However, speech recognition interface design is still
searching for a design standard. As a starting point, the presence of a voice interface should
be immediately obvious at al times (Microsoft Corporation,, 2002a); thisis typically done
by having a“What can | say” window always open. Commercia speech recognition
development organizations such as SmartSoft, Lernout & Hauspies, IBM, and Microsoft
are now standardizing core features of their speech applications. These include control of
user profiles, vocabularies, microphone status, and help information. As with a GUI,
maintaining consistency among applications will help to promote the overal usability of
speech applications.

Most applications fall somewhere among simple command driven applications, large
vocabulary dictation systems, and data entry systems that utilize arelatively small and well
defined vocabulary. It isthis last class of speech recognition applications that is of most
interest to this research. In these systems limited word-sets, called a grammar, are used to
enhance speech recognition performance. As you move from one window to another within
an application, different grammars become active, thereby minimizing the number of words
that must be recognized at any one time and reducing the probability of misrecognition (see
section 3.7.5 for more details). Another advantage of multiple grammars is that words that
are acoustically similar can coexist in avocabulary provided they are in separate grammars.
However, as reported by Jones et al. (1992) the use of multiple grammars can introduce the
possibility of the user losing track of which grammar is actually active, resulting in what
can amount to a crashed application as the user no longer knows which command to issue
in order to proceed.

Error correction is an essential feature of interface design. Jones et al. (1992) have
identified four possible types of errors that may occur in a speech recognition application.
Routines should be developed to handle: substitution errors when the speech recognition
engine wrongly identifies aword that has been spoken correctly; insertion errors where an
unrelated sound (a cough, the banging of adoor, etc.) is matched to an active grammar;
rejection errors when the speech recognition fails to respond to an utterance; and user errors
when the user’ s input or response is inappropriate to the task being performed. In general,
routines should allow for immediate correction and/or backtracking with selective editing.
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Research by Microsoft Corporation, (2002a) has found that in order for speech
recognition applications to be adopted by users, error correction should reflect how errors
are handled in areal application environment, much like that encountered when talking to a
(human) customer services agent. For example, have the application say, “I’m sorry” after
the first misrecognition. The assumption being that it was a recognition error caused by the
person speaking too soon and that the command would be recognized the second timeif it
was repeated. If the application doesn't understand again, the system could say, “Sorry,
could you please rephrase that”, in the event that they're talking out of grammar and they
need to issue a different command. The third time, the application could say, “I’m having
trouble understanding you. Try speaking clearly please”. This serves two purposes, the
application is trying to correct the problem and to appear cooperative. This type of
interaction is best determined by undertaking a usability study to determine how people talk
in the particular environment for which an application is being devel oped.

Consideration must also be given to other types of human-computer interaction
(Jones et al., 1992). Currently, interaction with a computer is via visual aids on the
computer screen, whether it be the use of a mouse, or an assistant such as Clipit, the
Microsoft Office helper. However, if it is accepted that speech recognition is most
advantageous in hands-busy, eyes-busy situations then an alternative method of
communication must be provided between the user and the computer. The logical means of
communication could take place in the auditory domain, as all commercial speech engines
provide features that convert text to speech. Jones et al. (1992) also reports that the use of
visual aids as an appropriate medium when using a wearable computer with a head
mounted display. Appropriately sized text, possibly with animation, helps to draw the
users attention away from what ever their current task isin order to convey a message or
notify the user that something is required.

Speech recognition is not a replacement for the keyboard and mouse. In some, but not
al circumstances, it is a better input device than either the keyboard or mouse. However,
speech recognition is an ineffective pointing device (Haller et al., 1984), just as the mouse
makes aterrible text entry device. Generally speaking, every feature in an application
should be accessible from all input devices, keyboard, mouse, and speech recognition
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(Dragon Systems, 1999). Users will naturally use whichever input mechanism provides
them the quickest or easiest access to the feature.

The number of voice commands that must be recognized at any given time can be
significant. Therefore, to assist the user in locating the correct command, Dragon Systems
(1999) suggests that an application prompt the user for the most common voice responses
through visual aids or text-to-speech. For example, the application could say, “Do you want
to save thefile? Say Yes or No”. If the application does not recognize a command, it can
also provide more extensive help. For example, “'Please say either Yesor No, or say
“Help” if you need more help”. Both Dragon (1999) and Microsoft (2002a) recommend
that whenever a voice command is spoken, the application must provide feedback to the

user indicating that the command was understood and acted upon.

3.4. SPEECH RECOGNITION LIMITATIONS

The most commonly cited limitations to the adoption of speech recognition include
physical difficulties from speaking continuously, and disruption caused by environmental
noise, including other people speaking within the vicinity of a speech recognition user.
There are also more subtle difficulties that arise when using speech recognition as a means
of interacting with a computer. Shneiderman (2000) reports that the emotive content of
natural speech, which is conveyed by prosody (defined as the pacing, intonation, and
amplitude of spoken language), while important with respect to human-human interaction,
can be disruptive to human-computer interaction. At present, commercial speech
recognition software has no means of being able to adjust to the users mood. Hence the
emotive content of natural speech isnot only lost on the computer, it also does not match
the way a user typically speaks during a training session in which they read a script to the
computer.

Shneiderman (2000) also highlights cognitive difficulties. Their research has found
that cognitive resources available for problem solving and recall are limited when speech
input/output consumes short-term working memory. Basically, the portion of the brain that
stores temporary information and solves problems aso supports speaking and listening.
Thisiswhy tough problems are best solved in quiet environments. However, because
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physical activity is handled in another part of the brain, people can perform physical
activities at the same time as solving problems. In short, Shneiderman says that humans
speak and walk easily but find it more difficult to speak and think at the sametime. Ina
computing perspective, humans find it easier to type and think at the same time than they
do to speak and think.

Of the more typical sources of error the microphone is considered to be the primary
source of recognition errors. Of the many microphones currently available, the headset, or
boom microphone, is most commonly used for speech recognition, but it must be located in
the correct position (Dragon Systems, 1999, Microsoft Corporation,, 2000;
Microspeech.com, 2002), about a thumb width from the corner of the users' mouth. By
placing the microphone close to the mouth background noise can be minimized. Most
speech engines available today include microphone wizards, which help the user to position
the microphone correctly and make sure it is working properly.

An dternative to the boom microphone is a throat microphone which sits on the neck
below the larynx and produces a signal related to vocal fold vibrations and sound pressure
in the trachea (Askenfelt, 1980). The advantage of throat microphones, according to
Askenfelt (1980) is that they are not significantly affected by environmental noise because
the microphone isin direct contact with the neck.

Speech recognition engines are designed to “hear”. Therefore background noise can
sometimes be interpreted by the speech engine as words. There are a number of methods
that can be employed so that these types of errors are minimised (Microsoft Corporation,,
2002b; Dragon Systems, 1999). Commands can be implemented to put the microphone to
slegp when not in use; or the computer can be given a name that the user must say prior to
speaking a command, so that the computer knowsiit is hearing a valid command; or the
computer can verify every command with the user, so that if the user does not confirm the
command within a certain time then the computer will not act upon it.

The final major limitation regarding speech recognition is computer hardware.
Speech recognition USENET groups such as comp.speech.users currently recommend a
Pentium® |11 600 MHz processor, 384 MB of Ram, and an operating system such as
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Microsoft® Windows® 2000 Professional to ensure that adequate performance is achieved.
For more details regarding hardware requirements refer to Appendix C.

3.5. COMMERCIAL SPEECH ENGINES

At present there are a number of speech recognition applications available on the market.
From areview of computing magazines there are three recommended commercial products
being Dragon NaturallySpeaking 6, which is now being offered by ScanSoft; IBM’s
ViaVoice 9.0; and Lernout & Hauspies Voice Xpress Professional 5. Of these three
products Dragon NaturallySpeaking and ViaV oice appear to be the best performers, with
accuracy results ranging from 95% to 98% according to reviews undertaken by PC
Magazine and CNet.com (Keizer, 2002; Alwang, 2000, Alwang, 2002a and 2002b). All
three devel opers produce Software Development Kits (SDK), which can be used to extend
their speech application software. In general the SDK's contain both ActiveX® controls and
SAPI (Speech Application Programming Interface) methods for speech recognition, text-to-
speech and telephony applications. Speech recognition engines are improving significantly
from year to year. PC Magazine reports that the error rate is currently being halved each
year (Jecker, 1999).

3.6. COMMAND AND CONTROL SPEECH RECOGNITION

Command and Control speech recognition alows the user to speak aword, phrase, or
sentence from alist of phrases, and then has the computer perform atask related to the
command. For example, a user might instruct the computer to add a new layer to a map
view, zoom to afeature, or pan by issuing the following spoken commands, “Add Layer”,
“Zoomin”, or “Pan”. In general, Command and Control recognition should be
implemented to make an application easier to use; to make features in an application easier
to get to; or, to make the application more redlistic to use (Murray et al., 1996; Microsoft
Corporation, 2002b).

Command and Control recognition is typically used to provide answers to questions;
activate macros; access large lists; prompt the user for required information; and facilitate
hands free computing (Dragon Systems, 1999). Many database applications implement



command and control functionality as a means of speeding up data entry as it is much
easier for usersto read data to the computer. Thisis particularly successful in situations
where the data being entered is limited to predefined lists. When a database contains fields
that are mutually exclusive, that is each attribute used in a database is unique,
implementation of Command and Control recognition can remove the need for a particular
data field to bein “focus’** in order for it to be popul ated. The speech engine simply

“hears’ the command and automatically determines which field the attribute belongs to.

3.6.1. Command and Control Grammar

Prior to a Command and Control recognizer “listening” for commands it must be provided
with agrammar, or list of commands, to listen for. If the user speaks a command as written
in the grammar supplied to the recognizer, very few errors will be generated. However, if
the user diverges from the grammar supplied to the recognizer, for example by saying “add
atheme” instead of “add alayer”, and the computer thinks that it has recognized avalid
command then there is a good chance that the computer may hear “close window”. If a
command is not issued correctly the recognition engine can not make a reasoned guess as to
what the command should have been. Hence if the speech recognition engine does
recognize an incorrect command, the probability of the engine recognizing the correct
(intended) command is low. In order to minimize command recognition errors every
endeavour should be made to implement commands that are intuitive to users. Lists of
available commands should aso be readily accessible from anywhere in the application.

Recognition can be improved if each of the commands sounds different. Generally,
the more phonemes (a single distinctive speech sound) that differ between two commands
the greater the likelihood of them sounding different to the computer™. See Appendix D for
asummary of English phonemes.

Typicaly, speech engines cannot tell who is speaking, nor can they detect multiple

14
15

A window, form, or database field isin “focus’ when it is the active control.

For example, “no” (phonetic spelling: \'nO\; phoneme representation: N OW; phoneme symbols: 33,35) and
“go” (phonetic spelling: \'gO\; phoneme representation: G OW; phoneme symbols: 25,35) only differ by one
phoneme, and are more likely to be mixed up than would commands such as “no way” (phonetic spelling: \'nO\
\‘'wA\; phoneme representation: N OW W AE; phoneme symbols: 33,35,46,11) and “go there” (phonetic
spelling: \'gO\ \'[th]ar\; phoneme representation G OW TH AA R; phoneme symbols: 25,35,42,10,38).
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speakers. Speakers with accents or who speak in non-standard dialects will obtain a higher
proportion of recognition errors. Research indicates that multiple speakers, and speakers
with accents, etc., will observe a 10% to 50% decrease in recognition rates (Babin, 1999).
In order to minimize these sources of errors, training of the speech recognition engine
should be undertaken by all users.

3.6.2. Text-to-Speech

Text-to-speech is a process through which text is rendered as digital audio and then
“gpoken” by the computer. Most text-to-speech engines can be categorized by the method
that they use to translate phonemes into audible sound. Typical methods include (Microsoft
Corporation,, 1998):

1. Concatenated Word: Thisis the most commonly used text-to-speech system. In a
concatenated word engine, the application provides recordings for phrases and
individual words that are pasted together in order to speak a sentence or phrase;

2. Synthesis: The text-to-speech engine generates sounds similar to those created by the
human vocal cords and applies various filters to change the sound of the speaker.

3. Subword Concatenation: A text-to-speech engine links short digital-audio segments
together and performs inter-segment smoothing to produce a continuous sound. In
diphone concatenation, each segment consists of two phonemes, one that leads into the
sound and one that finishes the sound.

Text-to-speech is used to communicate information to the user when digital audio

recordings become inadequate due to the size of audio recordings, the high cost of

obtaining recordings, or when the application does not know what information isto be
communicated to the user. Text-to-speech is useful for phrases that vary too much to record
and store using all possible alternatives; for proofreading or verification; notifying the user

of events; and providing audible feedback (Microsoft Corporation, 1998).

While text-to-speech engines perform adequately when “speaking” individual words,
they can become difficult to listen to when long passages are spoken. Thisis generally
because text-to-speech engines till lack realistic human prosody.



3.7. How SPEECH RECOGNITION WORKS

Speech recognition consists of five broad processes'® as depicted in Figure 3-1 below,

being the issue of acommand by the user; the capture of the sound waves by the
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microphone; the conversion of sound waves into digital form; the transformation of digital

audio from a sound card into the frequency domain so as to obtain a better acoustic

representation, thereby making it easier to determine the phonemes that have been spoken,

which is followed by a statistical matching of recognized phonemes with a grammar that

has been supplied to the recognizer creating the spoken words; and finally a speech-aware

application process the recognized words and performs some function.

3.7.1. Transformation to Pulse Code Modulation (PCM) Digital Audio

Microphones convert sound waves into a series of electronic pulses which are transformed

into PCM digital audio. Initsraw form PCM digital audio is not particularly useful asitis

very difficult to identify patterns that can be matched to what has actually been spoken. To
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This discussion on the workings of Speech Recognition and Text-to-Speech has been summarized from

documentation provided with Microsoft’s Software Development Kit. Microsoft’s methodology has been
reviewed as all speech recognition software that has been investigated as part of this research essentially
enhances the Microsoft Speech Recognition Engine that is shipped with Microsoft Operating Systems.
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make pattern recognition easier, the PCM digital audio is transformed into the “frequency
domain” using a band limited Fast-Fourier Transform (FFT). The FFT isaclass of
algorithms that computes the magnitude and phase of energy versus frequency for a given
signal. A FFT does this by assuming the time domain signal is composed of a sum of
sinusoids of various frequencies. The algorithm computes the amplitude of each of these
sinusoids and the result is plotted as magnitude versus frequency (Lathi, 1992). Figure 3-2
depicts this process. By converting the signal to the frequency domain it is possible to
identify the frequency components of a sound and therefore approximate how a person may
hear the sound (Microsoft Corporation, 1998).

A sound card such as the SoundBlaster Live series will typically sample an audio
stream anywhere between 4,000 and 48,000 times per second (SoundBlaster.com, 2002). In
order to reduce processing time, a FFT samples the PCM audio stream every 1/100" of a
second and converts the audio data into the frequency domain. The results from the FFT are
often displayed in the form of a graph of the amplitudes of frequency components, which
describe the sound heard for that 1/100" of a second (see Figure 3-2).

The speech recognizer contains a database, or codebook, of graphs that identify
different types of sounds the human voice can make. The sound is identified by matching it
to its closest entry in the codebook and producing a set of “feature numbers’ that describes
the sound. Normally, multiple feature numbers are required to describe each graph obtained

from the Fast Fourier Transform.
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3.7.2. Determination of Phonemes

|deally, each feature number obtained from the FFT process would be matched to a
phoneme, however this rarely occurs. It is very difficult for a speaker to produce exactly the
same sound for a phoneme each time it is spoken, or background noise can vary resulting in
the microphone hearing a different sound for the same phoneme, or the sound of a phoneme
can change depending on what phonemes are either side of it, and the sound produced by a
phoneme is seldom constant from beginning to end.

Background noise and speaker variation problems are resolved by allowing a feature
number to be used to describe more than one phoneme. The spoken phoneme is then
recognized using statistical modeling. Statistical analysis is possible because a phoneme
often lasts for 50 to 100 feature numbers, and it is likely that one or more sounds are
predominant during the time that can be used to predict the phoneme spoken. The speech
recognizer must also determine where one phoneme ends and the next starts; thisis solved
using Hidden Markov Models"’. Tri-phones are used by speech recognition engines to
determine a phoneme that differsin sound because of the phonemes that surround it. A tri-
phone is a phoneme in the context of surrounding phonemes. There are approximately 50
phonemes in the English language, which equate to around 125,000 tri-phones. If all tri-
phones were included in an analysis then application performance would suffer, therefore
similar tri-phones are grouped together. To get around the problem of a phoneme sound not
being constant, speech recognition engines subdivide each phoneme into a number of
segments called senones. The process of recognizing senones is the same as that used by a
Speech recognizer to identify phonemes.

Determination of a phoneme by a speech recognizer works by hypothesizing a
number of different states at once. Each state contains a phoneme with a history of previous
phonemes. The state with the highest score (statistically most likely state) is used as the

final recognized phoneme.

Y The Hidden Markov Model is afinite set of states, each of which is associated with a probability distribution.

Transitions among the states are governed by a set of probabilities called transition probabilities. In a particular
state an outcome or observation can be generated, according to the associated probability distribution. It is only
the outcome, not the state, that is visible to an external observer, as such states are “hidden” to the outside; hence
the name Hidden Markov Model (Duran. 1997).
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3.7.3. Word Recognition

Once al phonemes have been identified they are compared against a dictionary of
pronunciations to determine the word that was spoken. However, if aword is not
pronounced as described in the dictionary it is probable that no match will be found, or the
recognizer may select an incorrect word.

By reducing the size of avocabulary the number of hypothesis that need to be
generated to determine aword are greatly reduced. For example a 10-word vocabulary may
only require 10 hypotheses, whereas a vocabulary of 60,000 words will require
significantly more hypotheses, the number of which may increase considerably as
additional phonemes are recognised.

3.7.4. Vocabularies and Templates

The words that a discrete speech recognition engine resolves are its vocabulary. A
vocabulary consists of one or more templates for each word in the vocabulary. In speech
recognition, atemplate is a pattern that can be used to identify or match to a speaker’s
pronunciation of aword. When a speech recognition engine tries to resolve a word, it
compares the audio input stream to its templates until it finds a match or determines that no
match is available. If a match is found the engine notifies the application that a speech
command is recognized.

Templates may be speaker-independent in that they contain multiple pronunciations
of aword or phrase, and require no user training; or they may be speaker-dependant, in
which case atemplate uses a single pronunciation for each word or phrase. Pronunciations
are trained by the user to improve recognition rates. Speaker-independent applications are
used extensively for automated telephony purposes where the user (caller) is unknown.
These applications require anticipating the varied responses to a question or system prompt.
For example, if an application needs to be able to decipher an affirmative or negative
response, the vocabulary might include “yes’, “sure”, “yep”, and “OK” for an affirmative
response and “no” or “nope”’ for a negative response. Many speaker-independent

applications are field-driven. That is, the application will “anticipate” certain vocabulary



40

only when a particular field has been activated, or knows that a particular word can only
belong to one field, negating the need for a particular field to be in focus prior to populating
it with data.

In the Street Condition Survey application created for this research the user need only
say the phrase “ Defect rippling” to populate the defect field regardless of the actual field
that isin focus. By limiting the number of acceptable values for this field, accuracy and
computing efficiency are maximized. By utilizing unique commands, these inputs are not
acceptable in any other field, minimizing the risk that they will be inserted in the wrong

place by accident.

3.7.5. Grammar

A grammar is a subset of the available vocabulary that contains only the words used by a
portion of the application. A grammar is normally created to avoid comparing a spoken
command to all the words in speech applications vocabulary. When a user moves from one
application context to another, the active grammar changes to the commands required for
the new context. Managing grammars efficiently makes speech-enabled applications easier
to use and speech recognition more accurate as the smaller the active grammar, the better
the speech recognition. The active grammar consists of global command grammar and
application command grammar. As the name implies global command grammar is
continually active. It provides quick access to often used applications and system controls,
such as“Zoom In” and “Identify feature’.

Microsoft Corporation, (1998) recommends a number of guidelines with respect to
the selection of a grammar to ensure that speech recognition works effectively. Firstly the
grammar should be consistent with the domain that an application is being developed for.
Use words that are intuitive, and that identify the task that the application is to perform.
The number of commands that can be issued for a particular view should be limited where
possible, and they should be easy to remember. Avoid commands that sound alike, as this
may result in false matches, and use the vocabulary supplied with the speech recognition

engine.
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3.8. How TEXT-TO-SPEECH (TTS) WORKS

The TTS engine takes text input from an application and synthesizes speech output. It then
sends the speech output to the speakers. An application communicates with the voice-text
object to provide TTS codes, as well as control codes that adjust speed, pitch, or cadence of
the text spoken. The voice-text object controls the TTS engine that sends synthesized
speech output to speakers. If you create a TTS notification sink, the voice text object can
also send detailed information to your application about the timing of the text as played.
Figure 3-3 illustrates abasic TTS system.

V oice responses that use recorded human speech phrases and/or units produce a more
natural human sound, but require alarge amount of memory to store recorded voice
vocabulary. Reducing the size of the voice vocabulary reduces the memory needed, but it
also limits the number of available responses. V oice responses that are computer-generated
use the same phonemes that a speech recognition engine searches for. Computer-generated
text-to-speech does not sound as life-like as recorded human speech. However, memory

and vocabulary limitations are removed.

Text-to-Speech Voice-Text Text-to-Speech Sound
Application Object Engine Card

1 [

Speakers

Do vou wi.‘,h.‘_’. le»

to quut?
Text-to-Speech  Voice-Text The Text-to-  Sound Card Speaker emits

Application Object Speech engine converts the audio

processes provides the produces synthesized

words as text TTS engine synthesized  speech into

input with TTS and speech for WAV {ormat

prosody output to and passes it

codes speakers to the
speakers

Figure 3-3: Text to Speech Processing
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3.8.1. Text to Speech Processing

Text-to-speech converts text into PCM digital audio by performing text normalization,
homograph disambiguation'®, word pronunciation, prosody and concatenation of wave
segments. Text normalization converts text into a series of spoken words. That is, a string
such as “Do you wish to quit?’ is converted to “Do”, “you”, “wish”, “to”, “quit” along with
flags to indicate punctuation. The text is then scanned for numbers, times, dates and
symbols that need to be converted to words, i.e., “$54.32" is converted to “fifty four dollars
and thirty two cents’. Lastly abbreviations are located and converted based upon a database
of abbreviations contained in the Text-to-Speech engine. Once the text has been normalized
and simplified into words it is parsed to a homograph disambiguation module.

Text-to-speech engines typically have a number of methods that are used to establish
asingle semantic or grammatical interpretation of a pronunciation. The most robust method
isto determine the context of the text and select the pronunciation accordingly. Thisis
generally carried out by looking at the word endings or by looking the word up in the text-
to-speech lexicon. Once the homographs have been disambiguated they are parsed to a
word pronunciation module.

The pronunciation model converts the text to a sequence of phonemes by looking the
word up in apronunciation lexicon, or if the word is not there, by using “letter to sound”
rules built into the text-to-speech engine. A “letter to sound” algorithm segments a word
into phonemes by determining which letters produce which sound, then the phonemes are
matched to phonemes contained in the text-to-speech engine lexicon. The lexicon
phonemes have sounds associated with them from which words can be assembled. Often
combinations of adjacent phonemes will be required to determine which lexicon phoneme
should be used. This process can pronounce any word, even if it is not included in the
training set supplied with the text-to-speech engine. Once word pronunciations have been

generated they are parsed to the prosody module.

18 Homograph disambiguation is the determination of a single semantic, or grammatical, interpretation of aword

that is spelt similarly to another but is different in meaning, or derivation, or pronunciation. For example the
word “read” may be pronounced \'rEd\ asin “I would like to read abook”, or \'red\ asin “| have aready read
that book” (Merriam-Webster's On-Line Collegiate Dictionary, http://www.m-w.com/cgi-bin/dictionary ).
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Without prosody, text-to-speech sounds very robotic. Usualy the prosody module
will identify the beginning and end of a sentence so that pauses can be placed between
sentences. In spoken English, pitch tends to fall near the end of a statement and rise for a
guestion. Volume and speed tend to be higher when a person starts speaking and falls off
towards the end. By locating the start and end of sentences these features can be built into
the generated speech. Algorithms are then used to try and determine which words are
important so that they can be emphasized. The output from the prosody module isalist of
phonemes with the pitch, duration, and volume for each phoneme.

The final stage isto convert the list of phonemes with the pitch, duration, and volume
for each phoneme into digital audio. The creation of digital audio is typically generated by
concatenating recordings of phonemes. The difficulty with this process is that volume and
pitch can vary significantly from one phoneme to the next resulting in noticeable changes,
although these glitches can be minimised by blending the pitch and volume at the end of a
phoneme so that it matches the start of the next. Once the digital audio segments have been
concatenated they are parsed to the sound card.

3.9. SUMMARY

Speech technology, particularly speech command technology, has been shown in studies by
Jones et al. (1992) and Murray et al. (1996) to enhance data input and improve quality
control by allowing the user to immediately review the acquired data via text-to-speech
functionality. However, speech recognition complicates application development as user
interface rules are, as yet, poorly defined. One of the major issues with speech recognition
technology is that speech recognition engines are designed to “hear”. Oviatt (2000) has
shown that this design constraint can lead to a reduction in performance, particularly in
high noise environments such as those found in urban street environments.

Managing grammars efficiently makes speech-enabled applications easier to use and
Speech recognition more accurate as the smaller the active grammar, the better the speech
recognition. This facility can be implemented through the use of individual grammar sets
that only function in specific parts of an application.



CHAPTER 4

4. WIRELESS AND GPS COMPONENTS

This chapter briefly summarizes the literature on the other major components to be
integrated when developing a mobile GIS application. Firstly, we look at the state of
wireless technology currently available to an organization or individual user. Itisan
overview of the various systems that could be implemented by a prospective devel oper.
Next, areview of GPS s presented with particular emphasis on Differential and Real-Time
Kinematic modes of GPS being the most appropriate means of determining location for this

research.

4.1. WIRELESS COMMUNICATION

Access to data via a wireless connection allows users to be more productive by allowing
them to get the information they need wherever they are, and disseminate information
between field operators and process management personnel. Wireless networks provide the
flexibility and freedom required to seamlessly integrate computing with field-based
activities.

Ideally, a mobile device should be able to select the network (LAN, the Internet, PCS,
satellite, etc.) that best meets the user’ s requirements (Liu, 1995). However, anumber of
difficulties need to be overcome if wireless networks for mobile users are to prompt more
extensive use. Firstly channel capacity normally available in wireless networksis
considerably less than that which is available in wired networks due to the limited spectrum
available, power restrictions and poorer signal to noise ratios. Secondly, security is of
greater concern in awireless network than in awired network, as information is transmitted
through space (Varshiney, 2000).

Performance and interoperability of wireless networks are also affected by the Media
Access Control (MAC) utilised by a network. As yet no agreement has been reached
between different carriers. The MAC protocols used in Cellular and PCS systems in the US
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and Europe differ considerably. The US standards use FDMA™ (in Advanced Mobile
Phone Service (AMPS)), TDMA? (in Personal Communication Systems (PCS)), and
CDMA?! (1S-95), while Global Systems for Mobile (GSM) uses TDMA/FDMA over
different frequencies (Varshiney, 2000).

While wireless technology is the communication means of choice for this research,
this section is but an overview of the networks that are currently in use or are being
implemented at this time. Although a number of networks do exist today, most users are not
given agreat deal of choice as to which network they can use. For example, at the time of
purchasing equipment for this research (October 2001), the only way in Albertato use a
wireless network as a means of communication in the field was via a wireless handset
connected to a computer using a serial cable. This was not feasible due to the wearable
computer only having one serial port (required for the GPS). Therefore, the only other
means of communication was viaa Cellular Digital Packet Data (CDPD) PC card. It should
be noted that Novatel Wireless now (as of May 2002) supports awireless PC card, the
Wireless Merlin G100 PC Card®.

4.2. OVERVIEW OF TERRESTRIAL WIRELESS TECHNOLOGIES

The wireless field has amassed decades of diverse research activities from the earliest
experiments with radio waves to the recent inception of 3G wireless protocols. Currently
the wireless industry and academia are concentrating efforts in developing 3G technologies
that promise an increase in performance over first and second-generation standards that are
in use today, in terms of both data transfer speed and user capacity. The following section
presents an overview of pre-3G standards.

4.2.1. AMPS/CDPD

Advance Mobile Phone Service is afirst-generation cellular telephone system standard that

¥ n Frequency-Division Multiple Access (FDMA) protocol the spectrum is divided into sub bands and each sub

band constitutes of a channel which can be dedicated to a particular user.

In Time-Division Multiple Access (TDMA) protocol, timeis divided into dots and these are clustered into
frames. Each dot is dedicated to a particular user.

In Code-Division Multiple Access (CDMA) protocol, different terminals transmit with different codes. Hence, a
receiver tuned to the code of one specific transmission will interpret other transmissions as noise.

See http://www.novatelwirel ess.com/support/support_merlinG100.html for details (accessed 12 May 2002).
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was developed by Bell Labsand AT& T during thel970's and 1980’'s. This anal og-based
system uses frequency bands around 800 - 900 MHz with channel bandwidth of 30 kHz
(Lucent Technologies, 2002). Cellular Digital Packet Data (CDPD) is a packet-switched®
data service that uses the existing AMPS network to transmit data at a rate of 19.2 kbps.
CDPD supports network applications based on the Transmission Control Protocol/Internet
Protocol (TCP/IP) and Connectionless Network Protocol (CLNP). CDPD provides a peer
network (adirect computer to computer link) extension to existing data communications
network. It isdesigned to operate as atransparent overlay on the AMPS system (Budka,
1997).

4.2.2. GSM

Global System for Mobile is a second-generation standard for cellular telephone systems
that was devel oped to replace disparate first-generation European cellular systems (GSM
World, 2002). The primary data service GSM offers today is circuit-switched® that
provides data rates up to 14.4 kbps. A new higher-speed alternative service, called High-
Speed Circuit-Switched Data (HSCSD), offers download speeds of up to 42.3 kbps and
upload speeds up to 14 kbps by combining two to four of the six time dots in each frame.
This service is available from operators such as Orange in the Switzerland, SmarTone in
Hong Kong and Sonera Corp. in Finland (GSM World, 2002a). Most operators are not
pursuing HSCSD and are instead awaiting the 2.5G technology called General Packet
Radio Service (GPRS) (Rysavy, 1999).

GPRS is an | P-based packet, data only, system recently activated in Canada that has a
maximum theoretical rate of greater than 171.2 kbps using al six time slots, but service
providers will likely limit GPRS to two or three dots, giving speeds between 28 kbps and
56 kbps on downloads (Buckingham, 2000). GPRS service in Canadais currently provided
by Microcell and Rogers AT& T for most metropolitan areas. For example in Alberta,

2 Packet switches take a user's data stream, break it down into smaller segments, called packets, add network

control information, and then transmit the packets through the network in bursts. Packet switches do not require
dedicated paths over which the data must travel, unlike the more common circuit switched service.

Circuit switching provides a physical, dedicated path -- called adot -- for acall when it goes through the
switching matrix. Because this path is dedicated to the call, no other callers can use that switch path until the call
is ended.

24
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GPRS serviceis available in Calgary, Edmonton, Okotoks, Banff and along Highway 2
between Calgary and Edmonton. Local service is provided by Fido using the Merlin G100
PC card.

A new radio interface, called Enhanced Data Rates for Global Evolution (EDGE),
will theoretically propel GPRS to rates of 384 kbps under optimum radio conditions.
EDGE, compared with GPRS, will be a costly upgrade for operators as they will need to
replace 30kHz Base Station Radios to support the 200kHz data Channel required by EDGE.
It is anticipated that many operators will leapfrog EDGE and go directly to 3G systems
(Rysavy, 1999; LaForge, 2001). As yet EDGE has not been implemented in North

America®.

4.2.3. 1S-54/1S-136

Developed in the United States, the 1S-54 standard uses Time Division Multiple Access.
The IS-136 TDMA air interface standard is a further development of 1S-54 and is specified
as a PCS technology for both the cellular (850 MHz) and PCS (1.9 GHz) spectrums. The
peak datarate for a circuited-switched |S-136 connection is 9.6 kbps (Sollenberger et al .,
1999). Because of its similarity to GSM, 1S-136 can incorporate the EDGE interface that
will theoretically boost the data rate to 384 kbps.

4.24. CDMA

The Code Division Multiple Access Digital Cellular Standard was first commercially
deployed in 1995 (Qualcomm, 2002). Today, CDMA networks are based on 1S-95, a
standard offering circuit-switched data up to 9.6 kbps. Operators in Japan and Korea have
adopted an enhanced version of the standard, 1S-95B, which increases data rates to around
64 kbps and is packet-based. CDMA is a spread spectrum technology in that its intended
signal is spread over a bandwidth significantly in excess of the minimum bandwidth
required to transmit the signal (Y acoub, 1993). A standard call starts at 9.6kbpsand is

% According to correspondence with Ms. Geena Cabasug, Marketing Administrator for 3SGAmerica, an

organization that represents operators and vendors in the Americas for the following wireless technologies -
TDMA, GSM, GPRS, EDGE, and UMTS (WCDMA) http://www.3gamericas.org/
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spread and transmitted at 1.2Mbps. When the signal is received it is returned to a bit rate of
9.6kbps (CDG.org, 2002).

4.3. WIRELESS SUMMARY

Most of the Canadian wireless telephony providers (Bell, Fido, Rogers AT& T, and Telus
Mobility) offer PCS service which is a combination of AMPS and CDMA. Fido isthe only
Canadian operator of GSM services. All Canadian wireless providers except Fido support
existing CDPD networks. CDPD networks continue to remain alogical choice for wireless
data transmission as data transfer rates are in the same range, or better than other competing
wireless technologies and CDPD use is generally charged using a flat monthly rate, as
opposed to atime or packet based rate. Other notable data networks currently in the
marketplace are the 800 MHz DataTAC® network and the 900 MHz Mobitex network?®.

Fido and TELUS Mobility are the only wireless communication providers currently
available in Alberta. TELUS Mobility offers PCS services through PCS Online networks
and TDMA (iDEN) services through MIKE Online. However, these are Dial-Up services,
which implement circuit switched data transfer. Therefore the system acts essentially asa
cellular phone. In order to use either the MIKE or PCS network with a computer the system
requires a serial cable that connects your computer to a MIKE or PCS phone.

TELUS Mobility implemented an enhanced voice/data network in the spring of 2002.
The serviceis called Velocity Wireless and operates on their national 1X network. Velocity
Wireless is based on CDMA technology. It is reported that 1X can provide maximum data
transfer speeds of 144kbps, with a normal transfer rate in the range of 40 to 60kbps. The
network is accessible viaa Sierra AirCard® 555 network card (Telus Mobility, 2002). This
upgrade should not be confused with stage one of cdma2000 deployment which also uses
the acronym 1X to indicate the use of one 1.25MHz channel as opposed to the second
phase implementation of cdma2000, which isto use three 1.25MHz channels and goes by
the acronym 3X.

Digital wireless coverage in Albertais restricted to Calgary, Edmonton, Banff and

% DataTAC and Mobitex are packet-switched, narrowband PCS networks operated in Canada by Bell Mobility

and Roger's AT& T respectively, specifically for Research in Motion (RIM) products.
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Highway 2 between Calgary and Edmonton. Both Telus and Fido report coverage isto be
extended to include the Trans-Canada Highway between Calgary and Banff. There are now
a number of wireless PC Card modems that may be plugged into a mobile device, which
can be utilized in conjunction with either the TELUS Mobility or the Fido wireless
network. The vast mgjority offer transmission speeds of 9.6Kbps or 19.2Kbps.

To conclude, CDPD services continue to remain a viable candidate for the near
future. Because of the widespread use of CDPD and the recent uncertainty in the
telecommunications sector it is likely to be maintained by service providers for some time.
CDPD provides the ability to connect directly to the Internet viathe TCP/IP protocol. This
simplifies Internet based application development by allowing the developer to open a
Windows socket on both the client and server and then to pass information between them
without having to worry about the underlying carrier technology that isbeing used. In
addition, applications developed using the TCP/IP architecture will be extensible as the
proposed 2.5 and 3G telecommunication technologies all maintain TCP/IP layers within the
communication stack.

Table 4-1 summarizes system parameters for different terrestrial wireless

technologies available now or currently under development in North America.

Table 4-1: Terrestrial Wireless Technologies

Wireless Method Data Rate Availability | Channel Frequency Band
Bandwidth

CDPD (AMPS) 19.2 kbps Now 30 kHz 800-900 MHz

GSM Circuit-switched | 9.6 to 14.4 kbps | Now 30 kHz 900 MHz

GSMI HSCSD 28.8t0 56 kbps | Not yet 200 kHz 900 MHz

General Packet Radio | 171.2 kbps Now 200 kHz 900 MHz

Service (GPRS

Enhanced Date Rates to 384 kbps Not yet 200 kHz 900 MHz

for GSV Evolution

|S136 Circuit-switched | 9.6 kibps Now 30 kHz 900 MHz

CDMA Circuit-switched | 9.6/14.4 kbps Now 1.25MHz | 900 MHZ/1.9 GHz
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4.4, GLOBAL POSITIONING SYSTEMS

The Navigation Satellite Timing and Ranging (NAVSTAR) Global Positioning System
(GPS) achieved itsinitial operating capability in December 1993 (Leick, 1995)*'. The
system is funded and controlled by the U. S. Department of Defense. While the system was
designed for the U. S. military, GPS has grown in popularity.

GPS was concelved as an all-weather ranging system from known positions of
satellites in space to unknown positions on land, sea, or in space (Hofmann-Wellenhof et
al., 1997). A total of 24 satellites, or Space Vehicles (SV's), make up the GPS operational
constellation, which orbit the earth in approximately 12 hours. The satellites have nearly
circular orbits with an altitude of approximately 20,200km. The constellation consists of six
orbital planes equally spaced 60 degrees apart, with an inclination of fifty-five degrees with
respect to the equatorial plane and four SV’s in each plane. There are also four active spare
satellites which will be used to replace any malfunctioning SV. This constellation typically
provides the user with at least SV’ svisible above a 15° elevation at any time of day, from
any point on the earth.

The satellite orbits are observed by a monitoring network of five Monitor Stations
around the world, with the Master Control facility located at Schriever Air Force Base
(formerly Falcon AFB) in Colorado. These monitor stations measure signals from the SV's
which are then incorporated into orbital models for each satellites. The Master Control
facility collects this tracking data and computes precise orbital data (ephemeris) and SV
clock corrections for each satellite. The Master Control station then passes this data to three
Ground Control Stations which upload the ephemeris and clock datato the SV’s, whichin
turn transmit subsets of the orbital ephemeris datato GPS receivers over radio signals.

Each SV transmits two microwave carrier signals known as L1 and L2. Both signals
are derived from a fundamental frequency (fo) of 10.23 MHz. The L1 signal is obtained by
multiplying fo by 154 to obtain a frequency of 1575.42 MHz; L2 is obtained by multiplying
fo by 120 to give afrequency of 1227.60 MHz.

2" This discussion on Global Positi oning Systemsis an overview of the technology as described in the texts by

Leick (1995) and Hofmann-Wellenhof et al. (1997).
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Three binary codes are applied to a GPS signal to shift the L1 and/or L2 carrier
phase. These are the Coarse Acquisition code (C/A), the Precision code (P-Code) and a
Navigation message. The C/A Code (Coarse Acquisition), which has a frequency of fo/10,
modulates the L1 carrier phase. The C/A codeis arepeating 1.023 MHz Pseudo Random
Noise (PRN) Code and has a code length of 1023 bits. There is a different C/A code for
each SV, which isused to identify a satellite. The C/A code that modulatesthe L1 is
designated as the Standard Positioning Service (SPS) signal. The P-Code, designated as the
Precise Positioning Service (PPS) modulates both the L1 and L2 carrier. The P-Code has a
frequency of fo and is repeated approximately once every 266.4 days. In the Anti-spoofing®™
(AS) mode of operation, the P-Code is encrypted into the Y-Code by performing a modulo
2 sum® of the P-Code and the encrypting W-Code. The encrypted Y-Code requires a
classified AS Module for each receiver channel and can only be used by authorized users
who have access to the cryptographic keys. The P (Y)-Code is the basis for the PPS. The
Navigation Message modulates both the L1-C/A code signal and the L2 signal. The
Navigation Message is a 50 Hz signal consisting of atotal of 1,500 data bits that describe
the GPS satellite orbits, clock corrections, and other system parameters. In genera a
receiver requires at least 30 seconds to lock on to a satellite in order to receive the
navigation message.

GPS recelvers convert SV signals into position, velocity, and time estimates. Four
satellites are required to compute the antenna position and receiver clock error. GPS
observables are pseudo-ranges derived from code or carrier phase measurements. In
differential mode the accuracy of code ranges are at the metre level, whereas the accuracy
of carrier phasesis at the millimetre level. For this reason carrier-phase tracking of GPS
signals is the method of choice within the land surveying profession. L1 and L2 carrier
cycles have awavelength of “ 19 and ™ 24.4 centimetres. If tracked and measured these
carrier signals can provide ranging measurements with high relative accuracies under
special circumstances. Tracking carrier phase signals provides no time of transmission

2 Anti-spoofing is ameans of denying civilian users full use of the system. When activated the P-Code is

encrypted to al but authorized users.
Modulo 2 sum is the equivalent of an “exclusive or” operator (XOR). It yields true if exactly one (but not both)
of two conditionsistrue, i.e., “T” XOR“T” =“F’" and“T” XOR“F’' =“T"

29
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information. The carrier signals, while modulated with time tagged binary codes, carry no
time-tags that distinguish one cycle from another. As such, the measurements used in
carrier phase tracking are differences in carrier phase cycles (Integer Ambiguity) and
fractions of cycles over time.

4.4.1. GPS Error Sources

Although Selective Availability™ has been removed from the GPS signal, there are still
several errorsthat affect GPS accuracy. These errors can be categorized into three main
groups. The first consists of satellite-induced errors, which include satellite clock
inaccuracies and ephemeris errors. The second group consist of atmospheric induced errors,
which include ionosphere and troposphere anomalies. The final sources of errors are
receiver related and include receiver clock inaccuracies, antenna phase centre variation,
receiver noise and environment errors generated by multipath conditions.

Systematic induced errors such as those related to the clock and ephemeris are
relatively consistent and long term, but environmental errors can occur at any time, and are
generaly inconsistent and difficult to accurately predict or model. The systematic errors
can be modeled and included in the observation equations as additional terms. Systematic
errors can also be eliminated by appropriate combinations of observables. Differencing
between receivers eliminates satellite specific errors, and differencing between satellites
eliminates receiver based errors. As such double-differenced pseudo-ranges are generally
free of systematic errors originating from satellites and receivers. However, with respect to
atmospheric based errors we can assume that these are removed if thereislittle spatial
decorrelation along the baseline. In addition, ionospheric errors caused by refraction of the
GPS signal as it passes through the ionosphere can be minimized by observing the effect of
the ionosphere on the code pseudo-ranges with respect to the carrier phase pseudo-ranges.
Carrier phase pseudo-ranges tend to be measured short compared to the geometric range
between a satellite and receiver, and code pseudo-ranges tend to be measured long. The
difference is generally the same in both cases. The best means of minimizing multipath
errorsisto avoid, as far as possible, reflecting surfaces in the neighbourhood of the

0 Selective Availability was a variable error that was purposely added to the GPS signals by the US Military to

reduce its accuracy
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receivers and by utilizing GPS receivers that feature multipath rejection algorithms.

The configuration of satellites ensures that the relative position of one satellite to
another on a different orbital plane is changing constantly. GPS determines positions
through trilateration techniques by determining distances between a GPS receiver antenna
and the orbiting satellites. As such, the configuration, or geometric shape formed by the
satellites affects how well positions can be determined in much the same way as it affects
positional accuracy in traditional triangulation techniques. Therefore consideration must
also be given to the configuration of satellites during an observation session in order to
minimize positional errors. Satellite configuration is described by the Dilution of Precision
(DOP), which is the mathematical representation of the quality of GPS data being received
from satellites. DOP is mainly controlled by the number of visible satellites and their
relative positions in the sky. The most commonly used dilution of precision is Position
Dilution of Precision (PDOP), which is the combination of Horizontal Dilution of Precision
(HDOP) and Vertical Dilution of Precision (VDOP). A PDOP value of 1 indicates an
optimum satellite constellation and good quality data. Data quality decreases as PDOP
increases (Dana, 1999).

4.4.2. Differentia GPS

Differential GPS (DGPS) corrects bias errors at an unknown location (Rover) with
measured bias errors at a known position (Base). DGPS assumes that the two receivers
being utilized are fairly close to each other; say within 20 to 30 kilometres (Denys, 2002).
The signals that reach both of them will therefore have traveled through virtually the same
dlice of atmosphere, and should therefore have virtually the same atmospheric errors. By
observing the same satellites at both the Base and the Rover positions, clock errors will be
substantially eliminated and ephemeris errors will be mitigated. Both the Base and the
Rover must track at least four common satellites simultaneously.

The Base station receives the same GPS signals as the roving receiver but instead of
working like anormal GPS receiver it resolves the equations backwards. Rather than using
timing signals to calculate its position, it uses its known position to calculate timing. It
determines what the travel time of the GPS signals should be, and compares it with what
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they actually are. The difference is the pseudo-range correction. In addition the Base also
calculates pseudo-range rate corrections. The Base receiver calculates these values for all
satellitesin view, as it does not know which satellites the Rover can see, and sends the
correction information to the Rover viatelemetry, normally using the Radio Technical
Commission for Maritime Services 104 (RTCM-104) standard. The Rover then makes the
appropriate adjustments to the timing of each signal received from a satellite in its view that
isincluded in the correction list received from the Base station. Positions with sub-
decimetre relative accuracy are then calculated based on the adjusted timing signals.

Because individual pseudo-ranges must be corrected prior to the formation of a
solution, DGPS implementation requires both software in the Base Station that can track al
SV’sinview and form individual pseudo-range corrections for each SV, and softwarein
the Rover which must be capable of applying these individual pseudo-range corrections to
each SV used in the position solution.

Table 4-2 summarizes typical error budgets for single point GPS and Differential
GPS. Figure 4-1 depicts these errors graphically.

Table 4-2: Typical GPS Error Budget (in metres)

Per Satellite Accuracy Sngle Point GPS Differential GPS
Satellite Clocks 15 0.0
EphemerisErrors 25 ~0.0

lonosphere 5.0 04

Troposphere 0.5 0.2

Receiver Noise 0.3 0.4

Multipath 00-01 00-01

Source: Trimble Navigation Ltd, (2002a) and Radovanovic, (2000)
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Satellite Clocks
Ephemeris

Atmospheric Delays
Multipath

Receiver Clocks, etc.

Figure 4-1: Summary of GPS Error Sources

4.4.3. Real Time Kinematic Positioning (RTK)

The modus operandi of kinematic positioning is to have two carrier phase receivers, both
observing signals from the same satellites. As with DGPS, one receiver islocated on a
mark of known coordinates for the duration of a survey. Carrier phase differencing
algorithms effectively cancel out errors related to satellite ephemerides, satellite and
receiver clock errors, and ionosphere/troposphere errors. One of the fundamental
differences with the kinematic technique using the carrier phase observables compared to
the pseudorange positioning techniques (single point positioning and DGPS) is the
necessity of determining “carrier phase ambiguities’. Essentially, each GPS reciever must

first beinitialized in order to resolve mathematically the carrier phase ambiguities, or the
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differences in carrier phase caused by ionospheric refraction. When ever cycle slips occur

asaresult of signal disruption carrier phase ambiguity must be redetermined.

RTK involves determining position every time the receiver logs GPS data. The user

determines the interval between positions by specifying an epoch, or measurement time

interval. An epoch may be set to 1, 5 or 10 seconds (1, 0.2, or 0.1 Hz respectively), etc. The

precision of an RTK determined point would be expected to be better than 10cm with a
nominal precision in the order of +3-5cm RMSE (Denys, 2002). Although the actual

positioning technique is at the centimetre level, additional sources of error, such as the

height of the antenna above the mark and the verticality of the antenna degrade the final

coordinate slightly.

Aswith DGPS positioning, RTK requires aradio link to transmit corrections.

Therefore this system also requires near line of sight visibility between the base and the

rover receiver, which can limit the coverage of a survey. Coverage is also limited by the

power of the radio system. To ensure the radio has sufficient power to transmit around

(minor) obstructions and provide adequate coverage, RTK often requires the use of aradio

for which an annual radio license must be purchased. Apart from the line of sight limitation

on aradio system, there are some restrictions on the distance between the rover and the

base station. For RTK, Denys (2002) recommends approximately 10km.

This GPS discussion concludes with Table 4-3 listing nominal precisions that can be

obtained from a number of different GPS techniques along with the observables used by

each method. As can be seen kinematic based surveys provide a high level of accuracy and

are therefore the mode of survey employed for this research.

Table 4-3: GPS Techniques and Nominal Precision Characteristics

GPS Technique
Continuous GPS
Satic

Real Time Kinematic
Differential

Autonomous
Source: Denys (2002)

Nominal Precision
<+10mm
+5-30mm

+1-5cm

<+1m, +1-5m
+2-10m

Observables

L1+ L2

L1+ L2or L1only
L1

L1+ C/A C/IA
CIA
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4.4.4. NMEA 0183 Interface Protocol

GPS integration has typically used the NMEA®'-0183 interface protocol, created by the US
National Marine Electronics Association, to allow marine navigation equipment to share
information. For this reason, and because of the ssimplicity of the standards data structure
and its wide support by major GPS vendors, the GPS component for this research utilizes
the ASCII based NMEA-0183.

As described in Bennet (2000), data is transmitted in the form of “sentences’. Each
sentence commences with a“$”, atwo letter or “talker ID”, and athree letter “sentence ID”
that indicates the format of datain the remainder of the sentence. The remainder of the
sentence consists of a number of data fields separated by commas, and terminated by an
optional checksum, and a carriage return/line feed. A sentence may contain up to 82
charactersincluding the “$” and CR/LF. If datafor afield is not available, thefield is
simply omitted, but the commas that would delimit it are still sent, with no space between
them. Since some fields are variable width, or may be omitted as above, the data stream
receiver can locate desired data fields by counting commas, rather than by character
positions within the sentence. The optional checksum field consists of a*“*” and two hex
digits representing the exclusive OR of all characters between, but not including, the “$”
and “*”. The sentences utilized by this application are the Global Positioning System Fix
Data (GGA*) sentence and the Number of Satellitesin View (GSV*) sentence.

A limitation of NMEA-0183 is that data can only be sent from one application to
another — an application can not request data, it must wait for data to be sent from the GPS.
This limitation can complicate a mobile field system as interpolation is then required to
improve the spatial accuracy when the user is continuously moving (Harrington, 2000a).

3L The National Marine Electronics Association (NMEA) is dedicated to the education and advancement of the

marine electronics industry and the market which it serves. The NMEA standard defines a data protocol for
communication between marine instrumentation, specifically GPS and marine navigation equipment

The GGA dataformat is: Taker ID, GP sentence ID “GGA”, UTC, Latitude, Hemisphere, Longitude, E/W dir,
Fix quality, Number of satellites being tracked, Horizontal dilution of position, Altitude, Metres, Height of geoid
(mean sealevel) above WGS84 dllipsoid, (empty field), Timein seconds since last DGPS update, (empty field),
DGPS station ID number.

The GSV dataformat is: Taker ID, GP sentence ID “GSV”, Number of sentences for full data sequence,
Sentence number, Number of satellitesin view, Satellite PRN number, Elevation, Azimuth, Signa strength -
higher is better.

32
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Although NMEA-0183 has a simple structure, information extraction is often limited by
what information GPS manufacturers include.

4.5. SUMMARY

To sum up this chapter, an overview of wireless technologies and Global Positioning
Systems has been presented. While most telecommunication providers offer wireless
services, coverage of these servicesisrestricted to major urban areas and the arterial routes
that link them. Because of their relative ssimplicity, CDPD networks are currently the
wireless service of choice, although Telus Mobility’ s recent launch of Velocity Wireless
offers an alternative service for users requiring the transmission of larger data volumes. The
Global Positioning System review outlined the three elements of the system and typical
sources of error, which consist of satellite and receiver clock errors, ephemeris errors,
atmospheric induced errors, antenna phase centre variation, receiver noise and environment
errors generated by multipath conditions. Both Differential and RTK GPS positioning
techniques were reviewed, being the modus operandi of choice for this research. RTK
positions can be expected to achieve better than 10cm accuracy, but may have a nominal
precision in the order of £3-5cm. Lastly, the NMEA 0183 standard was introduced as a data
interface between a GPS and a mobile GI'S application.
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CHAPTER 5

5. DATA MODELS

This chapter introduces the concept of interoperability and the OpenGIS Consortium’s
implementation of a data transfer and storage interface called the Geography Markup
Language (GML). GML has been designed to address technical issues relating to the
interoperability of geospatial information.

5.1. GEOSPATIAL INTEROPERABILITY

The heart of any GIS based application is its data model, which is used to describe and
represent some aspect of the real world in a computer. As aguiding principle, the OpenGIS
Consortium’s (OGC) Interoperability program has been used in the development of the data
model for the City of Calgary’s Street Condition Surveys. In essence the vision of the OGC
isto provide geospatial information users with the technology that allows them to access
their information regardless of the network, application or platform that they are using, or
that was used to generate the information (OpenGIS Consortium Inc., 1999a; van der
Vlugt, 1999).

Through the 1970’ s and the early 1980’s, most GIS applications were considered
islands of information. They were self contained independent systems. In more recent times
users have begun to realize that this batch orientated approach is inefficient (Bishr, 1998).
From this realization has arisen the need for interoperable geographical information
systems.

Interoperability is a challenging concept, as it involves not just technical issues but
also ingtitutional issues. The goa of interoperable GIS is to achieve an automated process
that will allow Geographical Information (Gl) users to access and make use of data and
software services across the boundaries that the data collectors and designers envisioned
(Egenhofer, 1999; Wiederhold, 1999). Users expect data exchange to be simple so that they
shouldn’t have to understand a great deal about how data is structured within afile, or how
a particular import process works. The process of data exchange should be transparent in
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that any complexity associated with data transfer is hidden from the user. Data transfer
should also be open and effective in as much as data exchange should be independent of the
technology being used, and transfer must be reliable. Ultimately, users expect that data
should be universal and that al geospatial databases should be accessible (Levinsohn,
2000).

Interoperable GISs can be decomposed into three broad elements (Goodchild et al.,
1998). The first includes technical aspects of GIS. This element deals with the
compatibility of different computing environments, network protocols, data formats and
techniques that can be utilized to remove implementation details from a user’s problem.
The second element deals with semantics. In reference to GIS, semantics deals with
disparities between independent databases that contain the same objects or features (using
OGC terminology), but have been defined using different world-views. The reliability of
each world-view is dependant upon the creator’ s perception of the phenomena represented
in adatabase (Mark, 1999; Martin, 1999; Peuquet, 1999; Raper, 1999). If each creator has a
different perception of a particular feature then it is probable that the feature will be
misinterpreted during the translation from one world-view to the other, if consensusis not
first realized. To rephrase in the words of John Locke (1689: Book 111: IX: 4), “...words
serve not well for that end when any word does not excite in the hearer, the same idea
which it stands for in the mind of the speaker.”

Representation of Gl by different groups of users, who each hold different world
views of real world features is fundamental to the interoperability problem. A good
example of different world-views of the same phenomena is soil type definitions. Fisher
(2999) highlights the inherent complexity in defining soil by the fact “that many countries
have dightly different definitions of what a soil actually constitutes.” Bishr (1998),
Leclercq et al., (1999), and Kottman (1999) advocate the use of semantic translators that
map the creators world-view, via a correlation table, into a form that a recipient will
understand.

The final element deals with institutional issues. That is an organization’ s willingness
to be open and share versus protection of its interests; the added cost of achieving
interoperability versus the benefits and value added by interoperability (which may likely
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be hidden); the right to know versus the right to privacy and protection of intellectual
property; and the impacts of technological change on institutions that have been designed to
achieve certain goals (Goodchild et al., 1998).

The benefits of developing an interoperable system are numerous. Interoperability
will simplify the interaction between the complex collection of formats and standards that
exist within industry today. Interoperability will create a higher level of agreement of basic
data models, which will provide transparency so that the user is no longer required to be
aware of adata set’s implementation details in order to utilise it. Software packages that are
interoperable are likely to be stable since the same principles used in an initial application
will need to be maintained in subsequent versions. Interoperability will aso require a
standardised theory of geographic data, which should ensure stability of software over time
(Goodchild et al., 1998).

Traditionally, interoperability has been achieved by simple trandators in which
trandation relies on input and output data models being similar, otherwise loss of
information results. However, regardless of the data model, direct trandlation aso depends
on the ability to read and write commercial dataformats (Sondheim et al., 1999). Vendors
have made some format specifications publically available (ESRI’ s ShapeFile format), but
not others (ESRI’s ArcINFO Coverage format). When the number of data and service
providers was small this approach was reasonable, however as numbers have grown,
trandation has become less manageable due to the increasing array of data formats and Gl
user groups who each hold to a different world-view. An aternative approach is
interoperability by standardization (Landgraf, 1999). That is, all data and service providers
would commit to a standard interface for GI. With this type of approach, the internal
structure of the dataisirrelevant. A standardized interface is able to provide or accept data
in response to arequest from a user - how it doesit, it does not matter. Thereisno
assumption that the data behind the interface must match the data provided to it or by it
(Sondheim et al., 1999).

This isthe route that the OGC are pursuing. The OGC is developing an interface
definition referred to as the OpenGI S Specification. Interfaces compliant with this

specification can be incorporated directly into new systems and built into legacy systems
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(Sondheim et al., 1999). Two mgor components of the OpenGI S Specification include the
Open Geodata Model (OGM) and the Services Architecture (OpenGIS Consortium Inc.,
1998). The OGM incorporates fundamental geospatial data types, including their spatial
representation, spatial reference and semantic content, and can be used to model the
geospatial data needs of more specific application domains, using object-based and/or
conventional programming methods. The Services Architecture provides a set of services
by which individual objects and associated interfaces can be assembled into queries,
transformations, analytical functions and presentation directives. It also enables the
construction of catalogues that allow users to identify, evaluate, and interpret complex
geospatial information dispersed throughout a network (OpenGIS Consortium Inc., 1998;
Sondheim et al., 1999). As such, OGC’s Geography Markup Language (GML) has been
selected as the interface between the mobile client and server.

5.2. GEOGRAPHY MARKUP LANGUAGE

The Geography Markup Language is an eXtensible Markup Language (XML )3 encoding
for the transport and storage of geographic information, including both the spatial and non-
gpatial properties of geographic features. The specification defines the XML Schema
syntax, mechanisms, and conventions (Corcoles et al., 2001) that provide an open, vendor-
neutral framework for the definition of geospatial application schemas and features. It
supports the description of geospatial application schemas for specialized domains and
information communities; it enables the creation and maintenance of linked geographic
application schemas and datasets; and it increases the ability of organizations to share
geographic application schemas and the information they describe (OpenGIS Consortium
Inc., 2002a).

GML alows organizations to either store geographic application schemas and
information in GML, as the schema can be directly mapped to a database application, or

% TheeXtensible Markup Language is a subset of the Standard Generalized Markup Language (SGML). Itisa

language that describes the concepts and rules for the creation of specific mark-up languages. From a data-
oriented standpoint, XML isthe ASCII of the modern computing world. XML is an independent, global way to
express any kind of information using constructs that can be accommodated to fit particular needs. Because the
language shares common structures and concepts, it permits the interoperability and reuse of software that reads
them.
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they may decide to convert from some other storage format on demand and use GML only
for schema definition and data transport. The GML specification, v. 2.1.1, is currently an
OpenGIS recommendation paper, and has yet to be approved as a Technical Specification.
This version also conforms to the current W3C* Recommendation for XML Schema, dated
2 May, 2001.

The GML specification requires that compliant XML instances shall be validated
against a conforming application schema. A conforming application schema shall import
the Geometry Schema (geometry.xsd), the Feature Schema (feature.xsd), and the XLinks
Schema (xlinks.xsd) as base schemas.

The GML specification is based on the OGC Abstract Specification, which defines a
geographic feature as “an abstraction of areal world phenomenon; it is a geographic feature
if it is associated with alocation relative to the Earth.” (OpenGIS Consortium Inc., 1999b).
That isadigital data model can be thought of as a set of features. The state of afeatureis
defined by a set of properties®®, where each property can be thought of as a{attribute, type,
value} triple. According to this model, features represent real-world phenomena (such as
streets, sidewalks, potholes, etc.), “attribute” specifies the relevant properties of afeature
(such asthe severity of a defect), “type”’ describes the named properties that a particular
feature of that type has (the severity of adefect must be an integer between 1 and 5
inclusively), and “value’ gives the specific qualitative or quantitative measurement
pertaining to a particular attribute. A number of properties, in conjunction with a
geographic feature type, establish the semantics of a feature. The properties are dependant
upon the needs of the application that is being devel oped.

In OGC terms, a feature collection, such as the pavement surfaces making up the
Calgary Street and sidewalk network, is a collection of features that can itself be regarded
as afeature; as a consequence a feature collection has a feature type and thus may have
distinct properties of its own, in addition to the features it contains (OpenGIS Consortium
Inc., 1999b).

% W3C isthe World Wide Web Consortium which was created in 1994 with the objective of leading the World

Wide Web to its full potential by devel oping technologies (specifications, guidelines, software and tools) that
promote its evolution and interoperability. The W3C currently consists of about 500 organizations.

While it is common practice in the GI community to refer to the properties of features as attributes, for this
chapter they shall be referred to as properties in order to avoid confusion with the attributes of XML elements.

36
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As described in the GML Specification, GML is only concerned with smple features;
“features whose geometric properties are restricted to ‘ssimple’ geometries for which
coordinates are defined in two dimensions and the delineation of a curve is subject to linear
interpolation.” (OpenGI S Consortium Inc., 2002a, pg. 4). The Simple Features object
model consists of an abstract geometry class (the root class for this model) which includes
traditional O (Poi nt ), 1 (Cur ve), and 2 (Sur f ace) dimensional geometries, as well as
collections of these geometries (homogeneous multi-point, multi-line and multi-polygon
collections, or heterogeneous geometry collections). Mul ti Cur ve and Mul ti Sur f ace
abstract super classes were introduced by the OpenGIS Simple Features Specification for
OLE/COM Revision 1.1 to generalize the collection interface to handle Cur ves and
Sur f aces. Each geometric object is associated with a Spatial Reference System (SRS),
which describes the coordinate space in which the geometric object is defined. In all cases
the parent geometry element is responsible for indicating the spatial reference systemin
which measurements have been made (OpenGI S Consortium Inc., 2001).

A generdization of the OGC Simple Feature Object Model for geometry is shown in
Figure 5-1. It is Distributed Computing Platform (DCP) neutral (OpenGIS Consortium Inc.,
2001) and uses the Unified Modeling Language (UML) notation. The figure shows the
CGeonet ry classasageneraization of Poi nt, Cur ve, Sur f ace and
Geonet ryCol | ect i on classes, and that Cur ve isageneralization of the
Li neSt ri ng class, etc. The figure also shows aggregation lines between the |eaf
collection classes and their element classes, i.e., aPol ygon is an aggregation of one or
more Li near R ng features, and aMul t i Poi nt collection consists of one or more
Poi nt features. GML’s implementation of the Simple Feature Specification does not
include Cur ve, Surface, Mul ti Surface,andMul ti Curve types.

By adopting the OGC Simple Features Model, GML could be viewed as somewhat
restrictive in that “ Simple Features’ are assumed to only have simple properties (Boolean,
integer, real, or string values) or geometric properties, and that geometries must be defined
in atwo dimensional SRS. As a consequence, simple features currently only support the
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Figure 5-1: OGC Smple Feature Geometry Class Hierarchy
Vector data model and cannot incorporate topology®’ (although Application Programming
Interfaces (API) based on OGC's Simple Feature Specification do provide functionality for
common topological constructs such as intersect, difference, buffer, clip, convex hull, cut,
union, etc.) (OpenGIS Consortium Inc., 2002b). However, GML has attempted to address
some of these limitations with its latest release. Features may now include complex or
aggregate non-geometric properties such as dates, times and addresses. Complex properties
may also be composed of other complex and simple properties.

5.2.1. GeoSpatial Data Schemas

In general terms a Schema defines the characteristics of a class of features; in XML a

3 Jtisantici pated that GML Version 3.0 will include an extension for topol ogy.
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schema also describes how data is marked up®. GML is designed to support
interoperability and does so through its compliance with the XML Schema published by the
Wa3C in two parts on 2 May 2001, being XML Schema-1: Structures(World Wide Web
Consortium, 2001a) and XML Schema-2: Datatypes (World Wide Web Consortium,
2001b). GML extends XML by providing basic geometry tags (all systems that support
GML use the same geometry tags), a common data model (features/properties), and a
mechanism for creating and sharing application schemas (Cércoles et al., 2001). GML has
also been developed to be consistent with the the XML Namespaces Recommendation ( see
World Wide Web Consortium, 1999). Namespaces™ are used to distinguish the definitions
of features and properties defined in application-specific domains from one another, and
from the core constructs defined in GML modules (OpenGIS Consortium Inc., 2002a).
GML 2.1.1 defines three base XML schemas for encoding spatial information (see Figure
5-2). The Feature schema (feature.xsd) defines the general feature-property model (as
feature types) and includes common feature propertiessuch asf i d (afeature identifier),
name and descri pti on, the Geometry schema (geometry.xsd) includes the detailed

geometry components, and the XLink schema (xlink.xsd) provides the XLink attributes

Geometry Xlinks
—_———_—_— === =
imilude inporl
Feature is an XML Greonmetry 18 an XML Wihink allows slemenis to be
implementation of the Open G15 implementation of the Open GIS insented into XML documents
Consartiums” “Simple Features' Consortiums” Geomelry class Tt order o creste and describe
moide| described in the Cipen amd assnciates ench geometnye links betoresn resounoes.
GIS Abstract Specification abject with an SRS
Soirce: Geography Markup Longuige (GML21.1)
CrpernCal 58 Implemensstion Specification, 15 Apnil 2000

Figure 5-2: GML v. 2.1.1 Base Schemas

B M arkup isaterm applied to a set of codes or tags added to the contents of a document in order to indicate its

meaning or presentation

XML namespaces provide a simple method for “qualifying” elements as members of a particular domain, thus
eliminating ambiguity. A namespace isidentified by its URI reference (Uniform Resource Identifiers (URI) - a
simple means for identifying a resource, e.g., http://www.ucal gary.ca/~ahunter/gml/defects.xsd). A namespace
need not point to anything in particular; it is merely away of uniquely identifying a set of elements.

39
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used to implement linking functionality®. The XML Schema provides a set of primitive
datatypes (e.g. string, boolean, float, month, etc.), and allows the creation of built-in and
user-defined datatypes such as those provided by GML, which extends these basic types to
include dates, times and addresses along with 0, 1, and 2 dimensional geometry types. The
constructs used to pull together these schemas are the XML element <i ncl ude> within
the Feature schema which makes the geometry elements available for use in defining
feature types, and the XML element <i npor t > in the Geometry schema, which bringsin
the definitions and declarations contained in the XLinks schema. Figure 5-2 indicates the

<i ncl ude> and <i npor t > relationships as stereotyped dependencies.

5.2.2. The GML Conceptual Framework

The current version of GML is based on XML 1.0, which is based on the notion of a
“document” (Arciniegas, 2001; Lake, 2000; World Wide Web Consortium, 2001a). GML
usesaFeat ur eCol | ect i on asthe basis of its document. A Feat ur eCol | ecti on
isacollection of GML features together withagm : boundedBy element (which bounds
the set of features), and a collection of properties that apply to the

Feat ureCol | ecti on. A Feat ureCol | ecti on can aso contain other

Feat ureCol | ecti ons.

A feature is encoded as an XML element, as are feature instance properties, albeit at
the next level in the Document Object Model (DOM) tree. In order to differentiate between
afeature instance and its properties, GML adopts a uniform coding convention. Feature
instances start with an uppercase letter (upper-camel-case notation) and tags that represent
properties start with alowercase letter (lower-camel-case notation); all embedded words
start with an uppercase letter, e.g., <Road> is a feature instance, and

<fi el dOper at or > isaproperty of <Road>.

40 An XLink linking element defines rel ationshi ps between resources. A resource can be anything that is

addressable on the Internet, including XML datainternal to a resource. Examples include files, images,
documents, programs, query results, and other schema. When alink associates a set of resources, those resources
are said to participate in the link. One of the common uses of XLink isto create hyperlinks. It isthe XML
equivalent to the <a> tag in HTML; however it remedies a number of the shortcomings of the <a> tag, the most
significant being the need to hard code both the source (<a href=...>) and the target (anchor), which makes
HTML documents somewhat fragile and difficult to scale on large websites.
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It is the intention of the OGC that feature definition will be left to the user to
describe. However, as the OGC Abstract Specification defines a set of basic geometries, the
OGC has chosen to include a number of these as elements within its Geometry schema as
depicted in Figure 5-3. The Feature schema provides three levels of naming conventions for
geometry propertiesin GML. The first are the formal names, which denote geometry
properties in a manner based on the type of geometry allowed as a property value, i.e.,
poi nt Property istheforma name of a Poi nt geometry type. The second convention
is descriptive names, which provide a set of “user-friendly” aliases for the formal names,
for example the allowable descriptive names for poi nt Property arel ocat i on,
posi ti onandcentreO . Thelast convention is application-specific names which are
chosen by the user and defined in a GML application schema (for more details see
Appendix B in OpenGIS Consortium Inc., (2002a)).

5.3. GML APPLICATION SCHEMAS

Asdiscussed in 5.2.1 above, three base XML schemas are provided by GML. These
schema documents alone do not provide a schema suitable for constraining data instances;
rather, they provide base types and structures which may be used by an application schema.
An application schema declares the actual feature types and property types of interest for a
particular domain, using components of GML. Broadly these involve defining application-
specific types which are derived from typesin the standard GML schemas, or by directly

including elements and types from the standard GML schemas.

5.3.1. The Geometry Schema

The GML Geometry schema includes type definitions for abstract geometry elements,
concrete poi nt, | i ne and pol ygon geometry elements, and complex type definitions
for Geonet ryCol | ect i on types. Figure 5-3 isa UML representation of the Geometry
schema. The root element of the Geometry schemaisthe Abst r act Geonet y element
that has properties of <gi d> and <sr sName> which are a unique geometry identifier

and a Spatial Reference Systemidentifier. The Abst r act Geonret r y element is shown as

ageneralization of concrete geometry elements and the
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Figure 5-3: UML Representation of the Geometry Schema

Abst ract GeonetryCol | ect i onBase element. Elements such as Poi nt ,

Li neStri ng and Li near Ri ng are associated with the Coor d element. The
multiplicity values attached to these associations indicate the number of coordinates
required for each association.

The<<restri cti on>> stereotype applied to a generalization relationships
indicates that a subtype defined in the schema s derived by restriction from its supertype.
For example, aMul ti Li neSt ri ng element is a geometry collection in which a member
must bealLi neStri ng. The Geonet r yAssoci at i on element is an association
element of the Geonet r yCol | ect i on element and is composed of either zero or one
Associ ati onAttri but eG oup elements and its properties. The Geometry schema

targets the “gml” namespace identified by the URI http://www.opengis.org/gml.




5.3.2. The Feature Schema

The Feature schema uses the <i ncl ude> element to bring in the GML geometry
constructs and make them available for use in defining feature types:

<i ncl ude schenmalLocati on="geonetry. xsd”/ >

Figure 5-4 isaUML representation of the Feature schema. Like the Geometry
schema, the Feature schema defines both abstract and concrete elements and types. The
Abst r act Feat ur e element is the root element of the schema and contains the
propertiesnamne, f i d, boundedBy and descr i pt i on. With the Feature schema, a
Geonet ryPr operty ismodeled as an association element so that a feature can be linked
with a geometric type such as Poi nt Property or Mul ti Pol ygonProperty.A

Boundi ngShape is aso modeled as an association element as per the requirements of a

Feat ur eCol | ecti on discussed in 5.2.2 above.
-

-feptureMember
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Figure 5-4: UML Representation of the Feature Schema
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The abstract Geonet r yPr oper t y element is shown as a generalization of concrete
geometry types. Both the Geonet r yPr opert y and Feat ur eAssoci at i on elements
can be composed of zero or one Associ ati onAttri but eG oup elements described
in the Geometry schema. As per the Geometry schema example, the <<restri cti on>>
stereotype applied to a generalization relationship indicates that a subtype defined in the
schemais derived by restriction from its super type.

User communities may employ the Feature schema to develop application-specific
schemas that define elements and/or types to name and distinguish significant features and
feature collections from each other.

5.3.3. Geometry Elements

An essential component of a geographic system is a means of referencing the geographic
features to the earth's surface or to some framework related to the earth's surface. The
current version of GML incorporates an earth based Spatial Reference System (SRS) which
is extensible and which incorporates the main projection and geocentric reference framesin
use today. The sr sNane attribute of the geometry types are those described by the
European Petroleum Survey Group (EPSG) as proposed by the OGC (OpenGIS
Consortium Inc., 1999d), for example the sr sNane attribute for Calgary (Map Projection:
UTM, Zone: 11, Datum: NADS83) is:

<gml : Box “srsName=http://ww. opengis.net/gm/srs/epsg. xm #26711" >

All geometries must specify a SRS.

5.4. RULES FOR CONSTRUCTING APPLICATION SCHEMAS

Specificaly, aconforming GML application schema must meet the following requirements:
An application schema must conform to the development rules set out in 8 5.2 of the GML,
v. 2.1.1 specification (these requirements will be briefly reviewed in sections 5.4.1to
5.4.7); an application schema can not change the name, definition, or data type of
mandatory GML elements; an application schema must be made available to anyone
receiving data structured according to the schema; and an application schema must target a
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namespace other than the “gml” namespace
xm ns: gm =*http://ww. opengi s. net/gm” (OpenGlS Consortium Inc.,
2002a)

5.4.1. Defining New Features

Any feature or feature collection defined in an application schema must be subtypes of
either gnl : Abst ract Feat ur eType or
gnl : Abstract Feat ureCol | ecti onType, for example:

<conpl exType nane="“RoadType” >
<conpl exCont ent >
<ext ensi on base="gnl : Abstract Feat ureType” >
<sequence>
<l-- additional child elenents are inserted here -->
</ sequence>
</ ext ensi on>
</ conpl exCont ent >
</ conpl exType>

5.4.2. Defining New Geometry Types

If GML lacks an appropriate geometry type any geometry or geometry collection defined in
an application schema must be subtypes of either gnl : Abst ract Geonet r yType or
gl : Abstract GeonetryCol | ecti onType, for example:

<conpl exType nanme="“M/RoadGeonetryType” >
<conpl exCont ent >
<ext ensi on base="gnl : Abstract GeonetryType” >
<sequence>
<l-- additional child elenents are inserted here -->
</ sequence>
</ ext ensi on>
</ conpl exCont ent >
</ conpl exType>

Any user-defined geometry subtype shall inherit the elements and attributes of the base
GML geometry.
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5.4.3. Defining New Geometry Properties

Any geometry type or geometry collection may be encapsulated with its own properties as
long as the properties are a subtype of g : Geonet r yPr opert yType, for example:

<conpl exType nane="“MyRoadGeonetryPropertyType”>
<conpl exCont ent >
<restriction base="gm : GeonetryAssoci ati onType” >
<sequence m nQccurs=“0">
<el enment ref="dft: MyRoadGeonetryType” />
</ sequence>
<attributeG oup ref="gm : Associ ati onAttri buteG oup” />
</restriction>
</ conpl exCont ent >
</ conpl exType>

An application schema may also apply a different name to a base type and use it instead, as
follows:

<el enment name="pot Hol e” type="gmnl : Poi nt PropertyType”
substi tuti onG oup="gmnl : poi nt Property” />

5.4.4. Declaring a Target Namespace

Each application schema must have a target namespace within which al elements and their
type definitions will reside. Validation of the schemawill not be successful if a schema
Instance document does not reside in the schema namespace. A target namespace (URI)
need not point to anything concrete. A target namespace can be defined as follows:

<schema t ar get Nanespace="http://ww. ucal gary. ca/ ~ahunter/gm”
xm ns="http://ww.w3. org/ 2001/ XM_Schema”
xm ns: gm =*http://ww. opengi s. net/gm"”
xm ns:dft="http://ww. ucal gary. ca/ ~ahunter/gm”
el ement For nDef aul t =“qual i fi ed”
version="2.1.1">
<l-- inport constructs fromthe GW Feature & Geonetry
schemas -->
<i nport nanespace=“http://ww. opengi s. net/gm"
schemalLocat i on="f eat ure. xsd" >
</inport>

</ schema>
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5.4.5. Importing Schemas

“dft"namespace

A conforming Instance document can utilize

constructs from multiple namespaces as indicated

[ PoadDefect schema

in Figure 5-5. As the Feature schemaresidesin the
“gml” namespace along with the Geometry # =<import==

schema, it uses the <i ncl ude> mechanism to

“gml”
nEmEspace

access the Geometry constructs. However, as the

RoadDefect schemaisin a different namespace <<inelude> N

called “dft” in Figure 5-5, but must be connected to B,

the “gml” namespace, it must therefore utilize the

<i npor t > element to use the GML constructs. Figure 5-5: Using Schemas from
multiple Namespaces

5.4.6. Using Substitution Groups

Any top-level element declaration can serve as a defining element, or head, for an element
substitution group. Other top-level element declarations, regardless of target namespace,
can be designated as members of the substitution group headed by this element. The
following global declaration ensuresthat if df t : SunpType is adefined geometry, then a
<Sunp> can appear wherever the (abstract) gm : _Geonet r y element is expected, and is
defined as follows:

<schema . . .>
<el enent nane="Sunp” type=“dft: SunpType”
substituti onG oup="gm :_ Ceonetry” />

.</ ;sc Herra>
|dentical elements declared in more than one complex type definition should reference a

global element. If <Sunp> isdeclared globally in the “dft” namespace (as shown above), it

is referenced from within a type definition as follows:
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<conpl exType nanme="“M/St or N\t er Type” >
<conpl exCont ent >
<restriction base="gm : GeonetryAssoci ati onType” >
<sequence m nQccurs=“0">
<el ement ref="dft: Sunmp” />
</ sequence>
<attributeG oup ref="gm : Associati onAttributeG oup” />
</restriction>
</ conpl exCont ent >
</ conpl exType>

5.4.7. Defining aNew Feature Association Type

An application schema can create its own feature association types, however they must be
derived from g : Feat ur eAssoci at i onType. The target instance must be avalid
GML feature, and it may appear once (explicitly m nOccur s=" 0", implicitly
maxQOccur s="1"). A new feature association is implemented as follows:

<conpl exType nanme="“M/Feat ur eAssoci ati onType” >
<conpl exCont ent >
<restriction base="gm : FeatureAssoci ati onType”>
<sequence m nQccurs=“0">
<el ement ref="dft: M/Feat ureType”
</ sequence>
<attributeG oup ref="gm : Associ ati onAttri buteG oup” />
</restriction>
</ conpl exCont ent >
</ conpl exType>

Often adeveloper may wish to allow only certain feature types as members of afeature
collection. Feature types can be restricted through the implementation of a*Feature Filter”
by declaring a set of abstract elementsto “label” alowable members in afeature collection.
To implement afeature filter you must perform the following:

First, create alabel to restrict afeature collection.

<I-- a label for restricting the RoadDefect Collection -->
<el enent nane="_Def ect Feat ure”
type="gnl : Abstract Feat ur eType”
substituti onG oup=“gm :_ Feature” abstract="true” />
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Next, define afilter by restricting gni : Abst r act Feat ur eType

<xsd: conpl exType nane=" Def ect Menber Type” >
<xsd: conpl exCont ent >
<xsd:restriction base="gnl: Feat ureAssoci ati onType” >
<xsd: sequence m nCccurs=“0">
<xsd: el enent ref="dft: DefectFeature”/>
</ xsd: sequence>
<attributeG oup ref="gm : Associ ati onAttri buteG oup” />
</xsd:restriction>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>
Lastly, label allowable features as they are declared globally:

<el enent nane="Def ect Menber" type="dft: Def ect Menber Type”
substituti onG oup="_Def ect Feature”/ >

5.5. SUMMARY

There is no single way to correctly represent geospatial features. Therefore if dataisto be
transferred from one world-view to another there needs to be some means of transating one
user community’ s perception of the world to another’ s without any loss of information.

GML goes part way to resolving this. While it does not specifically address the issue of
semantic interoperability with respect to how a common feature should be described using
different world views, it does provide a means of describing a collection of featuresviaa
vendor neutral interface, thereby ensuring that loss of information does not occur. It isthen
up to the user to interpret the “fitness-for-use” of the data model for their geospatial data
needs.



CHAPTER 6

6. PROTOTYPE DEVELOPMENT

This chapter discusses the mobile GIS prototype developed for this research. Each of the
main components are addressed, being the systems hardware and software architecture;
speech recognition; and a Road Defect GML schema. The chapter concludes with a brief
discussion of asimple server architecture implemented for automated processing of data
acquired in the field.

6.1. MoBILE GISARCHITECTURE

Figure 6-1 shows the mobile hardware required by the prototype that has been devel oped.

The mobile GIS prototype
implements the concept of real-time
field-to-office data acquisition. The
overall objective has been to

H
L

develop a one-stop mobile survey

o L Display: *
system that simplifies the acquisition o 8
and maintenance of spatial - ‘-f N
i i LA g e/
information; a system that can meet ¥ Microphone .
typical user requirementsin termsof | " -

positional accuracy (see Chapter 7 : F::Ze-,e't:n:n-ﬁrd
for more on this). The data
acquisition components consist of a
GPS unit for local position
determination; a GPS Base Station
to ensure suitable positional
accuracy is obtained; aRTCM-104
capable radio to facilitate telemetry

between the two GPS units, a _ _
Figure 6-1: Mobile GIS System
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computer in the form of a wearable computer from Xybernaut Corporation; a PCMCIA
Wireless network card to provide a connection to the Internet via an Internet Gateway, and
aserver to process acquired data and store it in a centralized database. A public access
Internet Gateway from Telus Mobility has been utilized. Figure 6-2 shows the mobile
components of the data acquisition system implemented.

Figure 6-3 describes the software architecture that has been developed for this
application. In essence there are two significant changes between this architecture and that
used within a more traditional Internet based environment. The first difference is the
inclusion of an intermediate interface, often called an Internet Gateway, between the mobile
application and the server. The purpose of thisinterface isto convert information
transmitted between a mobile device and a server from the carrier format used by the
wireless network (CDPD in this instance) to atransfer format compatible with an Internet
network, which istypically HTTP. Asawireless extension to an IP network, the Internet

Satellites R -
Ty ;__JMinimum of 4 required) Wearable Computer
e =
P =y o (/__/,_:—
.a"'--'|| I"'?-'(h_-.-_ 5
B G
t-".____—||'——;____—_f' =
. y '\ .'I
I -
|:£ :;’; Server
| X
Base |'I '}'// =
Wi "‘;-,. =3
" .
Mobile G1S Application
@ TN
T3 GPS - Speech .
Raover Component Component
Nature of Relationship / ,"%?’, -
r—} Sends speech N I_:I —
= Sends verification ! Wireless .
=2 Instructs ? ¢ Basc Internet
= Sends data to 3 Station (iul-.'wa}'
= Sends data o
=2 Transmits GPS corrections _— GML
— Transmits GPS signal ponent
=~ Transmits GML data j
|\—* Sends GML data &)

Figure 6-2: Mobile GIS Hardware Architecture
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El -— Operating System -—
Session Wireless Drivers for Networks Wire ™
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In =
Session
Work

[ata

Figure 6-3: Mobile GIS Software Architecture

Gateway requires a four-octet (0.0.0.0) address for connections.

The second significant difference is the inclusion of a* Session Work Queue’. One of
the difficulties with wireless technology is that wireless coverage is not continuous, owing
to theinability of cellular telephones to communicate with the local Cellular Base Station
in certain locations even though the wireless modem/telephone is within the Base Station's
coverage area. In order to ensure that data is not lost when a connection is broken, or is
unable to be obtained, it is necessary to incorporate a mechanism to store the information to
be sent while the mobile device obtains a new connection. Once a connection has been
obtained the queue can be cleared and normal transmission of information can be resumed.

In essence the server can aso be accessed via the Internet from a PC based computer
or from another server connected to the Internet. The server itself has accessto facilities for
storing data acquired in the field. This model can also be extended to include access to
application modules and other data that a user may require. However, at this stage these
services have not been developed as they are not necessary for determining if the mobile
GI S prototype developed can acquire spatial data adequately.
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The Mobile GIS software component has been divided into five distinct components.
In terms of GIS functionality the core component isthe Map Viewer (see Figure 6-4). The
Map Viewer has been developed in Visua Basic 6 using ESRI’s MapObjects 2.1 for basic
GI S functionality. Functions include the ability to pan, zoom to alayer or feature, zoom to
extents, identify a feature, manipulate the cartographic display of features, add and remove
feature layers, and find features based on simple SQL queries.

The speech component is the primary module for interacting with the computer. The
speech component consists of three grammars. The global grammar includes commands to
activate al standard functionality contained in the map viewer. There are aso two Active
Control grammars for managing the GPS component and data acquisition. The speech

Figure 6-4: Mobile GIS Viewer
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component has been implemented using Dragon’s Naturally Speaking Software
Development Kit (SDK) Version 4. Essentially, Dragon’s SDK sits on top of Microsoft’s
Speech API engine allowing access to some of its functionality. Additional details
regarding the speech component and street condition survey vocabulary are described in
section 6.2.

The base data shown in the map viewer was obtained from Campus Planning at the
University of Calgary. The datawas provided as AutoCAD R12 drawing files. No metadata
was provided with the drawing files, as such, data quality information regarding lineage,
completeness, spatial and attribute accuracy, and logical consistency are unknown. It is
evident that the data set is not complete, as upon visual inspection, it was noted that a
number of passive and active recreation areas (green polygons) were missing. However, the
data set was considered adequate for this research as it was only used to assist the user in
determining where they were.

The database component has been built around Microsoft Access for simplicity;
however, it can be easily migrated to any other database application that allows ActiveX
Data Object (ADO) connections. Figure 6-5 shows the interface for data acquisition. At the
bottom of the view is awindow that lists the attributes of features that have been captured.
The cross-hairs show the current location. The small window shows the form used to
acquire attribute information for each captured feature. All data entry can be performed via
speech recognition, or key board and mouse. As features are captured they are displayed on
the map using colour and symbology coding to indicate the defect type and its severity. On
the mobile client side a database is maintained of all attributes for street defects that are
captured during a session. This serves two purposes. The first is that the database acts as
the Session Work Queue when connection to the Internet has been lost. Secondly, it
provides a backup data set in the event datais corrupted while being sent to the server. The
feature datais stored on the mobile client in Shapefile format and is linked to the MS
Access table via unique identifier in line with typical hybrid GIS data structure models. On
the server side the database component conforms to the Geographic Modeling Language
(GML) Data Model for Road Defects as described in Section 6.3.
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Figure 6-5: Data Acquisition Windows

The GPS component utilizes NMEA-0183 GSV and GGA messages. Position
messages are passed to the mobile GIS application every two seconds Figure 6-6 shows the
GPS interface used for this application. Aside from providing position information the
interface also provides GPS quality factors such as Horizontal Dilution of Precision
(HDOP), Position Dilution of Precision (PDOP), Vertical Dilution of Precision (VDOP),
Signal to Noise Ratio for each satellite in view, and a map of the satellite geometry
showing the location of each satellite, its direction from the user’s current position and its
elevation. Access to the Dilution of Precision quality factors depends upon the NMEA-
0183 message utilized, and the NMEA messages available to the user are dependant on the
type of receiver being used. For this research the GGA and GSV messages have been used
as they are common to most GPS receivers, however there are a number of other messages
that also provide useful information**. The GPS window also allows the user to define the

L For more information on the NMEA-0183 Standard please refer to NMEA 0183 Interface Standard, Version 3.01,
published by the US National Marine Electronics Association.
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NAL: 1933 LT Zone 11 |

Figure 6-6: GPS Window

map projection of the coordinates for acquired GPS positions. After testing a number of
acquisition rates it was determined that 0.5Hz was the highest rate that the wearable
computer could process and still adequately service other processing demands such as
speech recognition.

The GML component reads data from the MS Access database and reformats it to
conform to the GML Schema developed for this research. Once the GML fileis created a
Windows Socket is opened on the client and a connection is made to the server. If the
connection is successful the GML file is transmitted. The final component is the GML
Server which utilises XMLDOM to read and process the GML file and is discussed in
Section 6.4.

Data acquisition is performed by passing over a defect, which may be aholein the
road surface, cracking or rippling of the road surface, etc., and instructing the computer,
when directly over the defect, to add a new defect feature, using the command “Add
Defect”. The computer then calcul ates the position of the defect by interpolation based on
the following ratio:

e t 0 t 00
gxdefect Xeps T DX§¢3 Yaetect = Yops T D)/g&f @
topsu - lops @ topsi - tops gy
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where Xqetect aNd Yaefect @€ the interpolated coordinates of the defect, Xsps and yeps are the
coordinates of the last GPS position obtained prior to the issue of the “Add Defect”
command, ?x and ?y are the change in x and y between the GPS position obtained prior to
the issue of the “Add Defect” command and the first GPS position obtained after the issue
of the command (i.e., GPS+1), t. is the time that the “Add Defect” command was
recognized, teps is the time that the GPS position prior to the issue of the “ Add Defect”
command was obtained, and teps+1 IS the time that the first GPS position after the issue of
the “Add Defect” command is obtained. Once the position is calculated the data entry
window appears and attributes can be entered orally. A field does not have to be in focusin
order to be populated, nor does the data have to be entered in any particular order. Once the
required fields (Defect Type, Severity, and Maintenance Type) have been populated the
attributes can be saved, at which time a GML file is created, and connection to the server is
attempted. If a connection can be made then the file is sent and processed by the server. If a
connection cannot be made then a record is maintained of the unsent defects and the next
time a connection is successful all unsent records are processed.

6.2. STREET CONDITION VOCABULARY

The vocabulary developed for this research (as shown in Table 6-1) consisted of 34 global
commands which cover standard file menu features, map navigation functions (such as pan
and zoom), commands for adding and removing layers and for controlling the speech
recognition engine; two active control grammars that contained six and ten commands
respectively were devel oped to control the GPS and data entry capabilities; and 133 data
words for population of the Street Condition Survey database. The data words consisted
largely of descriptions such as “Distortion”, “Ravelling”, “Wheel rutting” and numbers
used to describe particular road surface defects that are monitored by the City of Calgary
Streets Department. Global commands were activated by saying aword or phrase that
intuitively represented an activity such as “Start GPS’ or “Zoom to Layer”. For a complete
list of Speech Recognition commands refer to Appendix E.

The system implemented one form of acknowledgement. If acommand was
recognized the computer passed the command to the user’ s headphones. This method of
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acknowledgement was designed to serve two purposes, the first was to let the user know

that the application was in fact responding in some way to a command; and the second was

Table 6-1: Sample of Vocabulary used for Research

Commands:

File Menu Commands for setting up working directories, adding layers and quitting.

Edit Menu Commands to find features.

View Menu Commands for map navigation, including Zoom In, Zoom Out, Zoom to
Full Extents, Pan, |dentify, etc.

Layer Menu Commands to either remove the active layer or all layers, and access layer
properties.

Voice Menu Commands to activate the Audio Wizard, performtraining, build
vocabularies, train individual words, set the user and save speech files.

Data Menu Commands to open and close data acquisition sessions.

Active Control Grammars;

GPSMenu Commands to view, setup, activate, close and hide the GPS control.

Data Entry Commands that identify each of the fields that can be populated for each
Menu defect encountered in a survey.

Fieldnames:

Defect Maintenance Severity Utility  Seasonal Dimension
Distortion, Hot box, Rated 1t0 5, 5 Yes, Yes, Number, O
Rippling, Hand crew top, being worst No No to 100m
Ravelling, Hand crew base,

Random, Paver,

Cracks, Crack Sealing,

€etc. €etc.

to provide a means of verifying the data that was being entered into the database. In essence

this process replicates a traditional method of quality control where another person reads

the data entered into a system back to the person who entered it, who then verifies what

they have heard isin fact what they were supposed to have entered. Thus, verification can
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be considered independent of data entry as another person verifies the data that was
entered. In certain circumstances the response message a so requested confirmation of a
command so as to ensure that critical actions were in fact intended. By ensuring that data
fields were restricted to certain values it was possible to make sure errors were minimized
with respect to data being placed in the wrong field, thereby improving data integrity.

6.3. ROAD DEFECT SCHEMA IMPLEMENTATION

Figure 6-7 isa Universal Modeling Language (UML) diagram for the Road Defect data
model. The RoadDef ect sMbdel isthe primary feature collection for this model and isa
specialization of the Abst r act Feat ur eCol | ecti on described in OGC's GML

Defiacibdember 0.*

FoadDefectsModel T Road: RoadType

defect; string

sevierity: positivelnteger
MAinEenAnce: sring
|.|Ii|'i|!l1_.-: haolean
seasonal: boolean
width: decimal

length: decimal

ref gml: location

any: variant

k4

crented: doteTime

Defecthlember 0.
{_Feature=_DefeciFeature)

Footpath: FootpathType

k 4

defectiD: positivelnteger defect; string
dateCreated: date seventy: positivelnteger
timeCreated: time mainienance: stng
fieldOperator: siring utility: boolean
amy:variant seasonal: boolean
width: decimal

lengih: decimal

c ¢ Length:decimal
replaceBlock: siring

<=resircton== replace: positivelnieger
boulevardBuildup: boolean
rel gml: location
S any: variant
FeatureAssociation i

Figure 6-7: UML Diagram of the Road Defect Data Model
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Feature Schema, feature.xsd. The RoadDefectModel has one property called cr eat ed of
typedat eTi me. The Def ect Menber acts as a Feature Filter as described in Chapter 5,
Section 5.4.7. Thefilter allows instances of feature types Road or Footpath. Thisis
modeled in Figure 6-7 by the <<restriction>> stereotype applied to a generalization
relationship between the FeatureAssociation element (described in the OGC's GML
Geometry Schema, geometry.xsd) and the DefectMember element. The DefectMember aso
consists of four properties describing when and by whom each defect was captured. Road
and Footpath are speciaizations of Abst r act Feat ur e (described in featurexsd) and
each contain a number of properties that meet the requirements of the City of Calgary
Street Condition Survey. For this model all features are defined as points and are included
in the model by reference to the geometric property ref gm : | ocati on.
Def ect Menber , Road and Foot pat h each include a property called any. In essence
this property allows the data model to be extended by another user at any time. A
RoadDef ect Mbdel instance may consist of zero or more Road or Foot pat h defects.
Four namespaces have been declared in this GML schema and are depicted in Figure
6-8 along with the majority of the elements and types used or created in each namespace.
Table 6-2 lists the header of this schema. The target namespace is
http://ww. ucal gary. ca/ ~ahunt er/ gm and is the namespace within which the

RoadDef ect Mbdel elementsand types are created. Thisis aso the default namespace.

Table 6-2: RoadDefectModel Schema Header

<xsd: schema
t ar get Nanespace="htt p://ww. ucal gary. ca/ ~ahunter/gm "
xm ns: xsd="http://ww. w3. or g/ 2001/ XM_Schema"
xm ns="http://ww. ucal gary. ca/ ~ahunter/gm"
xm ns: gm ="http://ww. opengi s. net/gm"
xm ns: xli nk="http://ww. w3. org/ 1999/ x| i nk"
xm ns:dft="http://ww. ucal gary. ca/ ~ahunter/gm"
el enent For nDef aul t ="qual i fi ed"
version="2.1.1"
xm : |l ang="en" >
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“dft"namespace

RoadT:
timeCreated . mdatffreatad
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Figure 6-8: Road Defect Model Namespace Organization

By organizing the header in this manner, the namespace from which each element or type
belongs must prefix each element/type and therefore provides additional clarity for the
reader with respect to schema organization. The “xlink” namespace is created as part of the
GML framework, but has not been used in this particular schema, hence the empty “xlink”
namespace in Figure 6-8.

Figure 6-7 shows Def ect Menber being described by four properties or e ements,
being def ect I D, dat eCreat ed, ti neCreat ed, andf i el dOper at or . Of these
propertiesdef ect | D acts as a unique identifier for each defect. By utilizing XML’s key
element we can ensure that each Def ect Menber contained in an Instance document is
unique. The implementation of this feature is shown in Table 6-3. A number of properties
for both the Road and Foot pat h features consist of adefined list of options from which
one can be selected. If the OGC Simple Features rules are applied few restrictions can be
built into an application to restrict the data that can be captured, essentially a string
property could be populated with any text based data.
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Table 6-3: Unique Identifier Implementation

<xsd: el enent nanme="defect| D' type="xsd: positivelnteger">
<xsd: key nanme="dft Key" >
<xsd: sel ector xpath=".//defectI D'/ >
<xsd:field xpath="defectI D'/ >
</ xsd: key>
</ xsd: el enent >

However, by employing the XML constructssuch asrestri cti on andenuner ati on
much greater control over the data that can be entered into a GML file can be built into an
application. Table 6-4 lists an implementation of DType beingar estri cti on onthe
st ri ng type which insures that the Defect type element is populated with valid defect
descriptions that are of type st ri ng. A similar process can restrict the population of
elements with integers between one and five, or decimal numbers between 0 and 100
shown to one decimal place. To review the GML schema in detail, refer to Appendix F.

Table 6-4: A String Restriction I mplementation

<xsd: si npl eType nane="DType">

<xsd: annot ati on>

<xsd: docunent ati on>
Defects all owed on a carriageway, curb or footpath

</ xsd: docunent ati on>

</ xsd: annot ati on>

<xsd:restriction base="xsd:string">
<xsd: enuneration value="Di stortion"/>
<xsd: enuneration val ue="R ppling"/>
<xsd: enuneration val ue="Ravel ling"/>
<xsd: enunerati on val ue="Random cracks"/ >
<xsd: enuner ati on val ue="Longi tudi nal cracks"/>
<xsd: enuneration val ue="Weel rutting"/>
<xsd: enunerati on val ue="Excessi ve patching"/>
<xsd: enuneration value="Alligatoring"/>
<xsd: enuneration val ue="Transverse cracks"/>
<xsd: enunerati on val ue="Sheet asphalt overlaid"/>
<xsd: enuneration val ue="Tri ppi ng edge"/>
<xsd: enuneration val ue="Catch basin displacenent"/>
<xsd: enuneration val ue="Cracks"/ >
<xsd: enuneration val ue="Crunbling"/>

</xsd:restriction>

</ xsd: si npl eType>
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6.3.1. Road Defects Instance

Appendix G lists a ssmple schema-valid Instance document that conforms to Defects.xsd
(Appendix F). The explicit reference to “defects.xsd” in the root element of the Instance
document (i.e. the value of the xsi:schemal ocation attribute) is not required, but it does
provide a hint to a Validating Parser* regarding the location of the relevant schema
document. Both the schema and the Instance document for this Road Defect Model were
validated using XML Spy v4.4 U (http://www.xmlspy.com).

The RoadDef ect Mbdel element isthe root element of this Instance document and
isthe Feat ur eCol | ect i on within which al Def ect Menber s contained in the
intance reside. As required by the Feature schema, the first element to follow the root
element isgnl : boundedBy (see Table 6-5 below for details), whichisagm : Box
element defining the spatial extent of the data contained in the Instance. gm : Box consists
of two gml : coor d pairs defining the lower left and upper right corners of the gl : Box.

Thegm : Box geometry is expressed in the spatial reference system identified by the value

Table 6-5: An Instance of the gml:boundedBy Element

<gmnl : boundedBy>
<gmnl : Box srsNane=
"http://ww. opengi s.net/gm /srs/epsg. xm #26711" >
<gmnl : coor d>
<gmnl : X>700380. 875875919</ gl : X>
<gm : Y>5662672. 84569231</ gml : Y>
</gm : coord>
<gmnl : coor d>
<gm : X>700385. 673562891</ gm : X>
<gm : Y>5662673. 59199227</ gm : Y>
</ gm : coord>
</ gm : Box>
</ gm : boundedBy>

2 A vdidat ng Parser checks that a document iswell formed, that isit follows the rules of the XML specification,

and that the elements within it are correctly nested and part of aunique root. A Validating Parser also checks
that the document conforms to the Markup declarations of a provided schema, in this case
xsi:schemal_ocation=" http://www.ucal gary.ca/~ahunter/gml/defects.xsd” .
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of the sr sNane attribute: this URI reference points to a fragment in another XML
document that contains information about reference system described by the European
Petroleum Survey Group. The first feature member is an instance of Road representing a
Def ect “Distortion” of Severity “3", etc. The member hasadef ect | D of “1385”
and contains other properties describing the date and time the feature was captured and by
whom. It has a geometric property calledgm : | ocat i on withagm : poi nt value (see
Table 6-6). Thegml : poi nt geometry is expressed in terms of the same spatial reference
system used by the gni : Box.

Table 6-6: An Instance of a gml:Location Element

<gml : | ocati on>
<gmnl : Poi nt srsNane=
"http://ww. opengi s.net/gm /srs/epsg. xm #26711" >
<gmnl : coor d>
<gmnl : X>700380. 875875919</ gml : X>
<gm : Y>5662673. 59199227</ gml : Y>
</gm : coord>
</ gm : Poi nt >
</gm :location>

The second feature member is an instance of Foot pat hType representing a Def ect
“Tripping edge” of Severity “5”, etc. Aswith the RoadType member it also hasa
geometric property calledgm : | ocat i on withagml : poi nt value and a series of
properties describing the feature and when it was captured. The final element in the
Instance document is cr eat ed which isthe date and time that the GML file was created
inXML’sdat eTi nme format, i.e., <cr eat ed>2002- 05-

26T15: 23: 57</ cr eat ed>.

6.4. A BAsic GML SERVER

The Windows Sockets programming interface allows a client, or mobile computer, to
connect to aremote machine and exchange data using either the User Datagram Protocol
(UDP) or the Transmission Control Protocol (TCP). For this research TCP has been
implemented as it allows the creation and maintenance of a connection to aremote
computer, which can then be used to stream data between them.
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Other communication technologies such as SOAP*, SSH Secure Shell* and
Windows 2000 Virtual Private Networking® were investigated. However, because of the
standardized format of the data being sent over the wireless network and the Internet, the
additional capabilities of these technologies, as opposed to a traditional Windows Sockets
connection, did not warrant the added overhead that results from these more complex
network protocols, nor doesit appear that the added complication of setting up these
technologies is warranted for this type of application. If security of information is an issue
then simple encryption technol ogies can be invoked within the Visua Basic environment at
less cost to the system. Another ssmple alternative is to substitute the GML tags for tags
that would be indecipherable to anybody watching when data is being transferred, e.g., the
<def ect > tag could be substituted with atag called <pur pl eYogi > by the mobile
prototype as could the data that it contains. The server could then replace these with the
correct data during processing.

However, if the format of the data that is to be sent from the field is unknown then
technologies such as SOAP would likely be a better option, as SOAP applications, for
example, can search out XML/GML Schemas posted on remote servers and format the data
to be transmitted accordingly so that the data can be readily understood by the server
application (Microsoft Corporation, 2002d). In effect they are somewhat more intelligent
than the TCP/IP protocol implemented for this application, but the extra intelligence does
not appear to be warranted as the information being transferred between the mobile client
and the server is strictly controlled.

Microsoft's XML Document Object Model (DOM) and XML Parser (Msxml.dll) are

3 SOAPis alightweight protocol for the exchange of information in a decentralized, distributed environment. It is

an XML-based protocol that consists of three parts: an envelope that defines a framework for describing what is
in amessage and how to processit, a set of encoding rules based on XML constructs for expressing instances of
application-defined data types, and a convention for representing remote procedure calls and responses. If you
have awell-formed XML fragment enclosed in a couple of SOAP elements, you have a SOAP message.

Secure Shell is atechnology used to secure TCP connections over the Internet by encrypting all transmitted data.
Itistypically used to secure FTP and Telnet connections. SSH provides data security via PGP (Pretty Good
Privacy), provides system security by allowing only one secure point of entry to your network, and provides
network security by preventing others from sniffing your network traffic (network wiretapping) or high jacking
(taking over) your session via various authentication processes.

A Virtual Private Network (VPN) enables you to send data between two computers across a shared network or
the Internet in a manner that emulates a point-to-point private link. Data sent over the VPN are encrypted for
confidentiality.

45
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the basis of the server application. DOM for XML isan object model that exposes the
contents of an XML document“®. Microsoft's implementation of the DOM fully supports
the W3C standard (Microsoft Corporation, 2002c) and has additional features that make it
easier to work with XML files within the Visual Basic environment. Once an XML
document has been read by the Parser, data can be extracted from the file by traversing the
document tree (Microsoft Corporation, 1999). XML documents are hierarchical by nature,
which makes it relatively easy to traverse a document. At this stage all data sent to the
server is stored within a Microsoft Access database, the schema of which has been derived
from the Defects Schema (Refer to Appendix F). Figure 6-9 provides a graphical
interpretation of the hierarchical Document Object Model for a Road Defect Instance
document as determined by XML Spy (http://www.xmlspy.com).
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Figure 6-9: Road Defect Instance Document Object Model
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currently defines what aDOM should expose as properties, methods, and events.

The W3C's Document Object Model (DOM) Level 1 Specification (World Wide Web Consortium, 2000)
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The Document Object Model commences with an XML declaration, in this case
stating that the document conforms to XML version 1.0 and is encoded using UTF-8*". The
next section isthe RoadDef ect Mbdel Feature Collection. Theinitial attributes list the
namespaces used by the document and the location of the validating schema. The attributes
are followed by the gml : boundedBy branch showing the extent of the Instance
document. The final branch, or child element, of the root is the Def ect Menber element,
which itself branches off into a number of Road and Foot pat h child branches depending

on the content of the Instance document.

6.5. SUMMARY

A mobile GIS data acquisition application for a wearable computer has been developed in
Visual Basic using ESRI’s MapObjectsv.2.1 ActiveX component for GIS functionality.
Dragon NaturallySpeaking ActiveX components have been integrated so as to allow speech
recognition as the primary mode of interaction with the computer. The speech recognition
component was developed using a multi grammar vocabulary so as to improve recognition
performance. Verification of spoken commands was provided via audio feedback from the
computer to the user. The data acquisition prototype incorporates a real-time kinematic
GPS component for location determination. The GPS component implements the NMEA-
0183 interface as for the transfer of position data from the roving GPS to the mobile GIS
prototype. A GML schema for road defects has been developed to conform to the City of
Calgary’s Streets Department data acquisition requirements. In order to provide real-time,
or near real-time data acquisition a wireless component has also been integrated that
provided CDPD based access to Telus Mobility’ s wireless network. Lastly, a server, based
around TCP/IP protocols and Microsoft’ s implementation of W3C’s Document Object
Model, has been developed providing a ssmple and robust environment in which to process

well formed GML Instance documents.

47 UTF-8 encodi ng is defined in 1SO 10646-1:2000. It preserves the full US-ASCII range, providing compatibility
with file systems, parsers and other software that rely on US-ASCII values. That is, it is a universal encoding
system recognised by all operating systems.
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CHAPTER 7

7. TESTING AND ANALYSIS

This chapter reviews the testing methodology undertaken for this research and presents the
findings. The analysis has been split into three sections. The first consists of a Data
Accuracy Requirements survey that was undertaken to determine what the current status of
data acquisition isin terms of accuracy and time to use, and what Gl users actually desire.
The second section deals with speech recognition testing where the reliability of speech
recognition was determined in both office and field environments. The final test addresses
accuracy, the objective of which was to determine positional accuracy while capturing data
via different modes of transportation, namely standing, continuous walking, cycling and
driving a vehicle.

7.1. DATA ACCURACY REQUIREMENTS SURVEY

By mid-October 2001, 80 responses had been received from GITA, URISA, AURISA, NZ
Local Government Online, New Zealand Institute of Surveyors, the NZ ESRI User Group
and the GISList. But isthe sample representative of the targeted population? By its nature,
Internet-based surveys are very attractive, but the biggest concern in Internet surveying is
coverage bias, or bias due to sampled people not having, or choosing not to access the
Internet (Kaye et al., 1999; Crawford et al., 2001). Despite exponential growth of the
Internet there are still large numbers of people who do not have access and/or choose not to
use the Internet, which can create problems in guaranteeing a random sample of
respondents. By its nature, the Internet poses a unique set of problemsin guaranteeing a
random sample of respondents. Unlike telephone and mail surveysin which samples can be
produced through random digit dialling of census lists, the Internet has no central registry
of users (Kaye et al., 1999). However, because the survey was directed towards a highly
specific population, who must be assumed to be interested in the use of GIS and spatial data

because they belong to these newsgroups and listservers, and because the responses were
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voluntary in that they were self selected, it was anticipated that the responses would be
representative of the population.

Typicaly the response rate of asurvey is an indicator of how representative a survey
is (Babbie, 1990). However, the response rate of an Internet survey cannot be calculated
because there is no way in which to know how many individuals might have seen the
survey or its links but declined to participate. Only the number of completed surveysis
known and not the number of refusals, because there is no record of how many emall
addresses are incorrect, or how many people actually check their email during the survey
period. However, while the exact number of recipients can not be determined, contact with
each of the bulletin boards/listservers indicates that at least 3257 emails were sampled
giving a maximum response rate of 2.5%. As such, the response rate is low, although thisis
to be expected according to research by Crawford et al., (2001).

The majority of the responses were from Canada (22) and the US (29), although 17
responses were obtained from New Zealand and 9 from Australia. The respondents were
grouped into functional groups: AM/FM, Electrical and Gas (12 respondents), Business
GIS (5 respondents), Environment (10 respondents), Local Government (36 respondents),
Water Resources (4 respondents), and others (13 respondents).

7.1.1. Spatial Data Accuracy

One of the goals of this research was to develop a speech aware spatial data acquisition tool
that could capture data at an accuracy of better than one metre. Thus the respondent’ s data
was conflated into groups of who do meet, or who would like to meet this requirement, and
those who don’t. Then three different criteria (actua accuracy, practical accuracy®®, and
desired accuracy) were compared using 2 x 2 Contingency tables and the 7 test of
independence in order to determine if higher accuracy data is a necessity when cost isa
significant factor in determining a user’ s data accuracy requirements. The Null Hypothesis
isthat cost of data acquisition does not affect the accuracy demands of a user.

Table 7-1 and Table 7-2 below summarize and compare the responses in each of the

8 Practical accuracy was defined as the accuracy specification considered ideal for an application when cost of

data acquisition is a consideration.
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three categories analyzed. In order for the Null Hypothesis to be refuted, the calculated 7
value must be greater than the critical value of ?* being 3.841 (a= 0.05, d.f. = 1). Expected

frequencies have been included (in bold text and underlined) in the tables below the
observed frequencies.

Table 7-1: Actual and Practical Accuracy Requirements

Actual Accuracy Practical Accuracy Total
Accuracy < 1m 34 45 79
39.5 39.5
Accuracy > 1m 46 35 81
40.5 40.5
Total 80 80 160
7 2.500
P 0.114

Table 7-2: Actual and Desired Accuracy Requirements

Actual Accuracy Desired Accuracy Total
Accuracy < 1m 34 63 97
48.5 48.5
Accuracy > 1m 46 17 63
315 315
Total 80 80 160
7 20.527
P 0.000

Analysis of the data shows that there is no significant difference between the accuracy of
data currently being used and end-users practical accuracy requirements as the calculated
7 value (7 test with Yates Continuity Correction = 2.500, P = 0.114, d.f. = 1) isless than
the critical value of 7 and the Null Hypothesisis therefore not rejected. However,
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comparing the respondents who aready use data at an accuracy of less than one metre (with

cost as a constraint), to the respondents who would like data with an accuracy of less than
one metre if cost was not an issue, i.e., desired accuracy, it is evident that respondents
desire more accurate data as the cal culated 7 value (7 test with Yates' Continuity
Correction = 20.527, P = 0.000) is greater than the critical value of 7 and the Null
Hypothesis is rejected.

Thefirst test indicates that users accept the accuracy of the spatial datathat they have,
which isin agreement with personal experience. For example, while capturing base
topographic data between 1995 and 1998 for the Government of Brunei Darussalam, we
were expected to capture data from separations obtained from aerial photography that was
flown between 1972 and 1986. Because of the lack of currentness of the source data there
were a significant number of infrastructure features that could not be included in the spatial
databases. Similar circumstances were also encountered in New Zealand.

Based on the responses obtained one would expect 60.6% (48.5 out of 80 responses)
of the respondents to demand more accurate data regardless of cost, whereas 78.8% (63 out
of 80 responses) of the responses were actually obtained. The second test therefore, clearly
states that the cost of data acquisition and the positional accuracy of that dataare

significantly and positively associated.
7.1.2. Time-to-Use Requirements

With regards to Time-to-Use (TtU) requirements, Respondents were provided with a
number of options ranging from 1 day or less through to 6 months or more, and were asked
to indicate actual time-to-use and preferred time-to-use for their organization. Seventeen
respondents (see Figure 7-1) are currently using data within one day; the majority (61) are
using their data within one month. In terms of preferred time-to-use (see Figure 7-2), 32
respondents would like their data within one day and the mgority (68) would like to use
their data within 2 weeks.
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Figure 7-2: Desired Time to Use Requirements

Aninitial contingency table analysis of this data was undertaken to determine if there was
any connection between users actual TtU requirements and their desired TtU requirements.
The Null Hypothesis for this analysisis that there is no difference between the time that it
currently takes user’ s to acquire their geographic data and their desired time-to-use
requirements. As such, the critical 7 valueis 14.067 (a= 0.05, d.f. = 7). The calculated 7
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value was 21.805 (P = 0.003), which is greater than the critical 7 value for this test.
Therefore the Null Hypothesisis rejected that users are satisfied with the speed with which
they can obtain and make use of data. It should be noted that six of the 16 expected
frequencies were less than five, which implies that the result should be interpreted with
Some scepticism.

In order to verify this result the data was collapsed into 6 groups as described in
Table 7-3 and the analysis was repeated. In this instance the calculated 7 value was 21.212
(P = 0.001), which is greater than the critical 7* value for this test, being 11.070 (a = 0.05,
d.f. =5). Therefore we can be confident that the Null Hypothesisiis rejected, and that users
would like to decrease the time that it takes them to obtain and make use of data.

Table 7-3: Actual Timeto Usev. Desired Time to Use

Time Frame Actual TtU Desired TtU  Total
TtU =1 Day 17 32 49
24.5 24.5
1 Day < TtU =3 Days 10 9 19
9.5 9.5
3Days< TtU =1 WKk 12 23 35
17.5 17.5
1 WK< TtU =1 Mth 22 12 34
17 17
1 Mth < TtU =2 Mth 9 1 10
2.0 2.0
TtU > 6 Mth 10 3 13
6.5 6.5
Total 80 80 160
7 21.212

P 0.001
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However, while the survey indicates most users would like data to be obtained more
rapidly, what is of interest, with respect to this research, is which time frame is the most
desirable to geospatial data users with regards to the acquisition and use of that data. To
determine what the most desirable time was the data was collapsed into two groups, those
who get, or want, datawithin a particular timeframe, and those who do not. The ?test was
then used to compare the collapsed Actual and Desired TtU responses over a number of
time frames, the results of which are summarized in Table 7-4. For these tests the critical 7
valuewas 3.841 (a=0.05, d.f. = 1)

Table 7-4: Comparison of Time to Use Requirements

Time Frame I P
Lessthan or Greater than 1 day 5.766 0.016
Lessthan or Greater than 3 days 4.322 0.038
Lessthan or Greater than 1 week | 15.698 | <0.001
Lessthan or Greater than 2 weeks | 15.744 | <0.001
Lessthan or Greater than 1 month 9.952 0.002
Lessthan or Greater than 2 months | 3.014 | 0.083

The most desirable timeframe, as indicated by the greatest change between actual and
desired time-to-use, is somewhere between one week and two weeks as indicated by the
largest 7 values and the smallest P values,

A comparison of Actual versus Desired TtU for counts less than or greater than one
day and less than or greater than three days returns calculated values (7 test with Y ates
Continuity Correction = 5.766 (P = 0.016) and 4.322 (P = 0.038), d.f. = 1) that are greater
than the critical value of 7 therefore the Null Hypothesisis rejected that users are satisfied
with the speed with which they can obtain and make use of data.

A comparison of Actual versus Desired TtU for counts less than or greater than two
months returns a calculated value (7 test with Yates' Continuity Correction = 3.014, P <
0.083, d.f. = 1) that is less than the critical value of 7 therefore the Null Hypothesisiis not
rejected for this time frame indicating that there is no evidence that Actual and Desired TtU

demand are independent for this level.
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A comparison of Actual versus Desired TtU for counts less than or greater than one
week, two weeks and one month return calculated values (7 test with Yates Continuity
Correction = 15.698 (P < 0.001), 15.744 (P < 0.001) and 9.952 (P = 0.002), d.f. = 1) that
are greater than the critical value of 7 therefore the Null Hypothesisis rejected in all three
cases. They are also greater than the critical value of 7 = 6.635; a= 0.01; d.f. = 1, therefore
the Null Hypothesisis rejected at this level of confidence also.

When we compare expected frequencies with the observed counts we see that the
greatest differences occur at the one week level, closely followed by the two week period
(see Figure 7-3). This suggests that the most desirable time within which datais to be
acquired with respect to a Local Government environment is within a time frame of one to
two weeks. If the respondents are grouped into Local Government and “Others’, we see
that “Others’ have a greater preference for two weeks or less (for one week or less 7 test
with Yates' Continuity Correction = 6.982, P = 0.008, d.f. = 1 as opposed to a 7 test with
Yates Continuity Correction = 11.939, P < 0.000, d.f. = 1 for two weeks) and Local
Government has a greater preference for one week or less (for one week or less 7 test with
Yates Continuity Correction = 7.563, P = 0.006, d.f. = 1 as opposed to a 7 test with Y ates
Continuity Correction = 3.863, P < 0.049, d.f. = 1 for two weeks).

e ™
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Figure 7-3: Observed/Expected Time to Use Differences
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7.1.3. Other Results

Half of the respondents use conflation®®, of which 53% consider the results acceptable.
Only 60% of the respondents undertake any form of validation, 53% digitize maps in order
to acquire data, and 54% are not satisfied with the quality of their data. These figures
indicate that there continues to be a considerable amount of spatial information acquired by
methods which make it difficult, if not impossible, to ensure that end user spatial data
accuracy requirements are met. With respect to litigation as a result of harm that is caused,
or economic loss sustained (Onsrud, 1999), from the sale or supply of spatia datafor a
purpose for which it is not fit, it is surprising that only 60% of the respondents actually
validate the data that they capture, given the potential of poor quality data to harm
reputations. For example, relatively simple mistakes can have disastrous consequences
when people depend on amap or chart for accurate representations of the real world. In
Remingav. United States, 695 F. 2d 1000 (6™ Cir. 1982), the government was held
responsible for an airplane crash when prosecutors proved that federal maps had
inaccurately depicted the location of a broadcasting tower. In Indian Towing Co. v. United
States, 350 U.S. 61 (1955), the federal government was found negligent for not maintaining
a lighthouse marked on federal charts. In this case the lighthouse's location was marked
correctly, but the government neglected to inform navigators that it was no longer
operating.

While the survey did not go so far as to determine whether validation is carried out
against the real world objects that a data set represents (i.e., an independent check), or if
secondary sources only are used, personal experience would tend to support the latter rather
than former. Clients have typically requested validation against secondary sources rather
than incur the increased cost of field validation. This must lead to statements of quality
being read with some caution.

49 Conflationisthe fus ng or bringing together of two different sets of datainto a composite data set, combining

the best features of each set. When referring to spatial data another common term used to describe the same
process is rubber sheeting.
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7.2. SPEECH RECOGNITION TESTING

Speech recognition testing was undertaken by recording spoken commands with a
Dictaphone and then comparing them with alog of commands recognised by the speech
engine. Agreement is binary, in that the recorded command either matches the computer
recognized command or not. In order to obtain a reasonable understanding of speech
recognition performance, testing was carried out in three different environments with
respect to background noise. The first test was performed in a quiet environment (office)
where background noise was minimized. The second test was in an environment where the
background noise was relatively loud but constant (tested while driving the car along
Crowfoot Trail between 4:30pm and 5:15pm). The background noise in the final
environment was variable in that there were moments of very low background noise and
very high background noise. This test was undertaken on November 28, 2001, while
walking along 32™ Avenue N.W. just to the North of the University between two and three
0’ clock in the afternoon. Quiet periods were observed when there was no traffic; noisy
periods occurred when traffic lights turned green or when public transit buses passed. The
environmental conditions were cold but sunny and the sidewalks were generally cleared of
snow. In the quiet environment, the system was also tested on two different computers to
determine if computing power affected speech recognition performance. The first was a
Pentium Il 450 MHz computer with 384 MB RAM, and the second was a Pentium 111 700
MHz computer with 256MB RAM.

Table 7-5 summarises the results in each of the three environments described above:

Table 7-5: Speech Recognition Results

Environment Numbers of Commands Technical Accuracy Total Accuracy
Quiet 507 99.3% 98.2%
Constantly Loud 463 96.8% 95.5%
Variable 234 58.8% 57.3%

In order to be precise about recognition performance, recognition rates were categorized in

two ways. Technical rates were calculated on the basis of recognition errors resulting from
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vocabulary utterances (substitution and rejection errors) and insertion errors caused by
extraneous noise (e.g. sneezing, cars driving past). This measures how well the speech
system recognizes commands and screens out noise. Total rates include the categories
described above but also take into account the non-recognition of words because of:
speaking novel commands that are not in any vocabulary; speaking commands in the wrong
context, i.e., not in the active vocabulary; issuing commands while the microphone is of f
but not realizing it; issuing a command which is not loud enough to be picked up by the
microphone; commands judged to be heavily distorted (e.g., saying only half the
command). Broadly speaking, total rates take into account those errors that can not be put
down simply to poor technical performance but rather are, at least partialy, due to
inappropriate user behaviour or system design. While this distinction is not perfectly clear
cut, it servesto differentiate approximately between technical performance and issues
related more obviously to human factors and design.

Within a commercia environment it is normal practice to define acceptable accuracy
operationally; that is acceptable speech recognition accuracy would need to be determined
in relation to existing practices and requirements of an organization. As current accuracy
rates of Street Condition Surveys undertaken by the City of Calgary have not been
determined it is not possible to determine if the accuracies obtained are adequate or not.
However, the results for the quiet and constantly loud categories are considered to be
adequate; whereas the third category, the variable environment, is not, given that thisisthe
environment in which most data acquisition will be performed. The poor result in the
variable noise environment is attributed to the fact that the speech engine has to process all
the sounds that it heard; if traffic was busy the computer captured this and tried to make
sense of it. Speech recognition is extremely processor-intensive, so in times of high
background noise it was found that it could take several minutes before the speech engine
actually caught up and recognized avalid command. This must be considered unacceptable
in an operational environment.

In a constantly noisy environment the speech engine can sample the background
noise at the beginning of an exercise and then attempt to remove this from everything that it
hears. Asis evident by the results listed in Table 7-5 the major source of error isthe
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Figure 7-4: Boom and Throat Microphone Signals

microphone in that it captures all sounds within its range. The wearable computer comes
with its own specialized directional microphone, but it is clearly not adequate for working
in variable noise environments.

In an attempt to minimize microphone based errors a throat microphone from
WirelessWorld was tested. However it was immediately apparent that the signal received
by the speech engine was substantially different from that received from a boom
microphone. Figure 7-4. Boom and Throat Microphone Signals depicts the phrase “ Testing
12 3 Testing” as recorded by the boom microphone provided with the Wearable computer
and the throat microphone. The signals are different. While the two signals are not
synchronized it is clear that the throat microphone is not able to capture the high frequency
components that the boom microphone does. This observation is supported by Figure 7-5
which depicts the frequency components obtained from a Fast Fourier Transform of the
PCM signal generated by the sound card for the word “one”. This figure indicates that the
boom microphone captures a substantially wider frequency range than does the throat
microphone, and that the primary components captured by the boom microphone are at a
much higher frequency. While to the human ear the sound recorded by the throat

microphone is acceptable, it diverges substantially from the sound that the speech engine
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expects to hear, hence the inability of the speech engine to function when used with the

throat microphone.

7.2.1. Additional Speech Recognition Tests

Additional tests were undertaken to determine if computing power has an effect on the
performance of speech recognition. The tests compared the time taken to initialize the
speech recognition engine on the wearable computer and a desktop PC, and the
approximate time taken to recognize a command. The desktop PC was a Pentium 11 450
MHz computer with 384 MB of RAM. Three tests were performed to determine the time to
recognize a command. Two of the tests, one for each computer, were performed in a
controlled environment so as to minimize environmental noise, being EN E 228K at the
Department of Geomatics Engineering, University of Calgary. The third test wasin the
constant noise environment described in Section 7.2 above. The desktop PC and the
wearable computer were configured differently in that they were using different operating
systems, being Windows 2000 and Windows 98 respectively, and the desktop PC was
running five extra applications which occupied an additional 15,780K of memory.
However, it was considered that these differences would have minimal effect on the

outcome of these analyses.
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The initialization test consisted of recording the times that the speech recognition
engine commenced, and then completed, itsinitialization process. Ten tests were performed
on each computer. The mean time observed over the tests on the PC was 24 seconds (s = 10
seconds), whereas on the Xybernaut MA 1V it was 60 seconds (s = 5 seconds).

Initially the test to determine how long it took to recognize a command was to be
performed by recording the recognized command and the time that it was recognized to a
text file while recording the spoken commands to a wave file, and then compare the times
differences between the spoken and recognized commands. However, the wearable
computer could not record the speech to file, process the GPS and speech data, and transmit
GML files at the same time. An out of resources message would be displayed or the
wearable computer would crash. As such, the spoken commands were recorded on a
Dictaphone as described in Section 7.2, and the time interval between each spoken
command was determined using a stopwatch. It was estimated that the error due to the use
of a stopwatch to record the time interval between the spoken command and the recognition
of the command was 0.5 seconds.

The data used for the speech recognition speed test using the wearable computer was
the same data that was used for the speech recognition accuracy test and consisted of 507
commands in the quite environment and 463 commands in the constantly loud
environment. Both wearable computer tests lasted for 45 minutes. The PC based test
consisted of 468 commands issued during a 30 minute session. Analysis of the time
differences indicate that the Xybernaut MA 1V recognizes speech commands approximately
one second later (x = 1.5 sec., s=4.5 sec.) than does the PC in a quiet environment (x =
0.5 sec., s= 0.6 sec.), thisincreases to approximately three seconds in a noisy environment
(x =4.8 sec,, s=10.5sec.).

Given these valuesiit is evident that both computing power and environmental noise
have a significant effect on speech recognition. If the Null Hypothesisis that computing
power does not have an effect on speech recognition performance then the Z statistic for the
comparison of means should be less than 1.645 at the a= 0.05 level of significance. Given
the results above for the tests in a quite environment a Z value of 5.0 is calcul ated
indicating that the means are significantly different at the a= 0.01 level of significance aso
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(Ho if Z<2.326 else H;). If noise doneis considered a Z statistic of 6.3 is calculated from
the results obtained for the tests of the wearable computer in both the quite and noisy

environments.

7.3. POSITIONAL ACCURACY

Various modes of transportation were used while testing positional accuracy so asto be
able to match the application to different data acquisition requirements. Four transportation
methods were analyzed: standing on a feature™ to be captured, and capturing features while
walking, riding a bike at approximately 10km/h and driving a car at approximately 20km/h
over it. During the walking test the command to capture a defect was issued when passing
directly over the control mark. With regards to the cycling test the GPS was mounted on the
bike carrier directly behind the seat. The command to capture a defect was issued when the
cyclist was estimated to be directly over the control mark. During the driving test the GPS
was mounted on the roof of the car above the driver and the car was driven over the control
mark so that the driver passed as close to the mark as possible. The command to capture a
defect was issued when it was thought that the driver was directly over the control mark.
Each of the tests consisted of 30 observations. The tests were completed on May 26, 2002
and June 2, 2002 in University of Calgary Car Park #10. On both days the car park was
nearly empty (it contained between 20 and 30 cars) and the conditions were clear and warm
with light cloud cover developing around mid afternoon on both days. On May 26, 2002,
there was alight north-westerly breeze causing additional environmental noise when
cycling into the wind. Thisis evident in the results of the cycling test as the mean observed
position is in the northwest quadrant and nearly twice as far away from the control mark as
the other test. This apparent shift is assumed to be aresult of the increased background
noise causing the speech recognition engine to recognize commands more slowly. During
the observation sessions GPS PDOP values were between 1.4 and 2.7, indicating that
satellite geometry was good throughout each of the sessions. Multipath errors were

considered moderate through out the observation periods as there were few reflective

0 For the testi ng of positional accuracy the feature captured in each instance was a control mark that was

independently surveyed (two 30 minute static surveys) relative to Pillar S2. A positional accuracy of £0.004m at
the 99% Confidence Level (n = 40) was obtained.
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surfaces (some cars parked at the south end of the car park) within 150m of the observation
site. A zenith mask of 15 degrees and a PDOP mask of six were set on both the Base GPS
and the Rover so as to minimize atmospheric effects. All GPS positions were determined
using Real-Time Kinematic Positioning, i.e., carrier phase DGPS.

The modé for this analysisis therefore described by four categorical explanatory
variables (the transportation modes) and a response variable that is essentially a continuous
measurement. As the explanatory variables are categorical one of the simplest graphical
views s the Box plot as shown in Figure 7-6. The white horizontal line shows the median
response for each mode. The bottom and top of the box indicate the 25 (Q1) and 75 (Q3)
percentiles respectively (i.e., the location of the middle 50% of the data). The horizontal
lines joined to the boxes by the dashed lines (the whiskers) indicates observations that are
within 1.5 times the inter-quartile range (IQR: Q3 — Q1) of the first and third quartile.
These lines coincide with the closest observation that is less than or equal to Q3 + 1.5 I1QR
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Figure 7-6: Box Plot of Observations for
each Mode of Transportation
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for the upper line and greater than or equal to Q1 — 1.5I1QR for the lower line. Points
beyond these lines (outliers) are drawn as individual circles. What is evident from Figure
7-6 is that the range of observationsis substantial for the Walking, Cycling and Driving
samples in comparison to the Standing sample, and because of the asymmetry in the sizes
of the upper and lower parts of their boxes the observations for each of these samplesare
likely to be somewhat skewed.

Table 7-6 summarizes traditional features such as the mean, standard deviation,
variance, etc. Because Figure 7-6 indicates that outliers exist in the observations some
additional features have also been calculated. For example the Median Absolute Deviation
(MAD) isamore robust measure of variance asit is not sensitive to outliers because the
datain the tails have less influence on the calculation of the median than they do on the
mean (NIST/SEMATECH, 2002). It is common practice (Crawley, 2002) to compare both
MAD and the standard deviation as an alternative means of predicting if outliers exist.
Typically, if standard deviation is greater than three to four times MAD then it can be
assumed that outliers exist. With respect to this data the comparison implies that no outliers

are present.
Table 7-6: Position Summary Satistics
Sanding Walking Cycling Driving
Mean (m) 0.250 3.846 9.512 5.622
Sandard Deviation (m) 0.057 2.632 7.988 5.959
Median Absolute Deviation (m) 0.049 2.058 5.641 3.886
Confidence Level (95%) (m) 0.021 0.983 2.983 2.225
Count 30 30 30 30

For this data the Walking, Cycling and Driving observations are positively skewed
(skewness equals 0.6, 1.8 and 2.9 respectively), while the Standing observations are
normally distributed (skewness equals 0.1). The Kurtosis measure indicates that the
Standing sample is platykurtotic (flat topped distribution, Kurtosis equals -1.1), the
Walking sample is normally distributed (Kurtosis equals 0.1) and the Cycling and Driving
samples are leptokurtotic (pointy top distribution, Kurtosis equals 4.5 and 10.8
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respectively). When comparing the means of two samples the distribution of a sample helps
to determine which test should be utilized. If samples are normally distributed then it is
possible to use the Student’s t Test. However, if they are not, asin these cases, the
Wilcoxon Rank Sum Test is more appropriate (Crawley, 2002), the results of which are
depicted in Table 7-7.

Table 7-7: Wilcoxon Rank-Sum Test for Sample Pairs

Walking Cycling Driving
Sanding | Z=-6.210,P= 0.000 Z=-6.646, P= 0.000 Z=-6.483, P = 0.000
Walking - W=680,P=0.000 W=3848, P=0.328
Cycling - - W= 1084, P= 0.012

n=30,m= 30
In al tests comparing the Standing sample with the others an exact P could not be
computed, hence the Wilcoxon Rank-Sum Test uses a Normal approximation to determine
the Z value and from this a P value for the hypothesis that the means are the same. For
these tests the Null Hypothesisis that the means of each observation pair,
Standing/Walking, Standing/Cycling, Standing/Driving, etc., are not significantly different.

In order to minimize the chance of atype one error, that is the error of incorrectly
declaring a difference to be true due to chance producing a particular state of events, the
Bonferroni adjustment ensures that the overall risk for a number of testsremainsat a =
0.05. For example, in five tests the chance of finding at least one difference due to chanceis
0.22, or oneinfive (SISA, 2002). Therefore to ensure that the overall aremains at 0.05, a
must be lowered to 0.008 for each of the six tests described in Table 7-7.

For these observations P values of 0.00 for al comparisons, except the
Walking/Driving and Cycling/Driving cases, are less than 0.008, therefore the Null
Hypothesis is rejected. For the Walking/Driving and Cycling/Driving cases P is greater
than 0.008 therefore the Null Hypothesis, that the means from these observations are not
significantly different, is not rejected.

The standard test for comparing whether sample variances are significantly different
isFisher's F Test, the results of which are listed in Table 7-8. For these tests the Null
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Hypothesisis that the variances of each pair are not significantly different. If we apply the
Bonferroni adjustment then if the calculated variance ration (F) is greater than or equal to
2.50 (d.f. num = 29, d.f. denom. =29, a = 0.008) then we can conclude that the two
variances are significantly different at a = 0.05.

Table 7-8: Fisher’s F Test for Variance Equality

Walking Cycling Driving
Sanding | F = 2164.8,?= 0.000 F = 199409, ?= 0.000 F = 11096.8, ? = 0.000
Walking - F=9.211,7=0000 F=5.126, ?= 0.000
Cycling - - F=0.557,?7=0.120

F Critical = 1.86; Degrees of Freedom: Numerator 29; Denominator 29

For the pairs Standing/Walking, Standing/Cycling, Standing/Driving, Walking/Cycling and
Walking/Driving we can reject the Null Hypothesis as P equals 0.000 in each case and F is
greater than 2.50. For the Cycling/Driving case the Null Hypothesisis accepted as F isless
than 2.50 and P = 0.120. That is to say the variances observed in the Cycling and Driving
tests were not significantly different, whereas the variances between the other tests were.

Below are two figures showing different views of the sample data. Figure 7-7 plots
residuals versus fitted means (the fitted values in this instance are the mean error for each

4 I
35 ;
clin
. -+, Cydling
Drivin
25 - +91 g +
76
201
E
o 15 1 + Observations
é 10 - Waking 4+ Residual Mean
g 5]
O i
-5 H
.10 /-Standing ‘ ‘ ‘ ‘
0 2 4 6 8 10 12
Fitted : Mode (Average (m))

Figure 7-7: Residuals versus Transportation Mode
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mode of transportation). If the observations are normally distributed then the residuas
should form arectangular shape paralel to the x axis in the plot. They do not. In this case
the plot indicates that the datais not linear and that variance increases as the mean
increases. Figure 7-7 also displays some asymmetry between the size of the positive and
negative residuals. Figure 7-8 is U-shaped which indicates strong signs of non-linearity. In
both figures data points numbered 76, 78 and 91 would appear to have the largest influence
on the model.

These results indicate that for speeds up to 20km/h background noise and speech
recognition have agreater effect on positional error than does speed aone as the mean
positional error for cycling was 9.51m as opposed to 5.62m when driving. This result
reflects the findings of the speech recognition testing in that the noise environment when
driving is more constant, therefore enabling the speech recognition engine to perform more
efficiently and hence recognize commands more rapidly. When cycling in arelatively
constant noise environment, even the effect of “wind noise”, in particular, noticeably
degrades positional accuracy. If background noise can be minimized, or made constant,
then for speeds up to 20 km/h, positional accuracy can be improved, whereas, if back
ground noiseisrelatively constant between different modes of transportation then the
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expectation that positional accuracy improves with speed isrealized. It is anticipated that at
some point increasing speed, while in a constant noise environment, will increase positional
errorsto alevel greater than that observed while cycling. However, further driving tests at
higher speeds are required to determine this threshold.

As an aside, additional environmental noise resulting from walking through snow
also had an effect on the speech engines ability to recognize commands. While positional
accuracy indicators are not available, recognition rates decreased noticeably, and the time
to recognize a command increased, providing further antidotal evidence that current speech
recognition engines can not yet perform adequately in outdoor environments.

7.4. SUMMARY

A web-based questionnaire was answered by 80 GIS project managers, who indicated that
they are unhappy with the accuracy and quality of their data, although they do not require
the data in real-time. Speech recognition testing has been carried out in three different noise
environments. Both technical and overall accuracy exceeded 95% in environments that
were quiet or constantly loud. However, for tests while walking along a busy road during
which the noise level varied, the accuracy of the speech recognition plummeted to 58%.
Four positional accuracy tests designed to determine the positional accuracy of defects were
undertaken by standing on a defect, and walking, cycling and driving a car over it. Each test
consisted of 30 observations and resulted in positional errors of 0.27m, 4.83m, 12.50m and
7.85m respectively at the 95% confidence interval. Of the four methods of transportation
the mean positional errors observed while walking and driving, and cycling and driving
were equivalent. All other combinations can be considered unrelated and therefore different

qualities of positional data can be expected.
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CHAPTER 8

8. CONCLUDING REMARKS

Thisfinal chapter servesto link the earlier chapters and analyzes the research that has been
undertaken in the development of a speech aware mobile GIS application. The analysisis
followed by a collection of secondary findings. Finaly, it makes recommendations for the
future development of a mobile GIS application with particular reference to speech and

technical capabilities.

8.1. THEANALYSIS

This thesis began with the comprehensive analysis of Maobile Geographic Information
Systems and the many issues affecting development of such systems. The literature shows
that there a number of factors (wireless communication and mobile device limitations) that
have a detrimental effect on development in a mobile environment.

One of the primary tasks of this research has been to look at an alternative method of
data acquisition, the objective being to improve spatial accuracy, improve attribute
accuracy, minimize acquisition time frames, and remove intermediate processes that are
typically required to get Geographic Information from the field into an application. The
fundamental question that this research has addressed is whether or not a mobile GIS, that
includes speech recognition and wireless connectivity for rea time accessto spatia data, is
aviable tool for data acquisition.

In order to simplify this question it was broken down into a series of objectives that
have been addressed by various chapters. Thefirst of those objectives wasto develop an
architecture for mobile GIS, using a wearable computer, based on the principles of
interoperability. To this end, adata acquisition tool has been devel oped, based around the
Xybernaut MA IV wearable computer, using ESRI's MapObjects 2.1 ActiveX control.

The hardware architecture consisted of a Real-Time Kinematic GPS configuration, a
wearable computer, a PCMCIA wireless network card that provided a connection to the
Internet, a server that processed data captured by the mobile GIS and the wired and wireless
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networks through which data was transmitted. From a software perspective the architecture
issimilar to that of atraditiona client/server application, with two additions. The most
significant of these additions was the need for a wireless Gateway, which is the interface
between the wired and wireless networks. The interface was used to convert information
transmitted by a mobile device from the carrier format used by the wireless network to an
Internet protocol such asHTTP, and vice versa. Because of the desire to smplify the
implementation process, a publicly provided Gateway (from Telus Mobility) was utilized
for thisresearch. The second addition was the inclusion of a Session Work Queue. The
purpose of the Session Work Queue was to maintain arecord of the data that was to be sent
across the networks. 1f a connection could not be established between the mobile device
and the server due to alack of wireless connectivity, then the Session Work Queue ensured
that once a connection was re-established, data that was meant to be sent from the mobile
device to the server, or vice versa, was transmitted accordingly.

The most important element making up the mobile GIS, is the wearable computer.
The reason for selecting a wearable computer over other mobile computing devices was,
and continues to be, the greater capability of the wearable computer in terms of processing
power. However, given the poor performance of speech recognition in a variable noise
environment, and the inability of the computer to process GPS data at rate greater than
0.5Hz, it is clearly evident from this research that the Xybernaut MA 1V is not sufficiently
powerful to cope with processing requirements of this application. Speech recognition on
its own typically requires a Pentium 600 to 800 MHz computer with a minimum of 384 MB
of RAM, and an operating system such as Windows 2000 Professional. The Xybernaut
MA 1V used for this research is a Pentium 233 MHz computer with 128 MB of RAM,
running Windows 98. While alower performing computer does not necessarily mean
poorer speech recognition results, it does result in slower response times as the CPU can
not process data as quickly. A comparison of tests between the Xybernaut MA IV and a
desktop PC (450 MHz, 384 MB RAM) indicate that the Xybernaut MA [V recognizes
speech commands approximately one second later than does the PC in a quiet environment,
thisincreases to approximately three seconds in anoisy environment. Poor performanceis
also evidenced by the time it takes the speech engineto initialize. The average time
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observed over ten tests on the PC was 24 seconds, whereas on the Xybernaut MA 1V it was
60 seconds. As such, slower computing performance is particularly noticeable in noisier
environments. All speech recognition tests undertaken for this research lasted for
approximately 45 minutes. When testing in a quiet environment some 500 commands
could be issued and processed during that time, while in noisier environments the number
of commands that were issued was less than half of that (234). To compound the
performance issue, speech recognition rates plummeted by some 40 percent. While this
drop in performance was not solely a consequence of the processing power of the
Xybernaut MA 1V, as environmental noise also played arole, processor speed does have an
effect on the performance of speech recognition in situations where the Central Processing
Unit (CPU) was working at, or near, 100%, as was often the case in the variable noise
environment. When the CPU was working at maximum capacity, the sound card was
unable to record commands issued by the user, thereby reducing speech recognition
performance.

In addition to the performance issue related to speech recognition it was found that if
the roving GPS provided positional data at arate greater than or equal to 0.5 Hz the
processing required to extract the location information from the NEMA sentenceswasin
excess of what the Xybernaut MA 1V was capable of handling. After testing a number of
acquisition rates it was found that 0.5 Hz was the highest rate that the computer could
process and still adequately service other processing demands, i.e., speech recognition. It
should be noted that since commencing this research Xybernaut has developed the MA 'V,
which is based on a 500 MHz Celeron processor that can be expected to outperform the
MA 1V. By being able to perform approximately twice as many operations in the same
amount of time it is anticipated that speech recognition in a variable noise environment
would improve because the computer would be able to process the sounds that it captures
more rapidly and not miss as many commands because the CPU would not be required to
perform to its maximum capacity as often.

Authors such as Goodchild et al., (1998) and Bishr (1998) have decomposed
interoperability into a number of elements relating to technical, semantic and institutional
components. This research has approached interoperability primarily from atechnical
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standpoint with some emphasis on semantics. As promoted by the OpenGIS Consortium,
the Geography Markup Language (GML) has been implemented as a means of ensuring
interoperability by standardization. While GML does not specifically address the semantics
of geospatial information in the global sense, it does provide a means of strictly defining
gpatial information, which alows others to more accurately interpret the contents of a
gpatial data set, regardless of their world-view, and make an informed decision asto its
fitness for use. GML provides three XML Schemas that provide base geospatial types (0,
1, and 2 dimensional geometry types) and structures which may be used by an application
Schema to create application-specific features.

The second objective of this research was to investigate whether speech recognition is
an effective method for capturing spatial features and their attributes, by determining if
Speech recognition responds with sufficient accuracy, and in atimely manner so as to
ensure accuracy of position. Asreported by Oviatt (2000), and confirmed by the speech
recognition analysis carried out for this research, there is up to a 50 percent decreasein
recognition rates when speech recognition is implemented in an actual field environment.
The reduction in recognition rates when in afield environment (uncontrolled) is primarily
related to the inability of the system to adequately remove background noise, which is
difficult, if not impossible, to predict and therefore model. The reason that variable
background noise is difficult to remove is related to the way in which speech recognition
processing works. At the start of a speech recognition session the user typically performs an
initialization test in which the user reads a paragraph of text to the speech engine. During
the test the speech engine compares the speech signal that is recorded against a standard
signal for the same text. From this comparison of signals the speech engine determines the
background, or environmental noise, from which afilter is created to suppress
environmental noise during the remainder of the speech session. As such the filter is most
effective when the background noise is constant. In a controlled environment it is evident
that speech recognition is sufficiently fast, and accurate, however in an uncontrolled
environment it is not. Thus given the current state of speech recognition technology it is not
aviable option to the current methods used for field data acquisition. While the
development of a speech recognition engine for a throat microphoneisfeasible, itisa
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substantial task in itself. A typical speech engine is developed by recording the speech of a
substantial number of people (typically about 100 people from which 7,000 to 10,000
utterances are recorded (Huang et al., 1994)), extracting the phonemes from each speaker,
and averaging them to create a database of phonemes.

As reported by Askenfelt et al. (1980) and observed during this research, aternative
microphones such as a throat microphone, while efficient with respect to minimization of
background noise, produced a lower fundamental frequency than that which is expected by
the speech recognition engine. This divergence from the training model upon which the
speech engine has been designed results in almost total recognition failure. However, if a
speech engine could be developed using only speech recorded with a throat microphone
then it is anticipated that recognition rates could be improved to match those obtained using
atraditional boom microphone in a quiet environment.

Jones et al. (1992) identified a number of criteria designed to improve recognition
accuracy. The most important criterion was the implementation of a grammar hierarchy,
the purpose of which isto minimize the number of commands that need to be recognized at
any onetime. It was found during this research that it was necessary to display which
grammar is active at any one time. It was not uncommon, once or twice per session during
the initial training/development phase, to forget which was the active grammar and start
issuing commands that the computer was not expecting to hear. This generally led to the
repeated issue of incorrect commands, and the effective stalling of the application if the
visual or sound aids were not available. Asreported by Murray et al. (1996) this problem
is partially exacerbated by the user persisting with speech commands when an alternative
means of interaction with the compuiter, i.e., viathe keyboard or mouse, could break the
non-recognition loop.

Thisis essentially atraining issue. For example, when we converse with another
person, and say something incorrectly or are not understood, we will generally rephrase
what it was we wanted to say. It is apparent that when speaking to a computer we want to
continue to use speech when we have made an error, as we would in normal conversation,
rather than adopting an alternative mode of interaction that would ensure that the computer

responds appropriately. However, as the application was used more regularly, it was noted
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that this habit was gradually broken. As observed by Shneiderman (2000), emotive content
of spoken language, while important to human-human interaction, can be disruptive to
human-computer interaction. For instance, while stuck within a non-recognition loop it was
not unusual for the user to issue commands in a more aggressive manner, compounding
recognition problems because the commands issued diverged from the speech engine's
training model.

One of the objectives of wearable computersisto ensure that the user maintains an
awareness of the local environment. This research indicates that when speech recognition
isworking correctly this goal is met, and as such speech recognition can find a useful role
in hands-busy, eyes-busy situations as reported by Murray et al. (1996). However, when
speech recognition fails to perform adequately the user’s total concentration is restricted
entirely to the software application, thus returning the user to the traditional human
computer relationship where the computer demands the user’ s full attention in order to
complete atask. Thisis not satisfactory when working in a mobile environment. To
highlight the consequences of this predicament, while testing the application on the bicycle,
speech recognition tended to perform more poorly when riding into the wind (due to
increased background noise) and therefore required additional attention to ensure that the
correct process was being activated. Although testing was undertaken in an empty car park
on the weekend an accident with another cyclist was only averted due to the vigilance of
the other cyclist, that is, | was sufficiently distracted by the software application that | was
unaware of what was happening in my local environment. This tends to support the
findings of authors such as Shneiderman (2000) and Strayer et al. (2001), who have
reported reduced cognitive abilities of speech recognition users who are attempting to
multitask, and cell phone users who are driving, respectively. Speech recognition is
statistical by nature, so it is highly probable that recognition errors will occur. Unless
recognition accuracy can be further improved, user safety, and the safety of others, must be
considered when determining the suitability of this application for a particular process.

Given the limitations of the NMEA-0183 standard, in that data can only be sent from
the GPS unitsto the wearable computer, and the limitation of the wearable computer to
only be able to process GPS positions at rates of less than 0.5 Hz, it was necessary to
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interpolate the position of afeature. Interpolation was based on the time that the command
to capture a feature was issued and the time difference between GPS positions received just
before and just after the issued of an “Add Defect” command. By its nature, the
interpolation process will add to the positional error of a captured feature. The magnitude
of the positional error will be afunction of the time difference between consecutive GPS
positions, the speed at which the user is moving, and the users dynamics, i.e., are they
smooth. The positional error is also compounded by the speed with which the speech
engine recognizes the command to capture a defect. During the initial design it was
intended that the application would make use of a function within Microsoft's Speech
Application Programming Interface that records the time that the microphone senses the
commencement of an utterance, so as to be able to minimize the error of interpolated
positions. However, it was found that background noise made it extremely difficult to
determine exactly when the command to capture a feature was issued. In the final
application it was determined that the most practical time to use for the interpolation of a
position was when the speech recognition engine actually recognized the command to
capture afeature, even though it is accepted that this process will degrade the position of
captured features to some extent due to the delay between the issue of the “ Add Defect”
command by the user and the recognition of the command by the speech recognition
engine.

After having used this multimodal environment for a period of time, in both an office
and field based environment, it is apparent that speech recognition in an office
environment, where environmental noise can be controlled, can enhance human-computer
interaction. By incorporating additional modes of interaction, such as sound and speech,
between a user and the computer, information can be presented in a more efficient and
accurate manner. Thisis particularly evident with respect to the verification of captured
data. A speech recognition engines ability to convert text to speech and “vocalize” what it
has recognized provides a quick and easy means of data verification. During testing of the
system missed recognitions were easily identified, primarily, it is assumed, because a
different mode of interaction with the computer was invoked. Unfortunately, aside from the
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verification of data acquisition, these enhancements to human-computer interaction do not
trandate well in to afield environment.

The third objective of this research has been to investigate the positiona accuracy of
captured features using different modes of transportation. The goal was to determine the
capabilities of such atool in light of end-user requirements regarding positional accuracy.
A significant portion of geospatial data users would like to have spatial datawith an
accuracy of better than one meter (7* test with Yates Continuity Correction = 20.527, P =
0.000). Given the test results obtained, this accuracy criterion can be met if the user stands
upon the features to be captured for at least the time taken for the GPS unit to provide the
application with two positions. If the GPS unit provides a position at the rate of 0.5 Hz,
then the user need only stand in one place for 4 seconds at most. Thiswill ensure that the
application will have received sufficient information from the GPS unit to accurately
interpolate the position of a captured feature. Given that the accuracy of the other modes of
transportation tested - walking, cycling and driving - were significantly greater than one
meter, these modes of transportation will not meet the requirements of most geospatial
users within alocal government environment. However, these modes of transport may be
adequate for the capture of spatial data for other types of applications, for example
environmental, natural resources, or market research, where the accuracy requirements are
not as stringent (Montgomery et al., 1993).

The fourth objective has been to explore real-time access and transmission of spatial
information over awireless communication interface. The wireless network is the enabling
component of a mobile application in that the user has access to data without being
restricted by place. Users are restricted to public cellular networks viaa CDPD modem, to
GSM or CDMA wireless networks via a wireless hand phone connected to a computer with
aseria cable, or to a private wireless network. With all networks there are limitations with
respect to coverage (the area within which the network can be accessed) and cost to access
the network. At present the cellular networks have the greatest coverage followed by the
wireless networks.

Because of the limited number of ports available on the wearable computer, the
simplicity of using a PCMCIA card, the greater coverage, and the better pricing structure
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(flat monthly rate as opposed to a time based or packet based rates), a CDPD modem was
selected as the most appropriate wireless option. While the published data transmission
rate for a CDPD network is 19.2 kbps, observed transmission rates were generally in the
range of 10 to 12 kbps. However, by minimizing the amount of data that was required to
be transmitted, these data rates did not appear to significantly delay the transmission of
data. A typical GML file for one road defect required approximately 1860 bytes, which
were usually broken up into three packets of 536 bytes plus the remainder of around 250
bytes. For GML files containing more points, for example 30, the generally packet size
was again 536 bytes, although packet sizes ranging from 2000 to nearly 8000 bytes were
also observed. In general, one defect was processed by the server within two to three
seconds of being sent by the mobile device. However, with the larger files (10 points) this
often extended to approximately 15 seconds with the mgjority of the time being taken up by
the transmission of data over the wireless network.

The wireless component provides the greatest opportunity for time and cost savings.
By providing the mobile user with a connection to corporate databases in this manner, the
user is able to add, modify and delete data in near real-time, thus removing the need to
spend additional time, or employ additional personnel to process the data in the office.

One of the principal goals of this research has been the simplification of data
acquisition; simplification in terms of the process that must be undertaken to acquire data
and simplification in terms of what is required of the field user. The current system does
not respond as instructed, nor in atime frame that is acceptable when working in atypical
outdoor urban environment. However, if the background noise issued can be resolved,
through improvement of speech recognition algorithms that extract speech in afield
environment, or the development of a speech engine for throat microphones, it is apparent
that this mode of interaction with the computer shows promise, but user safety must al'so be
considered. Speech recognition's ability to interact with the user via text-to-speech
capabilities (playback to the use of what is recognized) provides an opportunity to verify
captured data on-the-fly, rather than having somebody else verify it later.

If head mounted displays are to be utilized, speech recognition is a necessity.
Without it, interaction with the computer by mouse and miniature keyboard is difficult. In
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short, experience indicates that when the system works, it works well and is easy to work
with, but when the system fails to respond appropriately, human-computer interaction
becomes difficult and user frustration quickly escalates.

Therefore to answer the principal question of thisresearch, "Is amobile GIS, that
includes speech recognition and wireless connectivity for real-time access to spatial data, a
viable tool for data acquisition?’, | must say “no”.

8.2. FACTORS TO CONSIDER

Aside from the technical issues encountered in the previous section there are a
number of other issues that warrant discussion. Thefirst of these relate to the use of
ActiveX components when developing software. While the benefits of ActiveX
components far outweigh the problems encountered with their use, a number of unforeseen
issues were encountered with ESRI's MapObjects and both Microsoft's and Dragon
NaturallySpeaking's Speech Application Programming Interfaces. With respect to
MapObjects, two major issues were encountered during development. The first related to
database access. For some time now Microsoft's Active Data Objects (ADO) Control has
been the standard interface used for database access; however, until the release of
MapObjects 2.1, ESRI did not support the use of the ADO control. Thiswould not have
been a great problem had it been mentioned in the documentation provided by ESRI. Each
of the major components were first developed individually to remove as many bugs as
possible while the software was in a simplified form and integrated when the components
were working satisfactorily. It was at this time that the database access issue was realized.
The second issue with MapObjectsisthat it is not possible to add a defect to the Road
Defect layer or theme more than once without first removing the layer from the project and
then reloading it. Thisissue has been discussed at length on ESRI’s MapObjects discussion
forum, but has yet to be resolved.

With regards to the Speech Application Programming Interfaces, it was found that a
number of functions described by Microsoft and implemented by Dragon were only
accessible using C++. Asthis application was developed in VB 6.0 it required additional
libraries to be developed in C++ that would allow VB access to these functions. To
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compound this problem it was also found that some functions described by Microsoft have
yet to be implemented. Asthe Microsoft Speech Application Programming Interfaceis a
free development kit, Microsoft does not provide user support, making it difficult to access
some of its functionality. In the end, speech recognition user groups were relied upon
heavily in order to implement the speech recognition component of this project.

The world of XML is expanding daily, asisthe XML standard. When commencing
the development of the GML data model it was found that the base GML Schemas did not
conform to the current XML standard. This required a considerable amount of time
updating both the Feature and Geometry Schemas so that they did conform to the current
XML schema and could then be parsed by an XML validator such as XML Spy. It would
appear that the Open GIS Consortium lags the World Wide Web Consortium by
approximately six months - being the time it took the OGC to update their GML schemato
conform to the latest XML schema - with respect to their schema documentation.

Geographic Information Systems work because spatial data can be georeferenced.
Without this capability, or if dataisincorrectly georeferenced, a GIS is no more than a
glorified database. Having determined that users would like data accuracy to be less than
one metre it was decided that Alberta Survey Control Monuments (ASCM) around the
University of Calgary would make appropriate control marks. However, after undertaking
asmall Control Survey between the pillars on top of the Engineering Faculties F Block and
two ASCM's, one on the northeast corner of 32nd Avenue and 33rd Street NW (ASCM
263079), and the other halfway along the western side of 31st Street NW, opposite the
parking lot of TRLabs (ASCM 156596), it was found that there was a discrepancy between
the WGS 84 coordinates of the pillars and the ASCM's (3TM). The survey consisted of two
static occupations of 30 minutes each, on each ASCM, with a second receiver on pillar S2
throughout the survey. The survey was adjusted using Trimble's Geomatics Office
software. When adjusting the network with minimal constraints, i.e., only pillar S2 was
fixed, the maximum error in either the Northings or the Eastings was 0.003m at a
Confidence Interval of 95%. When the two ASCM were held fixed errors in the order of
+0.04m were observed. While these errors are larger than was anticipated for a baseline of
400m, insufficient ASCM’ s were surveyed to determine the cause of these errors. It could
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be that one of the ACSM’ s was disturbed, although they were not visibly so, or thereisa
rotation between the WGS84 framework and the Provincia spatial reference system.

However, when al three control marks were constrained, using their WGS84
coordinates, an error of approximately -1.00m in the Eastings and +0.70m in the Northings
(observed - control) was calculated™. The University of Calgary pillars were surveyed
during the City of Calgary'sinitial Highly Precision Network campaign; however they were
never integrated because they did not meet the Alberta Sustainable Resource Development
Geodetic Control Units criteriafor integration. It was therefore concluded that the errors
discovered during this control survey are probably due to a bias caused by alack of
integration of the pillars with the surrounding ASCM's. While errors of this magnitude
may be adequate for certain GIS data acquisition projects, if high precision datais a
requirement, then it is imperative that the Base Station used as part of the Real-Time
Kinematic GPS system is adequately referenced to the map projection within which the
data to be captured must sit. As such, the coordinates used for Pillar S2 were determined by
least squares adjustment of the GPS observations with the ACSM’ s held fixed.

There are two final observations. For a substantial period of time, some four weeks
of trying to test the system, it appeared that it was not possible to run the GPS unit at the
same time as the wireless modem. Either the wireless modem could not register with Telus
Mobility, or the GPS could not lock on to any satellites. During this testing period it was
found, by trial and error, that if the GPS unit was activated prior to connecting it to the
wearable computer (the computer had to be turned off when starting the GPS unit) then
everything functioned as was anticipated. The reason for having to power up the systemin
this particular order has yet to be determined, athough it is speculated that the system is
either generating noise which is interfering with the wireless components or there is
interference between the GPS radio antenna and the wireless antenna, which is not allowing
the system to register with Telus Mobility. The final observation isin respect to the
number of satellitesin view. Throughout the testing of the system no consideration had

1 Fal lowing a discussion with Mr. Geoff Banham of the Geodetic Control Unit, Director of Surveys and Technical

Services, Alberta Sustainable Resource Development, it was determined that the University of Calgary pillars
have yet to be integrated into the Provincial Spatial Referencing System.
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been given to the satellite constellation. However, while testing it was noted that on
occasion differential positions could not be determined (autonomous positioning only).
Upon further investigation it was found that there were not four common satellites within
view of both the Base Station and Rover. While both of these observations are relatively
simplistic, it was the intention of this research to test the application in an environment that
isascloseto rea-life aswas possible. Hence, if such a system is to be implemented within
the commercia world these issues must be factored in to the training of users so that they
have an adequate understanding of the workings of GPS so as to be able to monitor quality
indicators such as the number of satellitesin use, fix status (autonomous, DGPS, etc.),
PDORP, etc. and assess whether or not they are meeting their accuracy requirements.

8.3. FUTURE INVESTIGATIONS

| suggest that this application can become a viable data acquisition tool if appropriate
research is carried out in anumber of areas. Because the primary component affecting the
usefulness of the mobile GIS is a speech recognition component, any effort to improve the
system must begin with this component. Specific areas for improvement are described
below.

While the throat microphone was unable to improve recognition rates, inspection of
its signal does indicate that if a speech engine could be adapted to recognize the signal
recorded by athroat microphone then this may provide the best solution to the removal of
background noise and therefore improves recognition rates. It is anticipated that the
simplest method of adapting current speech recognition engines would be to observe the
differences between speech recorded by a throat microphone and a boom microphone over
arange of utterances and develop atransformation filter that can convert the signal
recorded by the throat microphone to match that of the boom microphone so as to recreate
the high frequency components of speech, prior to the signal being processed by the speech
engine.

One of the handicaps of the current system is computing performance. While the
performance of wearable computers has nearly doubled over the last 24 months during
which this research was undertaken, investigation into the development of a computer
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specific to mobile data acquisition using speech recognition would be beneficial. The
Xybernaut MA 1V does not currently take advantage of current speech recognition
technology provided by the more advanced Pentium I11 and IV chip sets. For example,
Dragon NaturallySpeaking's version 4 speech engine is the latest engine that can be
installed on the MA V. The speech engineis now four years old, having been released in
August of 1998, and as of October 2001 Dragon NaturallySpeaking released version 6.
Hence it is not possible to make use of the most up-to-date technology.

Current speech recognition engines must operate continuously in the background of
the computer’ s operating system. There is a noticeable lag in the operation and function of
a computer when speech recognition is enabled. Hence, investigation into the integration
of a speech recognition chip set with a miniaturized computer built around a PC/104
computer module, for example, is warranted. By moving the speech recognition processing
demands from central processing unit to the speech recognition chip it is expected that all
round performance can be improved. The Xybernaut MA IV is essentially alaptop
reorganized to fit in abox 19 cm by 6 cm by 12 cm. If current laptop technology can
include Pentium IV 1.5 - 1.7 GHz CPUs then it is evident that computing performance can
be improved substantialy over that of the Xybernaut MA 1V.

Significant cognitive based testing is also required to ensure that the system issimple
and intuitive to use. Cognitive testing should also investigate the user safety aspect of this
application as there is significant evidence of higher accident rates for cell phone users
when driving a vehicle, an environment that is not dissimilar from that which is
encountered when using this application. Testing during this research has clearly indicated
that feedback and error correction are important aspects of system design, asis training of
the user to make use of the most appropriate mode of interaction with the computer under
different situations. It is these human factor considerations that will be crucia in
determining the success of a mobile GIS data acquisition tool based around speech
recognition.

If the application can be improved so that it is a viable data acquisition tool then
research in the domain of cost benefit analysisis also warranted. Given that the City of
Calgary Streets Department spends approximately 110 man days per year entering and/or
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editing road and sidewalk defect information. By removing the need for this additional
work, cost savingsin the order of $18,000 and $19,000 per year are possible assuming an
hourly rate of $13, an overhead factor of approximately 1.8 to 1.9, and a 7 hour working
day. Field testing to determine if the application provides other tangible and non-tangible
benefits, possibly as a result of improved efficiency in the acquisition of field data, or
improved accuracy of data should also be investigated. Tangible and non-tangible benefits
could then be assessed against procurement costs required to implement the system.

Last, with regards to the wireless/Internet component, further investigation with
respect to reliability, datatransfer capabilities and latency are warranted. At present the
system only sends data to the server, and requires that all base data sets are maintained on
the mobile device. However, alogical improvement to this would be to implement a system
that allows the download of data sets within a certain distance of the field operator, which
can be updated dynamically as the user moves from location to location. Thiswould
minimize the data storage demands on the mobile device and allow more flexible access to
corporate data sets.
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APPENDIX A — DATA ACCURACY REQUIREMENTS SURVEY

Data Accuracy Requirements

UMIVERSITY OF Survey GEDMATlCS
CALGARY ENGINEERING

About this Survey -

As partial fulfilment towards a Master of Science Degree at the University of Calgary, | am

investigating the use of Mobile GIS as a data acquisition tool. One of the research components is to
investigate the ability of a Mobile GIS platform to meet the spatial accuracy needs of end users.
Therefore, as a user your assistance is very important.

It is recognized that organizations may use a wide variety of data, which encompass a number of
accuracy specifications. When completing this survey please use typical examples from your
organization.

Confidentiality
Participation in the survey is voluntary, and responses to this survey are strictly confidential.
Contact information has been requested in order that further consultation may be entered into if the
participant indicates that they are willing to do so.

It is the Universities policy that all individuals participating in a survey be informed of the purpose
and use of solicited information. The following is furnished to fulfill this requirement:

Informed Consent -

This Consent form is only part of the process of informed consent. It should give you the basic idea of
what the research is about and what your participation will involve. If you would like more detail
about something mentioned here, or information not included here, you should feel free to ask.
Please take the time to read this carefully and to understand any accompanying information.

As mentioned above the purpose of this research is to investigate data accuracy requirements of
the GIS user community so as to determine the appropriateness of Mobile GIS for different data
acquisition activities.

This Web-based survey is intended for Utility, Local, Provincial and Federal Government GIS
project managers. The survey consists of fourteen research questions that are designed to ascertain
the difference between the accuracy of data that is used by these sectors of the GIS community, and
the accuracy that they desire. The survey should take approximately five (5) minutes to complete.

There are no known harms associated with your participation in this research.

Confidentiality will be respected. Data will be kept within a password protected database to which
only the researcher has access. No information that discloses your identity will be released or
published without your specific consent to disclose.

You will not benefit directly from participation in this research.

You have the right to refuse to participate or to withdraw from this study at any time.

By clicking on the Go to Survey button on this form it indicates that you have understood to your
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satisfaction the information regarding participation in the research project and agree to participate as
a subject. In no way does this waive your legal rights nor release the investigators, sponsors, or
involved institutions from their legal and professional responsibilities. You are free to withdraw from
the study at any time. Your continued participation should be as informed as your initial consent, so
you should feel free to ask for clarification or new information throughout your participation. If you
have further questions concerning matters related to this research, please contact:

Andrew Hunter Dr. C. V. Tao Dr. B. Ballantyne

MSc Candidate Supervisor Supervisor

Department of Geomatics Department of Geomatics Department of Geomatics
Engineering Engineering Engineering

University of Calgary University of Calgary University of Calgary
Calgary Calgary Calgary

Canada Canada Canada

Ph:+(403) 220 7106 Ph:+(403) 220 5826 Ph:+(403) 220 7105
ahunter@ucalgary.ca ctao@ucalgary.ca bballan@ensu.ucalgary.ca

If you have any questions or issues concerning this project that are not related to the specifics of
the research, you may also contact the Research Services Office at +(403) 220 3782 and ask for
Mrs. Patricia Evans.

To begin the survey, please click here:
If you do not wish to proceed, please click here:

Thank you for your participation!

Andrew Hunter
Andrew Hunter's web page

Created by Andrew Hunter, 11 May 2001
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Data Accuracy Requirements

Survey
L.|NI"l.*'IERSIT"'rr OF GEDMATlCS
CALGARY ENGINEERING
Your Details (All fields are required): -

First Name: I
Last Name: I

Email Address: Select one j
example: scooby@dooby.doo |ndustry

Select one -
Are you willing to be contacted? I J

Position:

Company: I

Purpose of GIS within your organization:
Phone Number: I il

example: xxx-xxx-xxxx for North America and NZ
or XXX-XxXxX-xxxx for Australia

Country:

I Select one

L |

B o
Survey: -

1) What is the relative positional accuracy of your spatial data? I j

2) Is this adequate for your applications? I j

3) Given the cost of acquiring accurate data, what accuracy specification would be ideal for your

GIS applications? j
4) Regardless of cost, what accuracy specification would be ideal for your GIS applications?

5) What was the primary data acquisition method used during your conversion process for the

-

spatial component of your GIS?I

6) If field surveys were not the primary data acquisition method used during your conversion

process what was the source of your data? j

7) What is the primary method of updating your spatial data? I j
8) What type of reference framework was used during the conversion process?

If "Other" was selected above, please identify: I
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9) How long did it take to complete your initial data conversion process?

-

10) Was field validation undertaken? I j

11) Are you considering improving the accuracy of your spatial data? j
If "Yes" explain why:

1 o

12) Has Conflation (rubber sheeting) been used to align/merge spatial data? j

If "Yes", where the results adequate? I j
If "No" explain why not:

1 o

13) How long does it take for amendments to data to be made available for use in your

organization? J

14) How long would you like it to take for amendments to be made available to your

organization? I J

Submit | Reset |

Created by Andrew Hunter, 12 June 2001
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APPENDIX B - EXISTING MoBILE GIS APPLICATIONS

Company
Available Since

Technology

Web Address

ESRI Inc., Redlands, CA, USA
1998/1999

ArcPad is promoted as being hardware independent, however it only runs
on Windows CE 2.11 or higher, 95/98, NT, and 2000 operating systems.
With the release of ArcPad 5.0.1, ESRI's mobile application now supports
the downloading of spatial dataviaa TCP/IP connection (wireless, cellular
or LAN). ArcPad 5.0.1 can also act as aclient to ESRI's Internet mapping
and GIS software, ArclMS.

Standard map navigation, feature identification and editing features are
incorporated along with the ability to utilize hyperlinks to external files,
query features are also provided to determine areas, distances and
directions. Input for data editing is viaredlining using a stylus (mobile
device requires touch sensitive screen), cursor or GPS (can only use GPS
receiversthat can output NMEA and TSIP formatted sentences), allowing
real-time positioning in the field. The user is aso provided with
functionality required to generate input forms on the fly. ArcPad also
provides integration tools for the import/export of ArcView projects.

http://www.esri.com/software/arcpad/index.html

Company
Available Since

Technology

AutoDesk Corp., San Rafael, CA, USA

?

OnSite allows users to capture information in the field by drawing
(redlining) on the mobile device screen and adding text to the new features.
Synchronization facilities are included so that databases can be updated at a
later date based on notes and redlines compiled by the user while in the
field.
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Onsite has been designed to run on one of the Palm Vx series mobile
devices running Palm OS 3.3, or on a Fujitsu PenCentra 130, or Symbol
PPT 2700 for WinCE (v.2.11 and up) users. In order for OnSite to connect
to remote databases it requires access to a java based servlet (Jrun) and
AutoDesk's MapGuide 4.

OnSiteis built around Oracles 8i Lite database management system and
supports wireless and wired connections to remotes spatial and non-spatial
databases, however it does not allow real-time access to remote data
OnSite incorporates synchronization facilities as described above, standard
GIS navigation features; feature selection and identification; standard
symboal libraries; data acquisition by redlining with notes; coordinate
transformation facilities; and data transfer security features.

http://www.autodesk.com/profctr/gis/gisindex.htm

Company
Available Since

Technology

Tadpole-Cartesia, Carlsbad, CA, USA
1996

Conic GISisafield data capture software product designed to function on a
pen-based computer that consists of four integrated modules: Conic View;
Conic Redline; Conic Query; and Conic Capture. Conic View provides
map viewing and navigation functionality of spatial datasets. Conic Redline
allows users to interactively annotate digital data with a stylus. Conic

Query provides facilities to view, capture and edit feature attributes. Conic
Capture includes tools to update or add features to existing spatial datasets.
It aso includes tools that allow a mobile device to be linked to survey
equipment such as GPS, Electronic Total Stations and Laser Rangefinders,
from which the location of new features can be acquired.

Through the use of awireless modem, real-time data communications
between users in mobile and office environments can be implemented in

order that data and job information can be updated on the fly.
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http://www .tadpol e.com/car/index.htm

Company
Available Since

Technology

Web Address

Maplnfo Corporation, Troy, New York, USA
August 2000

MapinHand has been developed for PDA's using Palm Computing 3.0 (or
higher) or Windows CE 2.0 (or higher) operating systems. MapinHand uses
Maplnfo's MapXtreme® Web software to provide rea-time access to
external databases and spatia information in Oracle and Maplnfo formats.
MapinHand has been built around Oracle8i™. Aswith other applications
MapinHand provides map navigation, query, data editing (redlining)
functionality. Geocoding tools are also provided to assist with the location
of featuresin spatia datasets.

MapinHand is primarily a Web based application and therefore requires
access to java-based servlets that manage information requests.

http://dynamo.mapi nfo.com/products/web/Overview.cfim?Productl D=42

Company
Available Since

Technology

Datria Systems, Inc., Englewood, CO, USA
1997

VoCartaField is a speech enabled data acquisition application. Captured
features are stored in a standard database file that can be uploaded to any
relationa or spatial database. VoCarta Field includes development tools
that can be used to modify the system to best suit a projects data acquisition
requirements. Thisincludes tools for building and editing vocabularies (or
sets of words appropriate to the data), quality assurance tools, database
administration tools, and tools to connect to other surveying and field
inspection technologies such as GPS, laser range finders, digital cameras,
Digital Measuring Instrument (DMI) and bar-code readers. When
incorporated with VVoCarta TeleForms external databases can be accessed

viaacelular connection and be edited while on the move.
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http://www.datria.com/

Company
Available Since

Technology

Web Address

iMedeon, Inc., Alpharetta, GA, USA
iM:Collect — July 2000; iM:Field — March 2001

iM:Caollect has been devel oped as a mobile data collection solution for use
on Palm Operating System devices and Windows 95/98/CE and NT
operating systems. iM:Collect works in conjunction with iM:Work,
iMedeon's wireless web application.

iM:Collect includes an administration tool, which allows users to configure
the system to meet data acquisition requirements. Pre-configured templates
can be utilised to accelerate the creation of data collection objects. The
system also manages version control and push/pull synchronization with
external databases.

iM:Caollect is essentially a mobile database application and does not provide
any mapping functionality.

iMedeon has also developed iM:Field which is a wireless enabled web base
application with GIS capabilities that can query enterprise databases in real-
time and can be connected to a GPS unit.

http://www.imedeon.com/

Company
Available Since

Technology

PointBase, Inc., Mountain View, CA, USA
PointBase Micro: June, 2001; Mobile Edition: 2000

Mobile Edition is a database management system developed for Internet
applications and mobile devices. Mobile Edition is a Pure Java object
relational database and is customizable with any of the magjor Java based
application development tools. Mobile Edition does not provide any
mapping tools. Mobile Edition can be implemented on any computing
device that has a Java Virtua Machine.
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PointBase Micro is specificaly designed for mobile computing applications
based upon the 2ME or J2SE architectures. It has been specifically
designed for running on a PDA but will run on Windows, Windows
CE/Pocket PC, Symbian EPOC, Palm OS, Motorola, and iDen.

Web Address http://www.pointbase.com/home.shtml

Company Intergraph Corporation, Huntsville, Al, USA

Awvailable Since March 2000

Technology InService is amobile GI'S and work management system that can interface
with Supervisory Control and Data Acquisition Systems (SCADA);
Customer Information Systems (CIS); corporate Work Management
Systems (WMYS); Automated Field Detection Devices; and Automatic
Vehicle Location (AVL) systems. InService runs on Windows based
operating systems and requires an Oracle Database for data storage.

Web Address http://www.ingr.com/electric/is.asp

Company M3i Systems Inc., Montreal, Quebec, Canada

Available Since

Technology

Web Address

1993

The Pragmafamily of products is designed as an outage management
system for electrical and telecommunication and organizations. The system
includes amobile GIS unit for maintaining the geographic elements of
electrical or communication networks. M3i aso caters to various public
safety organizations, their initia installation being in 1993 for the Police
Department at St-Jean-sur-le Richelieu, Quebec.

http://www.m3isystems.com/M 3iWeb/I ndex.htm

Company
Available Since

Technology

MapFrame Corporation, Dallas, TX, USA
1998

FieldSmart, MapFrame' s mobile field solution has been developed for



Web Address
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Windows 95/98/NT/2000/CE operating systems. FieldSmart provides all
basic GIS viewer functions such as map navigation, the ability to handle
vector and raster based data, basic distance and area calculations and simple
database queries. Editing is performed viaredlining and the addition of
annotations. FieldSmart Connect provides wireless connection to corporate
databases.

http://www.mapframe.com/

Company

Available Since

DB Network Technologies, Inc., Pomona, CA, USA

?

Technology Integrated facilities ingpection and maintenance system for delivery of GIS
and other datato the field

Web Address http://www.dbnt.com/index_flash.htm

Company NMT Corporation, La Crosse, WI, USA

Available Since

1998

Technology FAAR isNMT’s platform-independent GIS viewing software. FARR
combines a GIS system with a CIS database. FARR is currently used by
Gas, Electric and Telecom organizations for fault detections and repair.

Web Address http://www.nmt.com/nmthome.htm

Company GE Smallworld, Cambridge, UK

Available Since

Technology

Web Address

?

Smallworld Scout is a Windows based GI S that allows query/view and
print operations to be performed on a Smallworld database via
Smallworld’s Mobile Data Server. The Mobile Data Server dlows a spatid
subset of a database to be replicated on a mobile device for use in the field.

http://www.smallworld.co.uk/
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Company TDS GIS Solutions Inc., Portland, OR, USA

Available Since ?

Technology Fieldnotes for Mobile Mapping has been developed for Windows based pen
or laptop computers. Fieldnotes includes map-viewing functions including
pan, zoom, coordinated ook up, pop-up legends. The primary purpose of
Fieldnotes is to update/modify existing digital map information.

Web Address http://www.penmetrics.com

Company Pocket Systems Ltd., UK

Auvailable Since

Technology

Web Address

PocketGI S for Newton OS released in 1997 and PocketGIS for Windows
CE released in May 1999.

PocketGISisa GlSfor field data capture which can display and edit map
geometry and attributes. PocketGI S runs on Microsoft Windows CE.
PocketGI S can be linked to a Global Positioning System (GPS) receiver for
real time location tracking and data capture, to alaser rangefinder, or to a
Digital Camera

http://www.pocket.co.uk

Company

Available Since

MGS-Mobile GIS Systems Oy, Helsinki, Finland

?

Technology SkyPower is a GPS based, multimedia GIS system especially suitable for
video mapping applications in mobile environment. SkyPower runs on
Windows based operating systems.

Web Address http://www.mgs-mobile.com/index.htm

Company CTN Data Service, Inc.

Available Since

1992



Technology

Web Address
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FarmSite is a companion tool to FarmWorks, a mostly farm accounting
system. It's ahome-brew Pocket GIS that relies on SHP formats that was
created for their clients interested in getting started with farm mapping. It
also integrates to FarmWorks crop records and field cost accounting
modules. Farm Site geo-referenced map "layers', which typically include
yield maps, soil type maps, soil test maps, and GPS maps.

http://www.farmworks.com/products/farmsite/

Company
Available Since

Technology

Web Address

StarPal, Inc.

?

StarPal's Handheld Geographic Information System (HGIS®) isafield tool
that runs on PocketPC computers or ruggedized computers running
Microsoft Windows (CE, 2000, 98, 95, ME, XP, or NT). Compatible
formats include ESRI Shape SHP, Maplnfo MIF, and dBASE DBF. The
HGI'S connects to awide range of GPS systems for the determination of
position. The HGI'S can perform a number of basic GIS functions such as
position location in 100 different coordinate systems, area and distance
calculation and union/intersection/difference of features, for example,
calculate the area of afield minus any ponds within the field.

http://starpal.com/index.html
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APPENDIX C — HARDWARE AND MICROPHONE
REQUIREMENTS

A speech application requires certain hardware on the user's computer in order to obtain
adequate results. Speech recognition and text-to-speech engine Developer ScanSoft who
develop and market Dragon Naturally Speaking recommend a minimum configuration of a
Pentium® 11 400MHz processor or equivalent, 128MB of RAM, at least 300MB of hard
disk space; a sound card such as Creative® Labs Sound Blaster® 16 or the equivalent;
Microsoft® Windows® XP, Millennium, 2000, 98, 95C, or Windows NT® 4.0 (with SP-6
or greater); and a microphone, preferably a close-talk microphone with a near-field element
so that background noise can be eliminated (ScanSoft, 2002). IBM, the creators of
ViaVoice 9.0, set out minimum processor specifications for both Microsoft® Windows®
98 and Microsoft® Windows® Millennium, being a Pentium® 300 MHz processor and a
Pentium® 111 600 MHz processor respectively. Other requirements include 64MB of RAM,
500+MB of hard drive space and a Windows® compatible 16-bit sound card (IBM, 2002).
It must, however, be remembered that these are minimum requirements specified by
software developers. After reviewing some dedicated speech recognition web sites
(emicrophones.com, 2002; out-loud.com, 2002; microspeech.com, 2002) and the USENET
Group comp.speech.usersit is evident that if good recognition results are to be obtained
then a minimum configuration should at least include a Pentium® 111 600 MHz processor,
384 MB of Ram, Microsoft® Windows® 2000 Professional, a disk swap file set to at least
300 MB and made permanent. There are numerous options with respect to sound cards,
however, a sound card from the SoundBlaster Live product range, or USB sound pods from
Andrea or Buddy/Emkay are recommended by many users; and lastly, an active noise
cancelling microphone.
MICROPHONES
A microphone is a transducer, a device that changes information from one form to another.
Sound information exists as patterns of air pressure; the microphone changes this
information into patterns of electric current.
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Elsa (1996) describes two of the most commonly encountered microphone designs,
being the magneto-dynamic design and the variable condenser design. In the magneto-
dynamic (commonly referred to as the dynamic) microphone, sound waves cause
movement of a thin metallic diaphragm and an attached coil of wire. A magnet produces a
magnetic field which surrounds the coil, and motion of the coil within thisfield causes
current to flow. It isimportant to remember that current is produced by the motion of the
diaphragm, and that the amount of current is determined by the speed of that motion. This
kind of microphone is known as velocity sensitive.

In a condenser microphone, the digphragm is mounted close to, but not touching, a
rigid back plate. A battery is connected to both the diaphragm and the back plate, which
produces an electrical potential, or charge, between them. The amount of chargeis
determined by the voltage of the battery, the area of the diaphragm and the back plate, and
the distance between the two. This distance changes as the diaphragm moves in response to
changesin air pressure caused by sound waves. If the distance between the diaphragm and
the back plate changes then current flows in the wire, as the battery maintains the correct
charge. The amount of current is proportional to the displacement of the diaphragm, and is
so small that it must often be electrically amplified before it leaves the microphone.

An important feature that affects sound quality is noise cancellation
(emicrophones.com, 2002). With speech recognition, the user wants a microphone to screen
out sounds from all directions except the user’s voice. A number of screening techniques
exist, the most common of which are Cardioid microphones, which only pick up sounds
directly in front of the microphone; and Active Noise Cancellation microphones. The
Cardioid microphone gets its name from the heart-shaped cross-section of the sensitivity
pattern. The microphone is most sensitive to sounds that occur directly in front of it, and
then the sensitivity is sharply reduced as the sound source moves around and behind the
front end of the microphone. Sounds from directly behind the microphone are aimost
totally blocked (Elsa, 1996). The Active Noise Cancellation microphone relies on two or
more microphones. In a two-microphone configuration, one is used to pick up the speaker’s
voice, and the other is used to gather the ambient noise in the environment. The ambient

noise signals are then subtracted from the speaker's signal.



161

APPENDIX D - AMERICAN ENGLISH PHONEME
REPRESENTATION

Thisisabrief introduction to the use and implementation of the SAPI phoneme
representations™.

SYMBOLIC AND NUMERICAL REPRESENTATION

Application developers can create pronunciations for words that are not currently in the
lexicon by using the English phonemes represented in the following table. The phoneme set
is composed of a symbolic phonetic representation (SY M).

The application developer will be able to enter the SY M representation to create the
pronunciation using the XML PRON tag, or by creating a new lexicon entry. Each
phoneme entry should be space delimited.

Tag ‘ Description

PRON SYM Tag used to insert a pronunciation
using symbolic representation.

Example: pronunciation for “hello”:

<PRON SYM = "h eh | ow'/>

For improved accuracy, the primary (1), secondary (2) stress markers, and the syllabic
markers (-) can be added to the pronunciation.

Example: pronunciation for “hello” using the primary stress (1) and syllabic (-) markers:
<PRON SYM = "h eh - | ow 1"/>

AMERICAN ENGLISH PHONEME TABLE

SYM  Example Phoneme ID

syllable boundary (hyphen)

! Sentence terminator (exclamation mark) 2
& word boundary 3
: Sentence terminator (comma) 4
: Sentence terminator (period) 5
? Sentence terminator (question mark) 6
_ Slence (underscore) 7

2 Pplease note that this appendix has been sourced from Microsoft’s Speech Software Development Kit, Version 5.
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SYM  Example Phoneme ID
1 Primary stress 8
2 Secondary stress 9
aa father 10
ae cat 11
ah cut 12
ao dog 13
aw foul 14
ax ago 15
ay bite 16
b big 17
ch chin 18
d dig 19
dh then 20
eh pet 21
er fur 22
ey ate 23
f fork 24
g gut 25
h help 26
ih fill 27
iy fedl 28
jh joy 29
k cut 30
I lid 31
m mat 32
n no 33
ng sing 34
ow go 35
oy toy 36
p put 37
r red 38
S Sit 39
sh she 40
t talk 41
th thin 42
uh book 43
uw too 44
Y vat 45
w with 46
y yard a7
z zap 48
zh pleasure 49
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APPENDIX E - STREET CONDITION SPEECH COMMANDS

GLOBAL COMMANDS
FILE MENU
Add layer — Opens adialog to add alayer to the map view.
Working directory — Opens a dialog to set the current working directory.
Quit — Quits the application. Check to see if speech files should be saved first.
EDIT MENU
Find feature — Opens adialog to find a feature.
VIEW MENU
Map properties — Opens a dialog to edit/set the map view properties.
Zoom all — Zooms to the full extent of the loaded data sets.
Zoom to layer — Zooms to the extent of the active layer.
Zoom — Activates the select zoom window function. Must use mouse to zoom
in.
Zoom out — Activates the zoom out function. Must use mouse to zoom ouit.
Pan - Activates the pan function. Must use mouse to pan.
| dentify feature — Opens a dialog that displays attributes of a selected feature.
LAYER MENU
Remove layer — Removes the active layer from the map view.
Remove all — Removes al layersin the map view.
Edit Legend — Opens adiaog to edit the layers in the map view.
DATA MENU
Open road database — Opens the database that stores road defects and displays
existing defects on the map view.
Close database — Closes the road database
SPEECH SETUP MENU
Audio setup — Runs a microphone test routine to check environmental noise.
General training — Activates the general user training module.
Vocabulary editor — Opens adiaog for editing vocabulary.
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Vocabulary builder — Opens a dialog for building vocabulary.
Train words — Opens adialog to train individual words
New command — Opens a dialog for adding new commands.
Edit command — Opens a dialog for editing commands.
Voice options — Opens adialog for setting voice options.
USER MENU
New user — Opens adialog to create a new user’s speech files.
Open user — Opens adialog to select an existing user.
Save speech files — Saves changes to current user’ s speech files
WINDOW MENU
Tile horizontally — Tiles open windows horizontally.
Tile vertically — Tiles open windows vertically.
Cascade windows — Cascades open windows.
HELP MENU
About Mobile Street Mapper — Opens adialog giving details about the Mobile
Street Mapper
AcCTIVE CONTROL GRAMMARS
GPS MENU
View GPS — Opens the GPS dialogue.
Hide GPS — Closes the GPS dialogue.
Open GPS File — Opens and runs a previously saved GPSfile.
Start GPS — Starts acquiring GPS data.
Centre Map — Sets atoggle to ensure map/GPS location is always centred on
the screen
Close GPS file — Stops processing a GPSfile
DATA ENTRY MENU
Add defect — Adds a defect at the current GPS position
Modify road conditions — Modify/Edit defect at current GPS position (not
implemented)
Quit data capture — Saves and closes the road database.
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Close database — Same as “ Quit data capture”.
Save data — Save spatial data.
Cancel — Cancels an existing process.
DATA FIELD GRAMMAR
DEFECT FIELD
Defect <Defect>
Defect type <Defect>
SEVERITY FIELD
Severity <Severity>
YES/NO FIELDS
Utility related <Y esNo>
Seasonal <Y esNo>
MAINTENANCE FIELD
Maintenance activity <Maintenance>
Maintenance type <Maintenance>
M aintenance <Maintenance>
DEFECT DIMENSION FIELDS
Width <Digit> point <Decimal>
Width <Digit> point <Decimal> metres
Width <Digit>
Width <Digit> metre
Width <Digit> metres
Length <Digit> point <Decimal>
Length <Digit> point <Decimal> metres
Length <Digit>
Length <Digit> metre
Length <Digit> metres
DATA LISTS
Digit List - Integers from O to 100
Decimal List —Integersfrom0to 9
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DEFECTSLIST
Distortion
Rippling
Raveling
Random cracks
Longitudinal cracks
Whedl rutting
Excessive patching
Alligatoring
Transverse cracks
Severity List — Integersfrom 1to 5
MAINTENANCE LIST
Hot box
Hand crew top
Hand crew base
Paver
Crack sealing
Manhol e adjustment
Other material
YES/NO LIST
Yes
No



APPENDIX F — ROAD DEFECT SCHEMA

<?xm version="1.0" encodi ng="UTF-8"?>
<I-- edited with XM Spy v4.4 (http://ww. xm spy.con) by Andrew Hunter
(University of Cal gary)

File: def ects. xsd

Aut hor: Andrew Hunt er
Department of CGeomatics Engi neering
Uni versity of Cal gary

Dat e: August 17, 2001

Revi si ons: May 27, 2002
Updated to conformto the WBC XM_Schema Reconmendati on dat ed
2 May, 2001. Fixed invalid type references.

<xsd: schena t arget Nanespace="http://ww. ucal gary. ca/ ~ahunter/gm "
xm ns: xsd="htt p://www. w3. or g/ 2001/ XM_Schena"
xm ns="http://ww. ucal gary. ca/ ~ahunter/gm "
xm ns: gm ="http://ww. opengi s. net/gn "
xm ns: xl i nk="http://ww. w3. org/ 1999/ x| i nk"
xm ns: dft="http://ww. ucal gary. ca/ ~ahunter/gm "
el ement For mDef aul t =" qual i fi ed"
version="2.1.1"
xm : | ang="en" >

<xsd: annot at i on>
<xsd: appi nf o>def ects. xsd v2.1.1 2002- 05</ xsd: appi nf 0>
<xsd: docunent at i on>
GW schema for road defect data. Copyright (c) 2001, 2002,
Andrew Hunter All Rights Reserved
</ xsd: docunent at i on>
</ xsd: annot at i on>
<l-- inport constructs fromthe GW Feature and CGeonetry schemas -->
<xsd:inport nanespace="http://ww. opengi s.net/gm"
schenaLocati on="f eat ure. xsd"/ >

d obal el enent decl arations

<xsd: el ement nane="RoadDef ect shWbdel " type="dft: RoadDef ect sMbdel Type"/ >
<xsd: annot ati on>
<xsd: docunent ati on>
The RoadDef ect Mbdel contains all the features in the contai nnent
rel ati onship call ed Defect Menber.
</ xsd: docunent ati on>
</ xsd: annot ati on>
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<l-- a label for restricting nmenbership in the Road Defect Collection -->

<xsd: el emrent nanme="_Def ect Feat ure" type="gmnl : Abstract Feat ureType"
abstract="true" substitutionGoup="gm :_ Feature"/>

<xsd: el ement nane="Def ect Menber" type="dft: Def ect Menber Type"
substituti onG oup="gm : f eat ureMenber"/ >

<xsd: el ement nanme="Road" type="dft: RoadType"
substituti onG oup="dft:_DefectFeature"/>



<xsd: el ement nane="Foot pat h" type="dft: Foot pat hType"

substituti onG oup="dft:_DefectFeature"/>

<l .. ===============================================-==-====
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Type definitions for road defect nodel

<xsd: conpl exType nanme="RoadDef ect sMbdel Type" >
<xsd: conpl exCont ent >
<xsd: ext ensi on base="gnl : Abst r act Feat ureCol | ecti onType" >

<xsd: sequence>
<xsd: el enment

nane="creat ed" type="xsd: dateTi ne"/>

</ xsd: sequence>

</ xsd: ext ensi on>

</ xsd: conpl exCont ent >

</ xsd: conpl exType>

<xsd: conpl exType name="Def ect Menber Type" >

<xsd: annot ati on>

<xsd: docunent ati on>

A Def ect Menber

is restricted to those features (or feature

collections) that are declared equivalent to
dft: Defect Feature.
</ xsd: docunent at i on>

</ xsd: annot ati on>

<xsd: conpl exCont ent >

<xsd:restriction

base="gn : Feat ur eAssoci ati onType" >

<xsd: sequence m nCccurs="0">

<xsd: el enent
<xsd: el enent

ref="dft: DefectFeature"/>
nane="defect I D' type="xsd: positivelnteger">

<xsd: key nane="dftKey" >
<xsd: sel ector xpath=".//defectID'/>
<xsd:field xpath="defectI D'/ >

</ xsd: key>

</ xsd: el enent >
<l-- date format: CCYY-MM DD -->

<xsd: el enent

nane="dat eCreat ed" type="xsd:date"/>

<l-- tinme format: hh: nm ss.sss -->

<xsd: el enent
<xsd: el enent

nane="ti meCreated" type="xsd:tinme"/>
nane="fi el dQperator"” type="xsd:string"/>

<xsd: any m nCccurs="0" maxQccur s="unbounded"/ >

</ xsd: sequence>

</xsd:restriction>
</ xsd: conpl exCont ent >

</ xsd: conpl exType>

<xsd: conpl exType nanme="RoadType" >

<xsd: annot ati on>

<xsd: docunent at i on>
A RoadType is a defect found on the surface of a road

carri ageway.

</ xsd: docunent ati on>

</ xsd: annot ati on>

<xsd: conpl exCont ent >
<xsd: ext ensi on base="gnl : Abst r act Feat ur eType" >

<xsd: sequence>



<xsd: el enent
<xsd: el enent
<xsd: el enent
<xsd: el enent
<xsd: el enent
<xsd: el enent

<xsd: conpl e

<xsd: si np

<xsd: ex

<xsd:

use

</ xsd: e

nane="defect" type="dft: DType"/>
nane="severity" type="dft: SType"/>
nane="rmai nt enance" type="dft: Mlype"/>
nane="utility" type="xsd: bool ean"/>
nane="seasonal " type="xsd: bool ean"/ >
name="w dt h" >

xType>

| eCont ent >

tensi on base="dft: D st Type">
attribute nane="units" type="dft: UnitsType"
="required"/>

xt ensi on>

</ xsd: si npl eCont ent >

</ xsd: conpl
</ xsd: el enent
<xsd: el enent

<xsd: conpl e

<xsd: si np

<xsd: ex

<xsd:

use

</ xsd: e

exType>

>

nane="1ength">

xType>

| eCont ent >

tensi on base="dft: D st Type">

attribute nane="units" type="dft: UnitsType"
="required"/>

xt ensi on>

</ xsd: si npl eCont ent >

</ xsd: conpl
</ xsd: el enent
<xsd: el enent

exType>
>

ref="gm :location"/>

<xsd: any m nCccurs="0" maxQccur s="unbounded"/ >

</ xsd: sequence>

</ xsd: ext ensi on>

</ xsd: conmpl exCont en
</ xsd: conpl exType>

<xsd: conpl exType nane
<xsd: annot ati on>
<xsd: docunentati o

t>

="Foot pat hType" >

n>
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A Foot pat hType is a defect found on the surface of a footpath or

along the curb

</ xsd: docunent at i
</ xsd: annot ati on>

<xsd: conpl exCont ent

<xsd: ext ensi on ba
<xsd: sequence>
<xsd: el enent
<xsd: el enent
<xsd: el enent
<xsd: el enent
<xsd: el enent
<xsd: el enent

and channel of a carriageway.
on>

>
se="gml : Abstract Feat ureType" >

name="defect" type="dft:Dlype"/>
name="severity" type="dft: SType"/>
nanme="rmai nt enance" type="dft: Mlype"/>
nane="utility" type="xsd: bool ean"/>
nane="seasonal " type="xsd: bool ean"/ >
nanme="w dt h" >

<xsd: conpl exType>

<xsd: si np

| eCont ent >

<xsd: ext ensi on base="dft: D st Type">

<xsd:
use

attribute nane="units" type="dft: UnitsType"
="required"/>

</ xsd: ext ensi on>



</

</ Xs

</ xsd:
</ xsd: co

</ xsd: si npl eCont ent >
</ xsd: conpl exType>
</ xsd: el enent >
<xsd: el ement nane="|engt h">
<xsd: conpl exType>
<xsd: si npl eCont ent >
<xsd: ext ensi on base="dft: D st Type">
<xsd:attribute nane="units" type="dft: UnitsType"
use="required"/>
</ xsd: ext ensi on>
</ xsd: si npl eCont ent >
</ xsd: conpl exType>
</ xsd: el enent >
<xsd: el ement name="c_g_Length">
<xsd: conpl exType>
<xsd: si npl eCont ent >
<xsd: ext ensi on base="dft: D st Type">
<xsd:attribute nane="units" type="dft: UnitsType"
use="required"/>
</ xsd: ext ensi on>
</ xsd: si npl eCont ent >
</ xsd: conpl exType>
</ xsd: el enent >
<xsd: el ement nanme="repl aceBl ock" type="dft: BType"/>
<xsd: el ement nanme="repl ace" type="dft: RType"/>
<xsd: el ement nanme="boul evar dBui | dup” type="xsd: bool ean"/>
<xsd: el ement ref="gm:|ocation"/>
<xsd: any m nCccurs="0" maxQccur s="unbounded"/ >
xsd: sequence>
d: ext ensi on>
conpl exCont ent >

mpl exType>

<xsd: si npl eType name="DIype">
<xsd: annot ati on>

<xsd
De

</ Xs
</ xsd:
<xsd:r

<xsd:
<xsd:
<xsd:
<xsd:
<xsd:
<xsd:
<xsd:
<xsd:
<xsd:
<xsd:
<xsd:
<xsd:
<xsd:
<xsd:

: docunent ati on>
fects allowed on a carriageway, curb or footpath.
d: docunent at i on>
annot at i on>
estriction base="xsd:string">
enuneration val ue="Di stortion"/>
enumner ati on val ue="Ri ppling"/>
enuner ati on val ue="Ravel | i ng"/>
enuner ati on val ue="Random cracks"/ >
enuner ati on val ue="Longi tudi nal cracks"/>

enuner ati on
enuner ati on
enuner ati on
enuner ati on
enuner ati on
enuner ati on
enuner ati on
enuner ati on
enuner ati on

val ue="Wheel rutting"/>

val ue="Excessi ve patching"/>

val ue="Alligatoring"/>

val ue="Transverse cracks"/>

val ue="Sheet asphalt overlaid"/>
val ue="Tri ppi ng edge"/>

val ue="Cat ch basin di spl acenment"/ >
val ue="Cracks"/ >

val ue="Crunbl i ng"/ >
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</ xsd:restriction>
</ xsd: si npl eType>

<xsd: si npl eType name="SType">
<xsd: annot ati on>
<xsd: docunent ati on>
Def ect severity, 1 being mnimal and 5 excessive.
</ xsd: docunent at i on>
</ xsd: annot at i on>
<xsd:restriction base="xsd: positivelnteger">
<xsd: maxl ncl usi ve val ue="5"/>
</xsd:restriction>
</ xsd: si npl eType>

<xsd: si npl eType name="Mlype">

<xsd: annot at i on>

<xsd: docunent at i on>
Al | owabl e mai nt enance mnet hods/t echni ques.

</ xsd: docunent at i on>

</ xsd: annot at i on>

<xsd:restriction base="xsd:string">
<xsd: enunerati on val ue="Hot box"/>
<xsd: enuner ati on val ue="Hand crew top"/>
<xsd: enunerati on val ue="Hand crew base"/>
<xsd: enunerati on val ue="Paver"/>
<xsd: enuner ati on val ue="Crack sealing"/>
<xsd: enuner ati on val ue="Manhol e adj ustnent"/>
<xsd: enuner ati on val ue="Separ ate si dewal k"/>
<xsd: enuner ati on val ue="Mno"/ >
<xsd: enuneration value="Qther naterial"/>
<xsd: enuneration value="Curb and gutter"/>
<xsd: enuner ati on val ue="Sheet asphalt"/>
<xsd: enuner ati on val ue="Mid j acki ng"/ >
<xsd: enuner ati on val ue="Joi nt sealing"/>

</ xsd:restriction>

</ xsd: si npl eType>

<xsd: si npl eType name="Di st Type" >
<xsd: annot ati on>
<xsd: docunent ati on>
Deci mal distances restricted to |l ess than 100 units at
resolution of O0.1.
</ xsd: docunent ati on>
</ xsd: annot ati on>
<xsd:restriction base="xsd: deci mal ">
<xsd:pattern value="[0-9]\.[0-9]|[0-9][0-9]\.[0-9]"/>
</ xsd:restriction>
</ xsd: si npl eType>

<xsd: si npl eType name="UnitsType">
<xsd: annot ati on>
<xsd: docunent ati on>
Al | owabl e di stance units.
</ xsd: docunent ati on>
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</ xsd: annot ati on>
<xsd:restriction base="xsd:string">
<xsd: enuneration val ue="feet"/>
<xsd: enuner ati on val ue="neters"/>
</ xsd:restriction>
</ xsd: si npl eType>

<xsd: si npl eType nanme="BType">
<xsd: annot ati on>
<xsd: docunent ati on>
Al | owabl e bl ock repl acenment val ues.
</ xsd: docunent ati on>
</ xsd: annot ati on>
<xsd:restriction base="xsd:string">
<xsd: enuner ati on val ue="CQdd si de"/>
<xsd: enuner ati on val ue="Even side"/>
<xsd: enuner ati on val ue="Medi an"/ >
<xsd: enuner ati on val ue="Road"/ >
<xsd: enuner ati on val ue="No"/ >
</ xsd:restriction>
</ xsd: si npl eType>

<xsd: si npl eType name="RType">
<xsd: annot at i on>
<xsd: docunent at i on>
Al l owabl e repl acenent types; 1 Separ at e si dewal k
Curb and Cutter

Bot h

2
3
</ xsd: docunent ati on>
</ xsd: annot ati on>
<xsd:restriction base="xsd: positivelnteger">
<xsd: maxl| ncl usi ve val ue="3"/>
</ xsd:restriction>
</ xsd: si npl eType>

</ xsd: schena>
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APPENDIX G — ROAD DEFECT INSTANCE

<?xm version="1.0" encodi ng="UTF-8"?>
<l-- File: gm Defects_26_05_02_1523.xm -->

<RoadDef ect sMbdel xm ns="http://ww. ucal gary. ca/ ~ahunter/gm "
xm ns: gm ="http://ww. opengi s. net/gn"
xm ns: xl i nk="http://ww. w3. org/ 1999/ x| i nk"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schemna- i nst ance"
xsi : schemalLocati on="http://wwv. ucal gary. ca/ ~ahunter/gm defects.xsd">

<gnl : boundedBy>
<gm : Box srsNane="http://wwmv. opengi s. net/gm/srs/epsg. xm #26711" >
<gm : coor d>
<gm : X>700380. 875875919</ gn : X>
<gm : Y>5662672. 84569231</ gn : Y>
</ gm : coord>
<gm : coor d>
<gm : X>700385. 673562891</ gn : X>
<gm : ¥Y>5662673. 59199227</ g : Y>
</ gm : coord>
</ gm : Box>
</ gm : boundedBy>

<Def ect Menber >
<Road>
<def ect >Di st orti on</ def ect >
<severity>3</severity>
<mai nt enance>Paver </ mai nt enance>
<utility>false</utility>
<seasonal >f al se</ seasonal >
<wi dth units="neters">0.0</w dt h>
<l ength uni ts="neters">0.0</I| engt h>
<gm : | ocati on>
<gml : Poi nt srsNanme=
"http://ww. opengi s. net/gm /srs/epsg. xm #26711" >
<gm : coor d>
<gm : X>700380. 875875919</ gnl : X>
<gm : ¥Y>5662673. 59199227</ g : Y>
</ gm : coord>
</ gm : Poi nt >
</gm :location>
</ Road>
<def ect | D>1385</ def ect | D>
<dat eCr eat ed>2002- 05- 26</ dat eCr eat ed>
<ti meCreat ed>15: 20: 05</ti neCr eat ed>
<fi el dOper at or >Andr ew Hunt er </ fi el dOper at or >
</ Def ect Menber >

<Def ect Menber >
<Foot pat h>
<def ect >Tri ppi ng edge</ def ect >
<severity>5</severity>
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<mai nt enance>Separ at e si dewal k</ mai nt enance>
<utility>false</utility>
<seasonal >t r ue</ seasonal >
<wi dth units="neters">3. 1</ w dt h>
<l ength units="neters">0.0</I| engt h>
<c_g_Length units="meters">0.0</c_g_Lengt h>
<r epl aceBl ock>No</ r epl aceBl ock>
<repl ace>1</repl ace>
<boul evar dBui | dup>f al se</ boul evar dBui | dup>
<gm : | ocati on>
<gml : Poi nt srsNanme=
"http://ww. opengi s. net/gm /srs/epsg. xm #26911" >
<gm : coor d>
<gm : X>700385. 673562891</ gn : X>
<gm : Y>5662672. 84569231</ g : Y>
</ gm : coord>
</ gm : Poi nt >
</gm :location>
</ Foot pat h>
<def ect | D>1386</ def ect | D>
<dat eCr eat ed>2002- 05- 26</ dat eCr eat ed>
<ti meCreat ed>15: 23: 47</ti neCr eat ed>
<fi el dOper at or >Andr ew Hunt er </ fi el dOper at or >
</ Def ect Menber >

<cr eat ed>2002- 05- 26T15: 23: 57</ cr eat ed>

</ RoadDef ect sMbdel >
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