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ABSTRACT

Permafrost has been shown as a potential indicdtolimate change. Because of the
vast area permafrost covers and the remotenedsesé tareas, a cost effective, remote
system is required to monitor small annual changeBifferential Interferometric
Synthetic Aperture Radar (DINSAR) has been propase@ possible tool to monitor
small height changes of the surface of the permafotive layer. Four sets of DINSAR
images were processed using three-pass interfeiometthods and were factorized into
the possible decorrelation components. These coemgs include incidence angles,
Doppler centroid differences, ionospheric activignd coherence. The resulting
displacement maps were compared structurally toverstionally surveyed ground truth
data and the magnitude was compared with resultspafrmafrost heave model. One of
the four sets of data was found to correspondéagtbund truth data and the permafrost
heave model. This data set had a high signal teenmtio (SNR) and low Doppler
centroid difference at an incidence angle of. 3he other sets of data failed to create a
reliable differential interferogram. The authornctuded that DINSAR shows strong

potential as a tool to map permafrost displacenmritfurther research is required.
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CHAPTER 1
INTRODUCTION

Climate change has been a topic of interest forymasearchers. One of the indicators of
interest concerns the response of the permafrosteatayer to increasing global
temperature. Some of the characteristics of peostithaw that have been considered
include the magnitude, depth, and rate of the th@®me measure of these characteristics
is relative changes in ground surface elevatiomes€ three characteristics have been
evaluated using this measure by means of pointehasmventional methods in places
such as Fairbanks, Inuvik, and Saluit. Becausth@fhigh cost of these conventional

methods, it was important to find a new method tmitor areas as vast as the arctic.

Satellite-based Differential Interferometric SyrttbeAperture Radar (DInSAR) is an
active microwave system that can estimate smafjhteiariations, considering that the
acquired images maintain a high coherence betwaem @ther. Unfortunately, because
the surface characteristics in the arctic tend hhange rapidly during the summer
(generally June to August), synthetic aperture ra@AR) research has not been

effective to date because of temporal decorrelatioepeat-pass observations.

Four sets of data were used in this study. Thelteestere analyzed by factoring the
different characteristics used in processing th@a @ad the factors affecting temporal
decorrelation. One set provided a possible digplent map solution, showing
subsidence of up to 6 cm. This map was croppextast area of 1 kmwhere ground

measurements were acquired. When the ground datdha displacement map were

correlated in both structure and amplitude, thaeltesppeared promising.



CHAPTER 2
BACKGROUND

2.1 Permafrost

As concerns about climate change continue to iseread research in the polar regions
is becoming more prominent, permafrost monitorirgg fbecome an important topic.
Permafrost has been defined as ground that renaaios below 6C for at least two
consecutive years (Harris et al., 2003). The wmplayer, called the active layer, is the
medium that interacts with the atmosphere, causesgonal freezing and thawing, and
therefore varying its thickness over time, distaraoel area, as seen in Figure 2.1. Even
in apparent homogenous areas, the depth and exteahe freezing and thawing are
variable (Nelson et al., 1998a; Nelson et al., 199@er et al., 1998) and are caused by
features such as soil texture, soil moisture, amthse vegetation (Hinkel et al., 2001a).
These features can also provide a historical recdrdurface temperature variations
(Guglielmin & Dramis, 1999; Nelson et al., 1998hxbh & Taylor, 1998; Burgess et al.,
2000; Mauro, 2004; Lachenbruch & Marshall, 1986ttfaeni & Taylor, 1994), allowing

the study of ongoing trends.

Arctic Discontinuous Taiga
tundra

Continuous  Nonfrozen soil  Sporadic
permalrost permafrost

Figure 2.1: Differences in the types and depths g@ermafrost
(Canadian Geographic, 2008)



Permafrost is an important feature of the earthisfage, covering twenty-four
percent of it, including twenty-five percent of thiorthern Hemisphere’s land
mass (See Figure 2.2) (Serreze et al., 2000). tyTlpercent of all of the world’'s
permafrost can be found in Canada (Zhang et aDQR0Nearly half of this permafrost is
susceptible to global warming. Evidence of perostfdamage has been seen in Western
Canada (Serreze et al., 2000; Jorgenson et all, Rafimanovsky et al., 2002) and Russia
(Pavlov, 1994; Nelson & Anisimov, 1993; Anisimov Belolutskaya, 2002). Loss of
permafrost may result in altered landscapes andadarto infrastructure (Couture et al.,
2003; Smith et al., 2005; Ottesen et al., 2002).
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Figure 2.2: Northern Hemisphere permafrost coveragén purple (Walker, 2007)



Permafrost variations are important because thdgnpally indicate climate change

(Harris et al., 2003). Monitoring will provide infmation about the relationship between
climate change and permafrost (Davis, 2001; Ish&a®03). Possible characteristics of
permafrost that could provide an indication are tiheng and rate of the freeze/thaw
cycle, the extent of the active layer (Nelson et &P93), and the deepening and
increasing failure of the active layer (Maxwell 919.

There are two major landforms that have been dészug the literature with respect to

permafrost: mountainous regions (Haeberli et 8931 Salzmann et al., 2007) and arctic
regions (ie. plateaus, deltas, peatlands, etcDdige & Payette, 1995; Butterworth &

Tait, 2007; Nelson et al., 2002). In this studygtia plateaus and deltas were of specific
interest because the effect of climate warmingjseeted to be greatest in high latitudes
(Flato et al., 2000) and approximately 14% of tloetlmern landscape consists of arctic
plateaus or deltas. The Mackenzie Delta region etesen because of the additional
interest in oil and gas extraction, which may catlse landscape to subside (Tait &
Moorman, 2003).

2.2  Climate Change

Climate change is a complex issue as short terotuiions have been reported in the
past (Osterkamp et al.,, 1994). Notably, a cenkoing cyclic change was noted in the
1940s, but following that, a natural global coolitrgnd stopped and an abnormal
warming trend began (Gruza & Rankova, 1980). lased snow precipitation from 1957
to 2004 and increased annual temperatures frommided0s were observed and are
believed to be the main drivers for acceleratingrnadrost thawing (Payette et al., 2004).
New temporal changes of the permafrost layer inttNéxmerica have already been
reported (Allard & Rousseau, 1999; Dionne, 197&rise & Payette, 1988; Laberge &
Payette, 1995; Thie, 1974). Mackay et al. (19F)mium (2006), and Brown et al.



(2000) have shown that regions covered by permafsash as the Mackenzie Valley and
Delta, have been reduced. Figure 2.3 shows tlenest permafrost areas between 1980
and 1999 and the predicted decrease in permalydsebyear 2080.

COSM3 Modeled
Mear-surface Permalmost

B 1SE0-1990 (200
B 2080-2090 (SEES AR

Figure 2.3: Decreasing Permafrost Regions in the i

(National Center for Atmospheric Research, 2005)

There have been recent attempts to model the peedachanges of permafrost due to
climate change. Nelson et al. (200&ed a general circulation model (GCM) and
permafrost maps to determine the highest dangeeszaiffected by increasing active
layer thickness. It was found that the southemnitlof arctic permafrost could move 250-
350 km north by 2010 (Barsch, 1993). Using climasioil, and permafrost interaction
data, it was also found that the Canadian southeit of the permafrost would move

100-200 km north as atmospheric carbon dioxide eotnations double (French, 1996)

and that 10 to 17% of the arctic permafrost wowddréduced as the active layer would



become 10 to 50% deeper by 2050 (Anisimov & PohNak2003; Janke, 2005).
Correlation of air temperatures and permafrost rayleas also been used to model
permafrost subsidence. In doing so, this methoathdathat there is a strong correlation
between ground temperatures and air temperatureku@v, 1999; Oberman &
Mazhitova, 2001).

Permafrost soil contains approximately 30% of tluglaVs soil carbon dioxide and as the
soil thaws, gaseous carbon and water are releasedhe atmosphere. The release of
these two gases into the atmosphere is predicteduse a global warming feedback loop
(causing an exponential increase in atmospheribocadioxide) (Nelson & Hinkel,
2003).

An important aspect of permafrost thaw is the eftecinfrastructure, such as the ground
deformation affecting the construction of the QiaighTibet railway in China (Zhen Li et
al., 2003) or the present infrastructure in Inuaikd Saluit in Canada (Heginbottom,
1973). Because frozen ground contains large duestof moisture and very poor
drainage, thawing creates large pools of watermdusummer seasons causing soft and
unstable soil. This lack of stability causes mapgoblems with infrastructure
development and maintenance (U.S. Arctic Researcmniission Permafrost Task
Force, 2003). Recent warming in Canada has causgded highways and destabilized
houses. Heave and settlement problems occur asdhehanges temperatures and the
particle properties of the soil adjust, therefolermging the foundation stability of
infrastructure (USINFO, 2005).

2.3 Historical Permafrost Monitoring

The above events have shown that it is time ta stanitoring permafrost layer changes.

Because there may only be small centimeter or suabiroeter level changes of the



permafrost layer on an annual basis, it is impartanncorporate a permanent, accurate,
and cost efficient monitoring system. There aneess methods that have been used in

the past:

traditional precise leveling;

- probing;

- frost/ thaw tubes;

- soil temperature profiles;

- Circumpolar Active Layer Monitoring Network (CALM);
- ground penetrating radar;

- electrical resistivity imaging; and,

- Carrier Phase Differential Global Positioning Syste

2.3.1 Traditional Differential Precise Leveling

Traditional differential precise leveling (Figure42 is one of the most accurate ways to
detect small changes. When a network is arrangédb$y, vertical changes can be
detected within a sub-millimeter level (Merry, 1998In most cases, two people are
required for the work, where one will use the leaetl the other will move around with
the measuring rod. The post-processing of theidaanply a collaboration and analysis

of the measured points.

Unfortunately, there are difficulties with this rhetl in the polar regions. One of these
difficulties is the large water bodies scatteretbtighout the landscape. Traditional
differential precise leveling with sub-millimetecairacies requires site lengths of less
than 50 meters to prevent significant atmosphamarg, which can be difficult in such

terrains.
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Figure 2.4: Example of conventional leveling with grecise rod (a) and level (b)

Stable benchmarks are difficult to find and platait( et al., 2004 Tait et al., 2005).

Without a stable benchmark, only relative measurgmean be taken, meaning without
any specific reference to an ellipsoid or the geoidlso, the network needs to be
arranged where human access is possible, limitiegnumber of measurements taken

and the size of the monitoring areas.

When presenting precise leveling data, two optimmsavailable. The first option is to
show a grid of coordinates (Laprise & Payette, 398Bhe grid of coordinates with their
heights provides point data that can be used fatevisualization purposes, but can be
limited by interpolation methods. To acquire grithta, points must be taken
systematically at regular intervals, which may Iiféadilt to achieve in the north where
there are numerous large water bodies. The secptidnois contour measurements
(Laberge & Payette, 1995). The contour measuresneanh show the levels of
subsidence, but the method provides an estimatadtrdased on the interpolation of
individual points. The accuracy depends on thdaaninterval. Both of these options

are limited to a small area and can be costly peage and time.



2.3.2 Probing

Probing involves pushing a graduated rod into ttteve layer until the solid ground is
felt (the inactive layer). The depth of the actiager is read from the rod graduations at
the soil surface. Figure 2.5 illustrates an exangfla probe. One person can complete
these measurements in an area, but it can be Wwee ¢onsuming. These depth
measurements are strictly made relative to theasearf(CALM, 2006). The soill
properties, including salinity, particle size, aedhperature may affect the active layer's
depth (Nelson & Hinkel, 2003) and can be used tp balculate the bottom of the active

layer.

Figure 2.5: Example of a permafrost Probe Rod

If the active layer is thick, the rod needs to heetully monitored so that the rod material
does not bend. The accuracy of the probe is wiakHiw centimeters and is relative. This
method is the least expensive method, quick, asy ¢a use. It is very good for

sampling designs, especially when completed indad linearly interpolated between

points.
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The probe is generally used to determine the temtyer of the soil and the soil's
moisture (Hinkel et al., 2001b; Mauro, 2004; Snathal., 2005). These instruments can
be found within the probe, allowing for immediateasurement data. It has been found
that the active layer thickness depends on thengrsurface temperature and the thermal
properties of the ground (Guglielmin, 2006), therefrequiring several collection points
in one area. Again, this data is only point dataan interpolation method is required to
determine a continuous profile of the active lay#ris also restricted to accessible land
and generally covers only a small area.

2.3.3 Frost/ Thaw Tubes

When using a frost tube, a hole is drilled or bgoedoendicularly into the frozen ground,
then a PVC pipe is inserted with a clear plastietwith inches or centimeters marked
inside of it. The clear tube is then filled witHiguid that changes colour when the soil’'s
temperature reaches the freezing point and is Heated at both ends. When the
measurement is to be made, the user pulls theaubef the PVC pipe to estimate the

depth of the freezing point. Most frost tubesaproximately 150 cm long.

The greatest benefit of frost tubes is that theyiole an inexpensive annual report of the
freezing and thawing of the permafrost active layEney are also very durable to animal
damage and weathering and they remain very statda@ference point. Where the layer
is too deep for probing or the ground is salineefiextured, or stony, the frost tubes are
ideal because of their stability and durability ($¢m & Hinkel, 2003). Figure 2.6 shows
the construction design of the tube and its pasitig relative to the ground.
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Figure 2.6: Example of a Frost / Thaw Tube

There are two major disadvantages to using frobedu accuracy and installation
requirements. The information provided by frodigsi does not indicate the exact dates
of each of the measurements. This hampers thelaton of the measurements with
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temperature trend data. The installation of alsifigst tube requires expensive drilling.
The drilling generally disrupts the surface of fpermafrost causing alterations to the
results. Most importantly, the site of the fradbeés needs to be accessible for machinery
and humans to install and maintain each tube. @weé&ost tube is installed, one person

is required to collect the data to create a motiHefreezing and thawing of the tube.

2.3.4 Ground Penetrating Radar

Ground penetrating radar (GPR) is a ground bassisythat can be used to determine
the ice’s thickness. Ice is transparent to theromiave radio signals, but ice-sediment
and ice-water interfaces are reflective; theref@®R is most effectively used in the

winter in wetland areas.

The properties of permafrost have favourable atedtproperties for the use of GPR.
When the soil temperature is beloWCQ the conductivity, the dielectric permittivityne
the loss tangent tend to decrease, while the \glo€ipropagation increases (Scott et al.,
1990). These effects mean that the penetratiothgegdso increase, but if there is too
much ice in the soil, there is a reduced abilitydé&tect all the features due to scattering
losses.

This concept can be seen in Figure 2.7. Ther@ackets of water that form around the
permafrost regions during the summer and becauss alasorbs electromagnetic pulses,
the resulting images would not be useful. Insigfit penetration results because of the
water presence during the summer. When GPR is ins#te polar regions, it is used
based on the theory that the active layer holds leater than the inactive layer
(Moldoveanu et al., 2003).
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Figure 2.7: Water Absorption of Radiowaves

The benefit of using GPR over and above the prelodiscussed systems is that the
GPR returns a continuous profile that requiresnterpolation between points. GPR has
been used to study different spatial and tempdrahges in the active layer thickness
(Wong et al., 1977; Annan & Davis, 1978; Pilon ket #979; Pilon et al., 1985; Doolittle
et al., 1990; Doolittle et al., 1992; Hinkel et,&001b) and probing was used to verify
the results. Unfortunately, there is no methodayotb determine its accuracy with
permafrost, but it is believed to be within 15%tloé measurements made in fine grain
soils (Nelson & Hinkel, 2003). For example, if thayer is 50 cm thick, the
measurements may be accurate to 7 cm. The one thsgmlvantage to GPR is that the
equipment is very expensive to purchase and trapdpuiting the use to less rugged

terrain.
2.3.5 Electrical Resistivity Imaging
One other method that has been used in monitorengafrost is electrical resistivity

imaging (Krautblatter & Hauck, 2007). In the pashas been primarily used to classify

mountain permafrost (Hauck & Vonder MuUhR003; Ishikawa et al., 2001; Kneisel,
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2006; Kneisel & Hauck, 2003). The idea behind tigee of imaging is based on the fact
that at the freezing point, there is an increasth@electrical resistivity of the soil. A
current is injected into the ground using two eledés and then the voltage difference is
determined. The disadvantages to using electrésasdtivity imaging are that any amount
of water in the soil will affect the results anattihe readings remain relatively shallow
(Kneisel et al., 2007). Because arctic permafoast be hundreds of meters deep and

contain a high soil moisture content, this typenaiitoring would not be practical.

2.3.6 Circumpolar Active Layer Monitoring

Circumpolar Active Layer Monitoring (CALM) networlas established in the 1990’s
and incorporates probing, frost / thaw tubes, geihperature profiles, and visual
measurements (CALM, 2006). The program origindlly not report or archive the data
collected, so the available historical measurendatd covers only the past three to five
years. Now, all the data is freely available amdvjgles ground truth data with

approximately 2 cm accuracy (Brown et al., 200Dnear interpolation is used between

each of the points of measurement.

2.3.7 Carrier Phase Differential Global PositioningSystem

Carrier phase differential global positioning systis also a very useful way of detecting
small changes with a millimeter to centimeter aacyr(Tait, et. al., 2004) The system
uses the double differential mode while using almgaeference station (Figure 2.8). If
the system is applied on a large scale, such dsalgjmermafrost monitoring, several
reference stations are required (Varner & Cann@02p Using DGPS in the arctic is
beneficial because of the large scale of land &aloles height reference stations are not

required. Because of the number of large waterdspddGPS was predicted to be a better
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option than conventional leveling (Cramer et a899). But again, the problem arises

since the areas to be measured must be accessible.

GPSCO |’

Figure 2.8: Double Differencing GPS

A disadvantage of differential GPS is that a vgragdterrors need to be corrected or
compensated for. A few corrections that directfga the polar regions are (Varner &

Cannon, 2002Sheng et al., 2007):

- ionospheric activity

- poor satellite geometry

- multipath effects

- phase-center-variation (PCV).

Tait, et. al. (2004) had developed algorithms arethamds to reduce these errors to
produce the best results. In the processing ofittte, the ionospheric activity value was
considered ionospheric free (because this methaodbic@tion helped to reduce the

ionospheric errors), an algorithm function provide@dnap of the troposphere, and a
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method was developed to reduce the effect of idmersp activity, poor geometry, and
PCV.

Sheng et al. (2007) found the best accuracy oDI@G®S results in the high arctic were

around 2mm +- 8mm, when a receiver was left callgatata for 12 hours.

From the above previously used methods, one carths¢eeach of them require direct

measurements of the soil. This requires accegibihd appropriate weather conditions
to allow for measurements; therefore there are rgtoabservations in only a small

portion of the arctic (Little et al., 2003). Anethoption is to look for remotely sensed
data, such as aerial or satellite data. Thesewd#tgenerally provide image coverage of

the area, where the spatial accuracy is restrictetle pixel resolution. Remote sensing
via airborne or space borne sensors provides tleategt chance for large scale
monitoring of the permafrost regions (U.S. Arctiedearch Commission Permafrost Task
Force, 2003). There are many options availabledorotely sensed data, but differential
synthetic aperture radar interferometry (DInSAR)svednosen above all the rest. The
following section explains the reasoning behing tthoice and provides information on

the foreseen advantages and disadvantages oéthisdlogy.

24 Differential Interferometric Synthetic Aperture Radar

DInSAR is another way of monitoring height chang@&se first original use of satellite-
based DINSAR was to monitor ground motion in adrical fields by Gabriel et al.
(1989) and it uses a repeat pass principle to aoltte data. The detectable
displacements enter into the sensor directly amidefore can have an accuracy of a
fraction of its wavelength. The actual displacemareasurement is considered a

measure of the temporal decorrelation of each passlge. Temporal decorrelation can
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be defined as the phase difference of two sigrels dre separated by a period of time.

Using these phase differences, one can creat@lacksnent map of a particular area.

The advantages of using DINSAR in the arctic aeeatcessibility to large areas without
the need of repeated human interaction. It alsssdwt have any lasting effect on the
environment (for example, pathways built, vegetatiamaged, permafrost being altered)
and it can remotely monitor large areas withoudcal point-based system. It is very cost
effective because the satellites are already iit andl the images are available for use.

But there are disadvantages in using DINSAR inattotic. A few of problems are the
rapid changes in vegetation between passes, thepbgeric activity and the tropospheric
activity. The processing of the images can be atsy difficult.

25 Problem Statement

The remoteness and unrelenting harsh environmetiteopolar regions highlighted the
need to find a new, effective remote sensing methioarge area coverage, high spatial
resolution, and high vertical accuracy cannot Heeaed with the techniques mentioned
in section 2.3. To solve these limitations, sytitheperture radar interferometry
(InSAR) has been proposed as an alternative (Grab@; Zebker & Goldstein, 1986).
Differential synthetic aperture radar interferogeiDInSAR) showed promise and was

chosen for evaluation in this research.
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CHAPTER THREE
SYNTHETIC APERTURE RADAR INTERFEROMETRY

3.1 Introduction

INSAR is a technique that uses radar pulse eclmesotluce a two dimensional image
(Rodiguez & Martin, 1992). Because SAR satelldes active and use microwaves, data
can be acquired either day or night and in any kezatondition (Rosen et al., 2000).
When using temporally separated, repeat-pass InSARp called differential
interferometric SAR (DINSAR), these radar signadsm e used to estimate elevation
changes (Hanssen, 2003), soil moisture (Komaral.e2002; Mironov et al., 2005), ice
content of land (Moorman & Vachon, 1998), be usadhfeat loss mapping (Granberg,
1994), vegetation classification (Hall-Atkinson &mgh, 2001; Granberg, 1994) or
monitor deformation of the ground, as shown in fodowing four examples of

applications.

1. Earthquake Monitoring. After the 1998 Zhangbei+8ha earthquake in China,
precise seismic deformation measurements becamepia of interest. SAR
interferometry was used to show surface deformatiddsing the ERS-1/2 SAR
tandem mode data taken before the earthquakeppographic phase signals were
reduced significantly (Wang et al., 2004). The l&sg image demonstrated the
location of the epi-center and the surface defaonaafter the earthquake resided.
Several papers have been written for earthquaketonimg in the past (for example,
Fialko et al., 2005; Crippa et al., 2006).

2. Land Subsistence Detection. As the earth's pdpuolatises large amounts of
subsurface natural materials that are not beintaced as rapidly, the ground surface
will settle or sink. In China, land subsistences baen seen in Suzhou City, because
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the cities population was using too much groundew#&®Vang et al., 2004), and a
similar effect is taking place in Central Valleyal@ornia in the oil and gas fields
(Fielding & Dupre, 1999).

3. Volcanic Eruptions. The transition period betweewolcano being at rest and its
eruption is not fully understood. Using DINSAR, éual. (2002) has found that there
are four deformation processes that occur in thesttion period. There also is the
possibility to monitor lava characteristics, acdéngdto Lu & Freymueller (1998).
These findings can help provide faster updatesrdaya the possibility of eruptions

and provide a priori information as to the strengftthe upcoming eruption.

4. Glacier Motion. There are several mentions of gidlinSAR for studying glacier
motion, only two are mentioned here (Eldhuset e8I03; Strozzi et al., 2002). With
concerns regarding the climate change problemjaga@are among one of the land
features greatly affected by temperature changésaemproviding information on the
rate of climate change.

Radar satellites record the phase and amplitudeesadf the waves. This information
can be used to improve accuracy of determiningntiagnitude and direction of land
deformation. Horizontal and vertical change debecaccuracy can be in the millimeter
level (Wegmueller et al., 2006), but is usuallytire centimeter range (Rodiguez &
Martin, 1992).

The most important feature of SAR interferometrythe ability to map remote areas.
Larger areas can be monitored directly, withoutingigg continual human interaction on
the land, but because the idea of using SAR im@arietry for permafrost monitoring is

relatively new, there are some challenges that we@ved.
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The first challenge when using DINSAR is choosing appropriate images. Temporal
decorrelation and image geometry are two very ingmbrattributes to consider when
making this decision (Strozzi et al., 2003). Dgrthe early summer to mid-fall, there is
a better possibility of high coherence of the ingagethe arctic. Once there is snow on
the ground, the images may become inconsistentubecaf the moisture and density
heterogeneities, which are detected by volumeesuadt of the microwaves. Because the
purpose of the project is to determine the surfdefermation of the permafrost layer,
this is best completed during the summer seasoareme surface of the permafrost is

unobstructed by snow.

Temporal decorrelation, image geometry, Doppletrogh differencing, and processing
methodology will affect the coherence of the imadfethe coherence of the image is too
low, image registration, phase unwrapping, anccteation of a deformation map will be
affected. Also, coherence must exceed a thredbuotl, which may not be possible in

certain situations. Coherence will be discussegtéater detail in the next chapter.

Finally, the field information and the mathematioabdel of the images are among the
toughest challenges. To determine the true peasialyer, ground elements such as the
different types of vegetation and soil elements tnnesanalysed. Also, several ground-
based reference stations must be visible in thg@s&o provide geographic coordinates
for accurate georeferencing. Atmospheric attepnaind scattering should also be
considered while choosing the image processing odettnd adjusting for random

frequency scattering (Foody & Curran, 1994). Unfoately, with time and financial

constraints, the latter was not possible in thislgt

The focus of this study is to isolate the abovepprties and challenges of a differential
interferogram and determine the best approach tmitoro vertical movement of

permafrost. There have been DINSAR permafrostesud the past (Wang & Li, 1999;
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Li et al., 2003), but the results have not beenofaanalyzed or correlated with ground
truth data. The factors spoken about here inctedgoral decorrelation components,

image geometry, and coherence components.

3.2  The Radar Equation

3.2.1 Monostatic Point Scatterer Radar Equation

The governing equation for radar systems is tharraquation. The transmitting antenna
sends a signal of known power, then this signaradts with the target, and finally the
receiver antenna measures the amount of returneddgckscattered) signal power.
Figure 3.1 provides some insight as how the radaa@on works and the following is

the monostatic version of the radar equation.

252 2
Where: Pr = power received

Pt = power transmitted

G =gain

A = wavelength

o = scattering cross-section

R = slant range

A, = area of antenna related to gain.
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Figure 3.1: Diagram for the monostatic radar equaton (Ulaby et al., 1986)

3.2.2 Normalized Radar Equation

The radar equation provided above is only appledbt point scatterers — as mentioned
as one of the assumptions; therefore, the scaitermss-section needed to be normalized
for unit areas (pixel area). The differential seang coefficient (also known as the
normalized backscatter coefficient) is the aversggttering cross-section per unit area
and is not dependent on the pixel size. The fallgwequation uses the differential

scattering coefficients®) to determine the total normalized returned power.

_ 2 2 .0
P=/1 J' PtGO4'5°\
R

= any [3.2]

pixel_area

Here,c’ is defined as the differential scattering coeffiti The scattering coefficient is
the ratio of the scattering cross section to tlea amn the ground surface (Woodhouse,
2006). This equation does contain limitations. e st limitation is that it requires
many point scatterers over the entire region wi&r®, and R are constant. Not only

this, but it also requires that there are many tpegatterers in the illuminated area at any
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instant. In this study, these limitations are assdl in the areas of interest and this

version of the radar equation was used.

The value of the received power per pixel is a#dcby many factors that affect the
scattering cross-section. A few of these factbeg are examined in this study are the
image geometry, temporal decorrelation (includiogospheric effects), Signal to Noise
Ratio (SNR), Doppler centroid, and processing m#hagy. These five factors are also
used in determining the coherence of image paingsiwwas another focus of this study.

3.2.3 Scattering Properties

The radar equation describes the scattering thatirecby a target, therefore an
understanding of the term scattering is require8cattering can be defined as the
“redirection of incident electromagnetic energy” g@dhouse, 2006). Words such as
reflection, refraction, and diffraction are moreesific types of scattering; where the
word “scattering” refers more to the random chaofydirection created by elements that
are the same size or smaller than the wavelengthese elements are referred to as

“scatterers.”

A measure of the effectiveness of a scattererlisccéhe scattering cross-section — seen
in the radar equation @ The scattering cross-section is defined by #tie 1of the total
scattered power to the total incident power prdpoétly related to 4R% In an image,
the pixel size is the limiting factor here; themefdhere is a possibility that the total
scattered power can be affected by one dominattieseg as can be seen by the bright
points in Figure 3.2. Therefore, one of the asdionp of the above radar equation is
that the scattering area must consist of randortdgen point scatterers with random

amplitudes; and therefore there must not be a damhiscatterer in the pixel.
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Figure 3.2: Backscatter power of a group of scatters in a pixel with dominant

scatterers

3.3 Image Geometry

Image geometry is of great importance in DINSARcpssing, therefore understanding
the collection of the data will provide some indigihthe physical properties of the signal
processing. The signal processing (or focusinghefdata will not be mentioned here

because the images used were processed by a ahniyd p

The antenna of a SAR satellite transmits and resesignals at an angle to nadir (the line
perpendicular to the earth). This angle is retetreas the incidence angle and is shown
in Figure 3.3 (Hansson, 2001) s The incidence angle can be referenced to three
different locations: at the near range, the famgearor in the center of the beamwidth
(seen ag; in Figure 3.3). In this study, the incidence & considered to be in the
center of the beamwidth. There is also anothes tfpincidence angle that is not shown
in the figure, which is referred to as the locaidence angle. The local incidence angle
is the angle the transmitted signal makes withgtteeind. Depending on the topography,

the local incidence angle can vary greatly fromttia@smitted incidence angle, creating
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problems with foreshadowing, shadowing, and layovétowever, in this study, the

plateau and delta are relatively flat, decreadmegé¢ geometric distortions.

In each acquisition, the incidence angle does hanhge, but the position of the satellite
does, as marked as positions 1 and 2. This chainlgeation creates the early azimuth
location and the late azimuth location of the fomipp The near range, far range, early
azimuth, and late azimuth define the resolutionhef pixel. The azimuth resolution is
half the length of the antennajfLtherefore, the smaller the antenna is, the béltie
resolution. The range resolution is determinedheyheight of the satellite () and the
beamwidth (Hansse2001).

early azimuth

Figure 3.3: Image acquisition geometry for a singlpixel
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In non-imaging SAR applications, the incidence anglused to determine information
about the radar cross section (Woodhouse, 2006}.inBmaging SAR applications, the
balance of backscattering power and reduction abngdric distortions (such as
foreshadowing, layover, and shadowing) is dirediéypendent on the chosen incidence
angle. An angle of £%as been previously recommended (Bamler & Ha®98), but in
this study, a range of lower values fronf 28 39 had been chosen to enhance the ability
to detect vertical change, by keeping the deformnatiose to the line of sight. It was
expected that the signal to noise ratio would lggndni for these lower incidence angles
because as the angle decreases, the SNR increBsgsf the incidence angle is not
chosen properly, the returned values of the radessesection will change, affecting the

coherence between two images.

3.2.1 Baseline Geometry

Once two images of the same area have been acqthese was one other factor of
image geometry to examine: the baseline (Figurg. 37 Bhe baseline is the physical
separation of the two satellites while acquiring ame image. The maximum value
between satellites that is recommended is 500 n&(Qoldstein, 1990); otherwise the
coherence is reduced. The baselines are depenieaich satellite’s individual orbit and

therefore cannot be pre-determined.
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Figure 3.4: Baseline geometry

The radar information must be derived from simpigonhometry by using the distances
between two sensors (the baseline) and the resolaell (the range). In three-pass
interferometry, the important factor to considerttie imaging geometry is the baseline
correction. In the case of baseline correction, ane examining the spatial baseline
because of the high demands on geometric configaraf the interferometric method.
The baseline can be used to determine the charrgage between the two sensors, but it
cannot be used primarily because of tmephase ambiguity. If the second sensor is
found to the right of the first sensor in termdflafht direction (refer to Figure 3.3), the
baseline will be positive and the change in slange will change from near range to far
range.
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In developing interferograms, each point / pixelhia image requires a reference phase to
correctly register the images. A simple overlagdus image processing would not be
sufficient for the complex radar data. Therefousing the total baseline (B),
perpendicular baseline B the range of the first sensor (R), the heighthefpoint (H),

the look angle ), orientation anglea), and the displacement of the pointy(Dthe

reference phase can be determined (Equation 3.3):

A, . B
=—(Bsin@-a)-D. -——F—H ) (Hansson, 2001 3.3
@, )I ( ( )-D, Rsing o) ( ) [3.3]

In using this equation in the differential procesgsia baseline of 100 meters and a height
difference of 1 cm, the phase difference is foumdbé¢ 127 degrees. This difference is
easily detectable in an image. If the displacengmt the line of sight, it is independent
of the baseline and can be measured as a fradtiire avavelength. If the baseline is

non-zero, as in this study, there is some sensitilie to the topography.

In the case of a single interferogram, the topdg@prrors can be determined using the
calculated baseline errors. Using least squaresa®n and precise orbit data, the

following equation was used to calculate the toppby residuals:

R(f [b)

r|‘3 Ih (Muellerschoen et al., 2006) [3.4]
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b [{Ax
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Where f is the unit look vectorp is the baseline directiory, is the velocity variation,

and h is the local vertical at the target point.

In this study’s processing, the baseline betweenitkerferometric pairs needed to be
taken into account and scaled. This was done treeeference phase (Equation 3.3)
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had been subtracted from both interferograms. Pphase observations in the
interferogram are considered to be the sum of plasdo distance and the phase due to
the backscatter, as long as atmospheric delayti€aorsidered. But in this study, the
influence of the atmospheric signal delay mustdiesered. The atmospheric delay has
only one contribution for each pixel in the masteommon) image and because the
scaling factor (Be/Biopo Scales the pair that creates a digital elevatimuel (DEM)
(called the topographic pair), the atmospheric a@igs scaled in the same respect. This
scaling is important in the analysis of the fin#fetential interferogram and when the
unwrapped, scaled topographic pair is subtracteth fthe remaining pair (called the

deformation pair); a differential pair would be ated showing only deformation.

The model of the observation equations to calcuthte deformation is as follows
(Hanssen, 2001):

7
@
_Ql 1 .| Ai :1
gl il R 2| [3.5]
~Q, 1 |4
@’ An | X
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Where A is the differential design matrix includiagmospheric parameters, which are
clearly affected by the baseline scaling factQ).( A large scale needs to be avoided
otherwise the atmospheric signal is amplified. réduce the atmospheric signal, the
scaling factor must be between zero and one; otkerthe signal will be amplified

(Bracewell, 1986). Therefore the topographic paieds to have these characteristics:



30

1) alarger baseline than the deformation pair;
2) have a baseline smaller than 70% of the criticaébiae; and,

3) contain terrain relief, vegetation, and temporalateslation.

In all the sets of data, the June/July pair wasl asethe topographic pair. In set 3, the
topographic pair did not have the longest baselimbich will have amplified the

atmospheric delay.

If one is interested in learning more, there arenyngapers available to provide
additional information on this processing (BamlE392; Cumming & Wong, 2005; Hein,
2004; Ulaby et al., 1986).

3.4  Temporal Decorrelation

Temporal decorrelation is defined as differencethefphase and amplitude of the radar
signals between passes. It is caused by the sagiaal detecting a change in surface
properties (also known as the radar cross-seciéeg(ueller & Werner, 19950r a
change in atmospheric / ionospheric effects (Hans2001) over a particular time
period. Northern environments have rapidly chaggregetation because of the short
growing season (Billings, 1987). Therefore manwrges in the radar cross-section
between orbits can be detected. The radar crasisisecan be affected by moisture
content and dielectric constant values and canecauphase difference between each
acquisition (Woodhouse, 2006). One option to wyirhprove coherence is to use
polarimetry measurements to model the changesdnrddar cross-section over time.
This option would not only allow for modeling thadar cross-section changes, but

would also provide the optimal incidence angle.
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Two other factors in temporal decorrelation aredtmeospheric and ionospheric changes.
As a radar signal travels through the atmospheman be refracted or delayed in each
layer. These effects depend on the density ofntbéecules within each layer. The
atmosphere was first reported to be an influerfaator on SAR imagery in 1995 by
Goldstein (1995), Massonnet & Feigl (1995a)d Tarayre & Massonnet (1996). There
are mathematical models available that describe kwev atmosphere stochastically
affects SAR interferometry (Hanssen, 2001; Massbén€&eigl, 1995b]; but presently
there are no methods available to measure the dalaged by the atmosphere to the

required accuracy, spatial resolution, and tempeslution of this study.

3.4.1 lonospheric Activity

The ionospheric activity was observed because ef khown increased activity in
northern environments. The electron density witihi@ ionosphere is often generalized
as a spherical shell and is not considered temgoaald spatially variable (Hanssen,
2001). High electron activity tends to decreaserdnge and cause a phase advance of
the radar signal because of the interaction withalectrons. A decrease in ionospheric
water vapour also tends to increase the rangeeftirercausing more of a phase advance.
Dual-frequency GPS has been used to estimate tluspberic delay (Hanssen, 2001),
but a strong satellite geometry is required (Sareloal., 1994). It was found that DGPS
has a poor geometrical configuration in the Aretic therefore using DGPS to model the

ionosphere is not possible for specific times awdiions(Sheng et al., 2007).

The town of Yellowknife, Northwest Territories, has observatory that provides
information on magnetic activity in the ionospherghis information was collected and
analyzed for the purposes of this study. Grayl.e(2800) was the first to prove that
ionospheric activity affects the radar signal ia #ictic, but the magnitude and validation
of this effect were lacking in their study. Atghiime, the hypothesis used is that the
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ionosphere may cause long wavelength gradients ower image, but will not be

noticeable in images with a scale less than 50 km.

3.4.2 Example of Atmospheric Disturbances

Hanssen & Feigt (1996) had completed a study tesasf the atmospheric delay in
INSAR could be modelled using GPS measurements. GRS signal was affected by the
troposphere in the same way as the radar signalitands hypothesized that a GPS
derived model could be used to quantitatively dakeuthe signal delay in INSAR. It was
found that using GPS to correct the INSAR atmosplaelays was very difficult. The
GPS baselines were too noisy and could only beetyddtered. The correction was also
very dependent on the spatial distribution of tHeSGeceivers. The results of the study
also determined that the GPS signal, at a 20 degetion, will cover a large area
around the receiver; therefore, the gathered datanat provide enough information to
remove the small artefacts from the radar signlal.the arctic, the elevation angle is
much lower and therefore the atmospheric delayrin&ion will cover a much larger
area around the GPS receiver. Also, in deformattadies, such as this one, the small
scale of deformation could not be determined by @S and attempting to filter the
SAR interferogram would continue to leave all atptesic and deformation signals.
But, it was found that GPS could be used to paranzet the atmospheric signal in the
SAR interferogram. Because of the remoteness efatistic, it would be difficult and
very expensive to set up such a network of GPSwexseand would negate the value of a

remote sensing method to monitor permafrost.
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3.5  Signal to Noise Ratio (SNR)

The antenna in a satellite system tends to pickaige from external and internal sources
in addition to the image footprint. These noisas come from other microwave sources
or from the satellite system itself (such as awctél=l leak or a result of the temperature
of the instruments) (Woodhouse, 2006). To defireedeneral usefulness of a system, a

signal to noise ratio (SNR) is used:

wanted_signal
unwanted_signal

SNR=

[3.6]

So if the SNR is less than one, the system isvaaeless useful signal power than noise
power, but if the SNR is high, then the systemadgrming well. The SNR is governed
by the radar equation, which relates received paweransmitted power. Often, the
radar equation will be seen written in terms of R of the final image to determine
the required imaging quality (Cumming & Wong, 2008Vhen trying to calculate SNR,
equation 3.7 can be used:

2193 o
SNR= FacG A" [3.7]
2567 R°KTB, F, LV sing

Where: R.e= average transmitted power
G = Antenna gain
A = wavelength
c° = backscatter coefficient
¢ = speed of light
R = Range to reflector

K = Boltzmann’s constant
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T = temperature of receiver (K)
Br = transmitted signal bandwidth
F, = receiver noise figure

Ls = system losses

V = platform velocity

0; = incidence angle

From the equation, one can see that the SNR isseleproportional to the range of the

signal.

When the SNR value is too low, the coherence afvaage is affected. This will cause
difficulties in registering the images and with phaunwrapping. More information on
how the SNR affects the coherence will be discusaext. Unfortunately, the SNR
cannot be controlled or predicted in advance anthisulated in the image registration

step.
3.6 Doppler Centroid Differences

The Doppler effect occurs in the azimuth directioh the signal footprint. It is
proportional to the velocity of the antenna andenrsely proportional to the velocity of
the radar waves spreading (Hein, 2004). Radarenyagncounters a special form of the
Doppler effect called the Doppler centroid frequen@he Doppler centroid frequency is
a linear, additive frequency function that commates the encountered frequency

displacement. Once simplified, the Doppler frequyecan be calculated by:
V, ,
o :2G$E$|n,8 [3.8]

Where: ves= effective velocity of the sensor
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A = signal wavelength
B = beamwidth

This equation is a relationship between the beamecdocation and the returned signal
energy in the flight direction (Hanssen, 2001).e Doppler centroid is calculated as the
satellite passes through the beam center of thgettar This is the point where the

acquisition has the maximum gain and can be estinading a geometric model with the

satellite orbit and attitude data. Unfortunatdty, the purposes of most research, this
method of calculation is not accurate enough. Toueately determine the Doppler

centroid, the received signal data is required (@urg & Wong, 2005) and can only be

estimated after the image acquisition.

The difference of the Doppler centroids of two stgried pixels is ideally close to zero.
As the difference increases, the coherence wiltedese (Swart, 20004anssen, 2001).

This effect will be discussed in a later section.

3.7 Processing Methodology

Although the processing methodology does not affeettrue returned signal, it does
affect the quality of the image and the resultimdues of the pixels. Errors may result
from the chosen method in a processing step. Huoercelation is a result of phase
aberrations that can be introduced through spectisdlignment (Bamler & Just, 1993).
Spectral misalignment is generally referred tovas images having a phase variance
(Bamler & Just, 1993). The images will result imiéar scatterers improperly aligned
during the processing (Hein, 2004). The misalignitean be a result of two different

steps (Eldhuset et al., 2003): geometric misregisin and interpolation methods.
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3.7.1  Geometric misregistration

The geometric misregistration can occur in eithee range or azimuth direction
(Eldhuset et al., 2003). It causes a phase vaiand it depends on a displacement of the
scatterers (Hein, 2004). If the misregistratiotargier than one pixel, the coherence will
equal zero; therefore it is recommended that tigestration be accurate within at least
1/8 of a pixel (Hein, 2004) before continuing.

In this study, there were two options for imageist&gtion: intensity cross correlation
algorithm and fringe visibility algorithm. The @tsity cross correlation algorithm uses
the intensity values of each pixel in the imaged aarrelates them according to the

equation:

9

Ry () = X x(n)x y(n—i) [3.9]

n=-co

Wherex andy are the pixels to be cross correlater, the iteration, and is the signal’s
phase shift. The equation overlaps all the elemehthe two image’s signals and sums
everything with the appropriate phase shift. THeed of the intensity peaks shows the
phase difference (and therefore the misregistrafimmeach pixel (Denbigh, 1995). One
of the benefits of the intensity cross correlatadgorithm is that it allows for any two
images to be registered.

The other registration algorithm that was examines the fringe visibility algorithm.
Before using this algorithm, interferometric frirsgmust be visible in the images. These
fringes occur in a 2 cyclic pattern and in the case of radar fringég, image must

exceed the2pattern. To determine the visibility of the freggin each image, equation
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3.10 must be used, whekes the irradianceh is a function of the image spectral filter,

andr, is the complex amplitude of the reference imagarbe

V = Imax_lmin - 2b|r0| . [310]
Imax+ Imin 1+b2|r0|

Once the visibility of the fringes in each images leeen determined, Fourier transform
integrals are used (Anderson, 1995). Equation ®dd used in this study:

_ S(&,, o) T0N; explj27(x4, +yy, )]
AR

r(xy) [3.11]

Where:  r(x,y) = the master image signal value
S€o,y0) = the Fourier filter plane
W; = the filter size
X & y = pixel numbers
A = wavelength

R = slant range

The above equation is then applied to the secoagen(fthe slave image) and the fringes
are matched. The requirement for this algorithnthet there needs to be an initial
interferometric correlation between the two imag&kjch may not be the case in all
studies. The fringe visibility algorithm is comptibnally more expensive and tends to
have a very small filter size, only allowing it¢over a few pixels at a time, but because

it requires initial correlation between the imagés, coherence tends to be higher.
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CHAPTER FOUR
COHERENCE AND PHASE UNWRAPPING

4.1 Coherence

Coherence is the measure of the extent to whichréfected radar signals are correlated
through phase differences. These values are betne® at low coherence and one at
high coherence. In areas of low coherence, prablean arise in creating digital
elevation models (DEMSs) or interferograms (Abde#fat& Nicola, 2003). Coherence is
affected by several different factors (Zhang & Btjr2004; Hanssen, 2001) such as the
ones described in the recent sections.

Coherence is a scalar product that consists ofparameters (Abdelfattah & Nicola,
2003) which include:

1) Sensor parameters such as the wavelength, noeeswmiution;
2) Imaging geometry parameters such as baseline aocttlence angle in
interferometric applications; and,

3) Target parameters, such as volume and temporageban

Equation 4.1 presents how coherence can be cadulat

ytotal = ygeonyfdcyvolumeythermalytemporalyprocess [41]

where: 7y = total coherence
Ygeom = iMaging geometry
vide = Doppler centroid difference

Yprocess = Processing methodology
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'Ytherma| = thermal n0|se
Yvolume = VOlume of scatterer

Yiempora= t€mporal decorrelation

To provide a simpler explanation of how coherenceks, Figure 4.1 shows an example
of four pixels in an area taken at two differemés. Three of the pixels are the same and
are therefore said to have high coherence. Theratight hand pixel is different. If a
threshold is set at 0.25 and the two pixels havee@nce less than the 0.25, they are
considered to have low coherence. Otherwise afpiltels have coherence above 0.25,
they are considered to have high coherence. Aleoiggtors that could cause low
coherence are a body of water forming within theepiarea or a rapid change of
vegetation.

Figure 4.1: Example of pixel coherence
4.1.1 Imaging Geometry
When imaging geometry affects the coherence of R 8Aage, it is generally due to the

difference in the baseline or incidence angleswaf $ensors (Hanssen, 2001). When the

baseline becomes too long and the spectral shitusl to the bandwidth, then the two
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images will lose all coherence and reliability; bbitthe baseline is too short, the
interferometric technique will lose its ability talculate three dimensional imagery. To
define the maximum length a baseline can be, ga&@ritalue must be stated. The critical
baseline value can be defined as:

Boow =A(B, /Q)R, tan@,, —¢) [4.2]

Oerit
where: B.it = Critical baseline (m)
A = Wavelength (m)
= Data rate (kb/s)
¢ = Speed of light (m/s)
R', = Slant range (m)

Binc = Incident angle (rad)

¢ = Reflected angle (rad)

Data rate is defined as the rate information (te)lan be transported. If the value of the
baseline is larger than the critical baseline,geemetric coherence is defaulted to zero
(Hanssen, 2001). Using the assumption that thelibasis smaller than the critical
baseline value, we can also define the value ottmeelation coefficient in equation 4.3
whereBL. is the orthogonal baseline projection of one setsdhe other image’s slant
range (Li & Goldstein, 1990).

|y ’Tl - (BDcrit B BD)
geo

B [4.3]

Oerit
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4.1.2 Doppler Centroid Differences and Noise

The Doppler centroid frequency is related to thienath beam center and it locates the
azimuth signal energy to provide the best signaldse ratio (European Space Agency,
2006). A difference between the Doppler centroidstwwo images will cause the
coherence to decrease. When the difference obDtppler centroid is larger than the
bandwidth in the azimuth direction, there will be correlation between the images and,
therefore, will equal zero (Hanssen, 2001). Otlwewthe value of the decorrelation can
be modeled by

Af

_41_8Ipc
| Voc F1 B, [4.4]

where:  Afpc = Doppler centroid frequency

Ba = Bandwidth in azimuth direction

When the average Doppler value is determined inireege during processing, then
azimuth filtering is not necessary. But whethéiefing is required or not, the effect of
the processing methodology on coherence also canlbalated. One way of calculating
the coherence of part of the processing methodadkogy the coregisteration step, which

can be done using equation 4.5, wheis the relative pixel shift:

_ Sin(z) [4.5]

| process |

Thermal noise is theoretically determined with signal to noise ratio (SNR) (Hanssen,

2001) and is determined through the ratio of thgnali power F) from the radar
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equation (equation 3.1) and the thermal noise p¢F: ) Then, using the signal to noise

ratio, yiermaliS determined to be:

N
1+ SNF™*

ythermal =

[4.6]

4.1.3 Temporal and Volume Decorrelation

As mentioned earlier, temporal decorrelation is ohéhe biggest problems with INSAR
calculations. Unfortunately, because of the nunddeoptions and applications of the
temporal decorrelation, there is no single anadtimodel available to describe the
correlation coefficient. The best way to approaabh application and limit the effect of
temporal decorrelation is to collect images witlldi or no moisture content (SLAM,
2006), use tandem pairs (Knopfle, 1999), or takeemimeasurements, such as GPS
measurements, to obtain atmospheric or land detamanformation (Rosen et al.,
1996). Without these corrections, the SNR and @fee will decrease. In this study,
none of these three options for reducing the detadron effect were possible; therefore,

corrections were not applied.

Volume decorrelation depends strictly on the wavgtlle of the signal and the scattering
mediums (Hanssen, 2001). It is caused by refracifdhe radar waves within the target.
Again, there are so many different scattering mmdiand applications that there is no
general analytical model available to describelnt.this study, the volume decorrelation
was determined to not have a large effect on theltebecause of the low vegetation and

lack of snow coverage.
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4.1.4 Coherence Estimation

Each of the above parameters needs to be calcdtatedch pixel in an image, and then
coherence can be estimated for the pair of imagésherence estimation windows are
commonly used in INSAR processing. They are defagdising a spatial average on a
sample coherence area (Zhang & Prinet, 2004). Aages that are found in an image
can be neglected when a large estimation windaveeésl and when the averaged number
of the sample coherence estimation satisfies anpriori requirements. Here the
coherence estimation value is independent of tinebeu of looks. A great way to reduce
the coherence estimation variance is to averageaay pixels as possible in the constant

coherence areas (large coherence estimation win(ildhuset et al., 2003).

A small estimation window tends to bias any low @@mce values to a high coherence
value. The largest problem that arises becaugbeotendency towards one number is
that the discrimination between coherent and incafteareas will be difficult. So a
larger estimation window will help to decrease ties. Although the larger estimation
windows will decrease the absolute coherence vanesthe range resolution, the data
will become more reliable (Hanssen, 2006). Buhé& estimation window is too large or
if the area is not homogenous, too much informatdhbe lost or the final coherence
value of the estimation window could be poorly kechin comparison to the true image
values (Elhuset et al., 2003).

4.2 Phase Unwrapping
One of the most sensitive steps of DINSAR procgssnthe phase unwrapping step.

Phase unwrapping converts the observed relativeepti@nal which has ar2nodulus

interval of [, m) to the unknown absolute phase signal. It istfis step that poor
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coherence, low SNR, poor registration, and poomgerigtering will become a problem.
Phase unwrapping depends on the wrapped fringesedrevhen the interferogram was
generated. The error in phase unwrapping comes tine miscounts of the fringe order;
therefore quality input and using the appropridg@thm is essential for quality results
(Gutmann & Weber, 2000). A wrapped interferograspladys repetitive phase fringes in
an order of 2. When a phase unwrapping error occurs, fringesnassed or counted

more than once.

There are many different phase unwrapping algostanailable. They can be separated
into two groups: path-following methods and minimaorm methods (Ghiglia & Pritt,
1998). The most commonly used methods are thefpldiiving methods, especially the
Goldstein’s branch cut algorithm (Gutmann & Wel#800). The Goldstein’s branch cut
algorithm is controlled by phase discontinuitiedjeswise known as residues (Goldstein
et al.,, 1988). A path is formed by connecting gonad number of negative and positive
discontinuity sources using a pairwise connectiBaotfnann & Weber, 2000). Neutral
discontinuity sources (neutrons) are used to difeztpathway through the negative and
positive sources. These connection lines arerexfeto as branch cuts pointing from
positive to negative sources. The connection laweginue through ar2cycle until there
are an equal number of positive and negative seutcemake the path neutral. The

unwrapping algorithm is then not allowed to crdssse connection lines.

The connection line formation does not have a unsplution; therefore a set of criteria
are required to create a repeated answer. Oreedifriteria is to decide on a minimum
cut length threshold (Cusack et al., 1995). Anothr@erion is to use a low-pass filter
separately on each the cosine and sine sectiahge ghase wave to reduce the number of
object discontinuities and increase the SNR (Ghi§liPritt, 1998; Winter et al., 1993).

The minimum cut length threshold is the simplestedon to implement of the two
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options. Creating the connection lines is the ntios¢ and computationally expensive

part of creating an interferogram, therefore simptemputations are generally adopted.

Once the connection lines are created, then thegamezan be unwrapped. The
unwrapping occurs along these lines, starting ftbm positive source to the negative
source. Then, to create a continuous image, lsidge created and are placed over the
connection lines. This step allows the algorittomunwrap areas that did not have

connection lines, creating a fully unwrapped image.
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CHAPTER FIVE
DIFFERENTIAL INTERFEROMETRIC SYNTHETIC APERTURE RAD AR

5.1 DInSAR Background

Once phase unwrapping is successful for each artegfam, differential interferometric
processing can begin. It is at this point where can attempt to detect the vertical
change in land surface. To visualize how DInSARrksp one can imagine two
temporally separated images traveling along theesanit path (baseline = zero). When
subtracting one image from the other and if thellaorface height has not changed
within fractions of the wavelength, the differeng#l be zero. If there was a change in

the land, there will be a phase difference detected
5.1.1 DInSAR Geometry

Figure 5.1 (Woodhouse, 2006) show the geometryloSBR. The important factor to

examine is the change in slant range, given by:

Dg =|msin(@ -¢) [5.1]

where|m| is the magnitude of the motion vector afé the direction of the motion

vector from the horizontal.
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Antennas 1&2

Figure 5.1: Differential interferometry geometry

As mentioned, the surface only needs to move &idraof the wavelength. Wegmueller
et al. (2006) found that in certain conditionsjspthcement map can be made with a sub-
centimeter accuracy. Equation 5.2 shows this ssipte:

m=——2%

= [5.2]
2rsin@, - 4)

where ¢ p is the phase change.
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If there is a consistent phase change over theasarénd if the area of the ground
movement is found to be larger than the coherestimation window, the coherence will
remain high (Woodhouse, 2006). Otherwise, the lsptase changes found within a

coherence estimation window will decrease the diveoherence values.

5.1.2 Differential Interferogram Computations

There are three options available for computingfiereéntial interferogram: two-pass,

three-pass, or four-pass interferometry.

5.1.2.1Two-Pass Differential Interferometry

Two-pass differential interferometry uses one fiet@gram and relates the interferogram
to a previously calculated DEM. The DEM has toalseurate to about 30 meters in the
height direction to be used; therefore GTOPO30 &8RAIM data can be used. Thirty
meters is considered accurate enough because thki®HEsed only as a reference for
each pass. The objective of two-pass DINSAR iddtermine the difference between
each pass with respect to the DEM. There are akwexamples of two-pass
interferometry in literature, such as monitoringtlequakes (Zhang & Cheng, 2005),
volcanoes (Lanari et al., 1996; Stevens & Wadg@420and glaciers (Rao et al., 2004).
This technique is the most robust and accuratentqal, when there is a DEM available
(Zhen et al., 2003). If there is not a DEM avdgalthere is a possibility to use three-pass

interferometry.

5.1.2.2Three-Pass Differential Interferometry

Three-pass differential interferometry uses threages, which are converted into two

interferograms, with one common reference imagso(&hown as the master image).



49

One of the requirements of this method is theraengbbe any deformation between two
of the images or that there is a constant ratdnahge between all three images. If there
is no deformation found between two of the imagies,resulting interferogram is called
the topographic image. Otherwise, the pair of iesagith the longest baseline is referred
to as the topographic image. In this study, it i@sd that the deformation had a
constant rate of change using the permafrost heedel. More information on this can

be found in section 6.3.2.

The other interferogram is called the deformatimage and is used for the calculation of
the total deformation. These two interferogranestaen registered with each other and
the phases are subtracted from one another. Téades the differential interferogram.
The benefit of using three-pass interferometryhiat ta DEM is not required for the
processing. Because the interferograms need tedistered, the coherence is required
to be higher than in two-pass interferometry; othige they may not register together
properly. Also, both interferograms need to be mapped before being taken any
further. There are not as many applications adeatpass interferometry; it has been used
in mining subsidence applications in the past (€ar& Delacourt, 2000), which is

similar to this study.

5.1.2.3Four-Pass Differential Interferometry

Another common option for DINSAR processing is fpass interferometry. In four-pass
interferometry, four radar images are used to ereab interferograms, but only the first
interferogram is unwrapped. This interferogrameiguired as the topographic estimation
So it cannot contain any deformation (Zhen et281Q3). In a subsidence application, this

may be difficult to achieve.
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5.2 Objectives

This study is a feasibility study that will help assess the use of DINSAR in monitoring
permafrost subsidence at centimeter accuraciethidstudy, three pass differential SAR
interferometry is used to determine the subsidefigermafrost in the MacKenzie Delta
& River Valley region to a centimeter accuracy. nBAR is capable of sub-centimeter
accuracies, but because of the temporal decooeland unaccounted atmospheric
effects, it is expected to see a bias. Field afagiems occurred during the same time
period as the radar image acquisitions. Thesd fiblservations include conventional
leveling and data collection for a permafrost hemael, including soil moisture, soil

content sampling, and surface temperatures andtcafge used in determining the

accuracy of the remote sensing application.

If proven possible, DINSAR can be used as a sehsneasure and as a monitor for
permafrost subsidence.

The following are the objectives of this study:

1. Create four displacement maps with centimeter aoyuirom the radar images;
2. Correlate the pre-calculated conventional leveligM and the permafrost heave
model with the radar displacement maps; and,

3. Analyze the factors that caused errors in the DRS$ésults.

If one of the DINSAR images provides a displacemmaap that is verified by ground
data, then using a factor analysis, the optimalditamms for monitoring permafrost

subsidence due to climate change using DINSAR eatetermined.
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CHAPTER SIX
EXPERIMENTAL DESIGN

6.1 Data Background

6.1.1 Area of Interest

The area of interest was located on the plateaproamately 500 feet above the
MacKenzie Delta by Reindeer Station. In this atka,surface was discontinuous tundra
and covered with cotton grass (Figure 6.1). Thenp&ost is continuous and the entire
permafrost layer, including the active layer, canup to 600 meters deep. Because of
the discontinuity of the surface, conventional syrtechniques were difficult to use to

create a surface model, therefore another methsdaisa required.

* ! i

Figure 6.1: Picture depicting the landscape and vegation of the test area

Ground data were used to help determine the rétiabi the DINSAR results. The test
site can be found at 68.684°N, 134.084°W and wh&m x 1 km square. It was located
approximately 50 km north of Inuvik in the MacKea#belta and River Valley (Figure
6.2). The land within the test site consisted afig hills with approximately 25 m
relief.
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Figure 6.2: a) Map of the area where the star reprgents the area of ground truth
data and the rectangle is the area of image b; bintensity image of the same area

where the white square represents the ground trutllata area

6.1.2 Images

For the purposes of this work, nine images fromAkganced SAR (ASAR) sensor on
ENVISAT and three RADARSAT-1 images were used. A single look complex
(SLC) images were acquired between the dates & I18n2005 and September 8, 2005
and were all in descending node with a frequency5®&310044e+009 Hz. The
ENVISAT ASAR images were separated into tripletehvd01 orbits or 35 days between

each image. Table 6.1 shows how each datasetepasated. The images were chosen
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with two common characteristics: the images incoafedl a significant part of the
permafrost thaw season in 2005 and the test sisecesatrally located in the images. To
optimize the ability of SAR to detect vertical mavent, the lowest possible incidence
angles were used. Incidence angles varied fron7°2®. 38.5 and were used to

investigate how the change in incidence angle watffkett the results.

Table 6.1: Data Set Organization

Set Dates Orbit Number
June 18, 2005 17259
ASAR 1 July 23, 2005 17760
August 27, 2005 18261
June 24, 2005 17337
ASAR 2 July 29, 2005 17838
September 2, 2005 18339
June 21, 2005 17302
ASAR 3 July 26, 2005 17803
August 30, 2005 18304
June 28, 2005
RADARSAT August 15, 2005 N/A
September 8, 2005

To improve the baseline estimation of the ENVISASAR orbits, the DORIS (Doppler
Orbitography and Radiopositioning Integration byeBae) precise orbit files for each
image were also downloaded from the European Spgeacy website. DORIS is a
radio frequency tracking system that is based erDibppler principle. The files provide
real-time orbit information including the precistitade, orbit control, and an atomic
time reference.
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When choosing these images, there were two difféaeaforms of interest. Each image
consisted of the plateau, where the ground truth @as taken, and the active delta. The
delta was of interest because of present and plbomimmercial gas extraction that may
lead to additional subsidence of the land. Ifdifeerential interferogram is successful in
the delta, DINSAR could be used as a potential l@rghn monitoring tool for many
companies. The plateau was used as a dry landaswap. Each of these landforms

represents approximately 7 — 8% of the arctic megio

6.2  SAR Processing

A thorough investigation was completed to acquire most appropriate software for
radar interferometry processing. Most of the safevpackages investigated were found
only to complete up to the unwrapped interferogrstep and did not do differential
interferometry. The most appropriate software fowmak a trial version of Gamma
software, created by GAMMA Remote Sensing (Wegnewekt al., 2007). The
following sections describe the steps used in tloegssing and how the results of the

processing were validated. Figure 6.3 is a floartbf how the images were processed.

6.2.1 Image Registration

The first step in image registration was to set $irme of the registration estimation
window and determine the most appropriate offséiitmasion algorithm. When two
images are acquired, they usually contain an ofiiseboth the azimuth and range
direction. It is necessary to correct for thesksad§ to create a registered pair. Other
factors also needed to be assigned, such as th& sognoise ratio (SNR) threshold and
multi-looking values.
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One Triplet Set

~

June— July pair July — August pair
Determine offset Determine offset
polynomial (1) polynomial (2)
Create an interferogram Create an interferogram

| (1) | | (2
Determine coherence (1) Determine coherence (2)
Unwrap interferogram (1) Unwrap interferogram (2)

Create differential
interferogram
Create displacement
map

Figure 6.3: Flow chart of DINSAR processing used taletermine land deformation
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There were two algorithms available: the intensityss-correlation (ICC) algorithm and
the fringe visibility (FV) algorithm. 1CC was ches for this task over FV because ICC
allows for the two images to be co-registered, al/trey lack interferometric correlation
and ICC works very well with natural landscape sashthe area of Reindeer Station.
The FV algorithm is computationally-time expensarel only samples a small number of
points at a time, where the ICC is much faster eard sample a user defined number of
points (must be to the power of 2). With the lesgtiares adjustment, a test for the
highest average SNR value was run for all imagekitawas found that the ICC was an
average of 0.03 pixels more accurate than the gdrithm. The decrease in accuracy
with the FV algorithm may have been a result of Eriori interferometric correlation
between the images.

Two factors, SNR and multi-looking values, wereassigned. The signal to noise ratio
(SNR) threshold was set to 7.0. This value wasighbto be high enough to eliminate
any noise-induced anomalies. The average SNR valgee found to be between 8.0
and 10.0, so setting 7.0 as the threshold wouldrstlude about 90% of the data. As for
the multi-looking value, it was decided to multdlothe range once and the azimuth five
times. The 1.5 range to azimuth ratio was recontedrby Hanssen (2001) to yield a
square pixel. The azimuth magnitude was approxindive times the magnitude of the

range, so the azimuth was multi-looked at this ptwrhelp improve visualization of the

data and reduce azimuthal distortions. The 2:105,34:20 and 5:25 ratios were

attempted and it was found that the SNR value dsee linearly; therefore, the 1:5 ratio

was used.

Cropping each image to the area of interest wasngtied to see if the results would be
more accurate. The hypothesis of doing this waseoif limiting the area to fewer water
bodies and less terrain differences would help anpregistration accuracies. When this
was attempted using all pairs, it was found thatftill images, not the cropped image,
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provided higher accuracy in estimating the pixdsets. The pixel offset errors of the
cropped images were caused by the software hamaccurate georeferencing within
each image.

The second step of image registration was to exttse orbit information from the
images and compute the offset of the slave imagieetonaster image. In this step, it was
determined using tie points within the images tihaty were skewed in geometry and
therefore were adjusted using a simple polynonualtlis transformation. Then, the
two-dimensional cross-correlation function was usedind the true relative offset by
calculating the peak correlation. The relativeseffwas established at this peak value.

The offset was then adjusted to subpixel accuragipguthe ICC algorithm. The
algorithm uses an estimation window, size 32 byt64;orrelate the slave image to the
master image coordinates. Larger window sizes wested as recommended by
Wegmueller et al. (2007) but they were found todowhe SNR values; therefore, the
window size of 32 pixels by 64 pixels was founkeéep the highest SNR values.

Finally, once the precise offsets were establishelihear least squares polynomial was
designed to model the range and azimuth offsetthird order polynomial was chosen to
create the best global fit and to improve the SNRthe pair. The least squares
computation removed any offsets that appeared ta beror and removed the low SNR
values; therefore creating a global fit model fur tange and azimuth offset polynomials.
The accuracy obtained by the least squares esbimafi less than 0.2 pixels kept the

registration errors below ten percent. The polyabimas the form of:

range_ Offset: AJX + Airangexz + AZazimuthX3

. [6.1]
aZImUth_ Offset: Boy + Blrangey2 + BZazimuthy3
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Where A; and B; are the coefficients to be determinedjs the corresponding pixel
number in the range direction of the master imagyel y is the corresponding pixel
number in the azimuth direction of the master ima@ace the offset polynomials were
determined, the slave image was coregistered taontsder image. A two-dimensional
sinc interpolator was used to resample the slave intagéhe master image. The
interpolator adjusted the geometry of the slavegerfar the best possible registration.

6.2.2 Interferogram Generation

Before the interferogram was calculated, two raditvioally calibrated intensity images
were produced from the master and slave imageg tisensoftware. These two images
were overlaid as landscape references on the aetdcutomplex images and were later

used for calculating coherence.

Then, after registering the images, the complegriatogram was generated using the

following equation:

) < slclsl2* >
W im=
- < sldslcd* >< slc2slc2* >

[6.2]

Where * represents the complex conjugate and <resepts the ensemble average of the
complex data and the complex conjugate. This émuawill calculate the wrapped
interferogram pixel by pixel. Also, in this step, range spectral shift filter and an
azimuth common band filter were applied. The rasygectral shift filter accounts for the
spectral shift due to the changes of local inciéesmtgles between the two images. These
incidence angle changes are normally caused bletigth of the baseline. The azimuth
common band filtering keeps the common frequendwéen the two images and rejects
the other frequencies. This filter is applied faimize the correlation between the two

images by keeping a common band.
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To implement the range spectral shift filter, thesélines of the image pairs had to be
calculated. The baselines were determined in raagjenuth, and altitude state vector
directions and the results were presented astaofer polynomial. The DORIS precise
orbit files allowed for accurate calculation of thaseline. This information was further

used in removal of the global phase trend and ¢berohination of the landscape heights.

Once the baseline polynomial was known, the flattEphase trend was removed. The
trend was determined by the parallel componenth@biaseline to the look vector of each
range swath. This trend could cause errors inctiveelation function and the phase

unwrapping steps and therefore had to be removeckade a flat-Earth model.

6.2.3 Coherence Estimation

The coherence of the two images was determinedhddyding the complex, flat-Earth

interferogram and both intensity images. A coheeesstimation window of 5 pixels by

5 pixels was used to maintain the required smogtbinthe complex phase information
and to enhance the accuracy of the triangular wieghscheme. It was found that
slightly larger coherence estimation windows redutlee average coherence by 0.1.
The triangular weighting scheme was calculatedguaiinearly decreasing value with
the increasing distance from the center pixel. lo#ohg is the coherence estimation

window weighting scheme:
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0.057 0.255 0.333 0.255 0.057
0.255 0.529 0.667 0.529 0.255
0.333 0.667 1.000 0.667 0.333
0.255 0.529 0.667 0.529 0.255
0.057 0.255 0.333 0.255 0.057

If the coherence values were very low, there wasssibility that the branch building
step in the phase unwrapping would fail. Coheresatees were not expected to be high
in all the data sets because of the quickly changianditions of the ionosphere,
troposphere, and landscape. More information anm the coherence was affected can be

found in the results and analysis section.

6.2.4 Phase Unwrapping

Phase unwrapping a SAR image is very intensivetiametconsuming. Here the branch-
cut region growing algorithm is used because ofatsistness and software availability.
Because low coherence areas can be problematealnin discontinuities in the image,
care had to be taken when determining all parametethe unwrapping stage. First, the
image had to be filtered and then residues androraitcould be determined. Finally,

branches could be placed and the image could beapped.

The first step of phase unwrapping is the filterofghe image. Adaptive filtering was
used to reduce phase noise and to reduce the nwhlpesidues. This low-pass filter
would self-adjust to optimize the path of the phaserapping branches. Then, the local
range slope was computed and the phase in therngtevindow was averaged. The size
of the filtering window was 4 pixels by 4 pixelscawas chosen to prevent too much

smoothing and absorb any high or low values thatdceontribute to noise. Also, to
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prevent the inclusion of very low coherence valwesoherence threshold of 0.25 was
set.

Another coherence threshold flag was set aftefiltieeing. Any areas below the defined
value of 0.1 were flagged and then a 2 pixel bostderounding the low coherence pixel
was developed. The border was used to decreassktidation time by being able to
avoid the larger flagged areas faster than hawingvbid several single pixels in one
small area. In some of the water bodies, shallegetation would cause the radar to
have a low coherence value and therefore attemptagping, but with a threshold, this
effect could be avoided. The stray vegetation Ipixeithin the water bodies would
increase calculation time and be ineffective fa plurposes of this study. The coherence

flags were applied to the filtered image duringfili®owing phase unwrapping steps.

The first part of the actual phase unwrapping wasétermine the location of the
neutrons. Neutrons are defined as areas of tagenbgram where the electrical signal is
not positive or negative. The intensity of thegbikad to be at least four times the
image’s average intensity to be a valid neutromtion. The neutrons helped reduce the
size of the branches and helped reduce the phagapming errors; therefore reducing
the calculation time. Next, the residue locatioreded to be determined. The residues
restrict the branches to stay within a particulathpbetween locations and the “seed”
from which the branches were to grow from was sethe center of the image. The
maximum branch length was defined as 64 pixelselp prevent straying branches and

to increase computation time.

Once the image was completely encompassed by aahdotanch network, the
interferogram could be unwrapped. The unwrappioguoed only along the branches
and terminated when either the edge of the imageemaountered or the branch ended.

The unwrapping began at the center of the imagidarsame place as the seed and where
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the phase was defined as zero. An example of phaseapping errors was in the
RADARSAT interferogram, where the unwrapped phaggsear to be converging to the
center of the image (Figure 7.10). One option teasun this step multiple times to
reduce the phase unwrapping errors. Unfortunabelgause the branch generation was a

two to four day process for each interferograns tas only run once.

The final step in phase unwrapping was connecthng patches of neutral branch
networks. This process is called bridging. Phaserapping restarted at the end of each
bridge and finished with a difference of less than Bridging still considered ther2

phase offset that may occur during the processidgadjusted the values accordingly.

6.2.5 Differential SAR Interferometry

For each triplet of images, two interferograms wpreduced. This allowed for the

choice to use either two pass or three pass imtenketry for processing. Two pass
interferometry was attempted, but because the DH&s fwere a cause of errors,
technique was rejected and three pass interfergmets pursued. The software would
repeatedly return to the georeferencing defaullesland therefore the DEM tiles could
not be registered. It was found that three pafferdntial interferometry was more

successful because it did not rely on external;dhtaefore, it was used in determining
the vertical displacement of the topography, witspacific interest in the subsidence of
permafrost in the active delta and on the platéghe topographic (master) interferogram
of three pass interferometry is considered to e REM of the area while the slave

(deformation) interferogram demonstrates the change

In all the data sets, the June/July pair was usethe topographic pair because of the

longer baseline and the limited amount of subsidehat occurs during those months. In
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set 3, the topographic pair did not have the longaseline, which will have amplified

the atmospheric delay.

6.2.5.1ENVISAT ASAR Differential Interferometry

The first step in creating a differential interfgram was to register two unwrapped
interferograms, where the slave interferogram’slas was larger than the master. The
baseline difference helped reduce atmospheric nditen, the master and slave images
were roughly registered by using a quadratic lsgsiares algorithm to adjust for any
geometric skew or offset. The same procedure #&srédbevas used to register the

interferograms.

Once the interferograms had been coregisterednthges were differentially processed.
The phase of the slave interferogram was subtrdobed the master interferogram using
a quadratic linear least squares equation (equ&fdn Then using the phase information
of the differential interferogram, a metric disgatent map was produced. The
displacement map in this study can display only dimeension of change because the
change in phase is over a single time period. digplacement was first determined in
the sensor’s look angle direction and then theicadrdisplacement was calculated. A
constant reference height of 0.00 meters was useshltance any subsidence detected

with a precision of one centimeter.
6.2.5.2RADARSAT Differential Interferometry
The RADARSAT images had to be processed in a @iffemanner from the ASAR

images because only one interferogram would unwaap; therefore the process was

slightly more complex. The offsets of the wrapped unwrapped interferograms were
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determined and then a new registering process miesduced. This process was very

similar to section 6.2.1, with some small modifioas.

The multi-looked intensity images created in setto2.1 were used to determine the
slant range and azimuth offsets. Again the twoettisional cross correlation function
was used and the peak of the function determinedftsets. This time a patch size of

1024 pixels by 1024 pixels for the correlation ftioie was used.

To determine the sub-pixel accuracy of the co-tegfisn, a cross-correlation
optimization was used with a window size of 64 fsxXay 128 pixels. Once the precise
offsets were determined, a linear least squaregnpoiial was calculated to provide a
global fit of the two interferograms. Any SNR vatubelow the threshold value of 7.0
were rejected in this calculation, therefore eliating any blunders. Then the

interferograms were geometrically transformed usittoginear registration function.

Finally, the two interferograms were combined teate the differential interferogram.

The final image was calculated by the following &tipn:

@=(image * factorl+image * factor2) mod2r [6.3]

Where the factors were defined fa€torl = 1 andfactor2 = -3. These values were
chosen from a series of tests where the averagaldig noise ratio was found to be the
highest. The factors scale the signal noise tp Hetermine the coherence of the final

interferogram:

)= @ factorl + ¢, factor2

5 [6.4]
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The reason for dividing by the square root of 2oacts for the statistical independence
of each original interferogram. Leaving the indéedgrams wrapped increases the
sensitivity to differential effects, but reduceg thensitivity to topography once they are
combined. The final steps of computing the RADARSAfferential image followed the
same process than the ENVISAT ASAR differentiakiféarometry outlined in section
6.2.5.1.

6.2.6 Georeferencing

The images were georeferenced using ESRI ArcGIS A.2andsat 7 orthophoto of the
Reindeer Station area was acquired through GeoBase®he major water bodies and
rivers were digitized. Using the digitized infortioa, the differential interferogram was
then georeferenced using relative control pointsthenrivers and water bodies. The
RMSE of the georeferencing was 7.325 meters, ajpeigly one pixel. A RMSE of
approximately one pixel is considered suitable bseahere were no absolute control
points within the images and the displacement napgoor resolution of the rivers and
water bodies.

6.3 Ground Data

6.3.1 Conventional Leveling

Ground data were acquired during the months of Jam# August 2005. The four
boundary corners and the center of the test site established using static differential
GPS and steel rods. The GPS data were collectatieinWorld Geodetic System
(WGS84) for 12 hours per point to reduce multipeffiects and to improve the accuracy
of the data (Sheng et al., 2007). The internahtsoused to produce the DEM were
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obtained using a Leica 1205 total station and vpesgtioned at approximately 14 meter

intervals.
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Figure 6.4: June conventional leveling data collen points

The ground data were then processed to createfacsuusing ordinary kriging and
polynomial trend determination using Surfer. As fhugust data did not work out, the
June data was used to create a digital elevatialeh{®EM) of the area. The DEM was
to be used to create a flow accumulation map. IAshiade and aspect map was not
considered as an option because of the northeht tilge sun during the summer, where
all aspects receive sunlight throughout the day. flew accumulation map was
hypothesized to have the best qualitative assedsofethe spatial structure of the
displacement map because the valley floors terithe a higher accumulation of water;
and it is known that as more water stands on a gfeost surface, the more subsidence
will occur (Williams & Smith, 1995).

The flow accumulation map was created in ArcGIS @ihg the DEM created by the

conventional leveling. The georeferenced displasdgmap was cropped to the area of
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interest and the flow accumulation map overlaiche Tocation and the structure of the
flow accumulation lines were analyzed with resgedhe higher subsidence areas in the
displacement map. If the location and structur¢hefwater accumulation matched the
higher subsidence areas, than the displacementwaapconsidered to have acceptable

spatial accuracy.
6.3.2 Permafrost Heave Model

To determine the accuracy of the displacement nadpeg, a permafrost heave model
created by Gugolj et al. (2008) was used. The p#ost heave model consisted of a
thermal regime model (Williams & Smith, 1989; Ramm et al., 2004), frost front
calculations, and heave models (Konrad, 1994; k#&nra999). The ground
measurements were taken at 36 stations duringuimensr of 2005 between June™5
and August 2% within the same test site as the conventional lileyethan it was

compared to the radar imagery.
6.3.2.1Thermal Regime Model

The thermal regime model used in creating the piosiaheave model was a simplified
version of the finite difference function (Rankinen al., 2004). The purpose of the
model was to calculate the daily ground temperaatirene centimeter intervals using a
continuous flux. The data required for this mod®tiuded soil temperature, air
temperature, snow depth, and other soil charatit=ris The thermal properties of snow
were held constant because as fresh snow fallsyitiee quickly changes it into a steady
state dense snow pack (Williams & Smith, 1989).e Tleat layer properties were not
available so they were considered to be homogeramas therefore were also held

constant.
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The soll itself was best represented as “silty 'ckyd the thermal conductivity values
taken from Williams & Smith (1989). These valuex@unted for the variability of
thermal conductivity and heat conductivity causgdhe mixture of water, ice, and soil.
The frost front was also assumed to be at tt@ i8otherm (Konrad & Morgenstern,
1981); even though the exact temperature would bacause of geological and chemical
variations (Williams & Smith, 1989).

The model would calculate the location of tH€ Osotherm within the soil on a daily
basis; then it would calculate a linear thermaldgrat on either side of the frost front.
The algorithm was able to calculate dual frost fspras one would ascend from the

bottom of the permafrost layer and the other waldgcend from the surface of the soil.

6.3.2.2 Snow Distribution Model

Understanding the snow distribution is fundameimtapredicting the total permafrost
coverage in the arctic. Areas with thick, continsgnow coverage tend to have limited
amounts of permafrost because snow acts as amtosuln the test site of this study, the
snow was not continuously covering the area. Tterdene the snow distribution over
the test site, a geographic information system J®I& used. A DEM of the area was
taken and then the daily snowfall, wind magnituded wind direction calculated the

snow accumulation and distribution on the test(§sagolj et al., 2008).
6.3.2.3 Heave and Subsidence Model
Other measurements, including the soil moisture athér soil properties, are used to

calculate the ice lenses influence on the heave suibidence of the soil. The

heave/subsidence influence in the permafrost heawvdel is calculated as a direct
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relation to the ice lenses’ thickness; thereforerestimating the possible subsidence
(Konrad, 1999).

The model was run for two years (2004-2005). Fedgab shows the predicted elevation
changes in 2005 for the permatfrost layer at thigostmumbered as 54. From the graph,
one can see that between Jun® a8d August 28, there is a linear subsidence trend.
The linear subsidence trend during this periodfjagtusing three pass interferometry for
DINSAR and that either June/July or the July/Augpsir could be used as the
topographic pair, depending on the length of theebae.
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Figure 6.5: Permafrost heave model predicted eleviain changes for 2005
(Gugolj, 2006)
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CHAPTER SEVEN
RESULTS AND ANALYSIS

7.1 Data Input

The nine ENVISAT images acquired were individuglhpcessed by the European Space
Agency and the RADARSAT data was created by thea@am Space Agency. The
RADARSAT data had the azimuth data temporally dedoey throughout the file;
therefore, the image had to be flipped to ensuresistency where the earliest azimuth
time is at the beginning and the range data rums fiear range to far range. Table 7.1
presents the date, orbit, starting time, and sizémages and Table 7.2 shows the

incidence angle and Doppler polynomial for eachgena



Table 7.1: Raw data characteristics of images

Set Date Orbit | Starting Size (pixels)
Time Rows | Columns
06/18/05] 17259 19:32:28] 30537 5115
1 07/23/05] 17760 19:32:28] 3051¢ 5115
08/27/05] 18261 19:32:24] 30523 5115
06/24/05] 17337 06:07:21) 31873 5099
2 07/29/05] 17838 06:07:19] 31874 5099
09/02/05] 18339 06:07:15] 31874 5099
06/21/05] 17302 19:38:13| 2747¢ 6220
3 07/26/05] 17803 19:38:14| 27471 6220
08/30/05] 18304 19:38:09] 27487 6220
06/28/05] 50365 15:28:59] 11707 7695
Radarsat 08/15/05 51051 15:28:54| 11704 7695
09/08/05| 51394 15:28:55] 1170¢ 7695

71
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Table 7.2: Incidence angles and Doppler polynomials

Set | Orbit Anlgrllgi((jde:greees Doppler Polynomial
17259 37.6053 -153.80147 - 1.63798e-003x - £3¢309%

1 | 17760 37.5981 -148.36178 - 1.64303e-003x - BBID0IK
18261 37.6024 -143.64335 - 1.54567e-003x - 236509K
17337 28.6921 -616.19170 - 2.22175e-003x + DFH08%X

2 |17838 28.6803 -623.00048 - 2.28622e-003x + 223408
18339 28.6823 -611.97188 - 2.28630e-003x + H62D08K
17302 33.7194 -99.99927 - 2.56401e-003x + 2.349W8X

3 | 17803 33.7151 -98.42027 - 2.54024e-003x + 2.84TWM8X
18304 33.7181 -92.26037 - 2.41770e-003x + 2.8387D8%

50365 | 38.5850 4316.11811+8.67323e-003x-3.144528%009
RS | 51051 | 38.5870 4200.93817+8.67076e-003x-3.0482082009
51394 | 38.5800 4194.00894+8.52284e-003x-2.735D9

It is known that different incidence angles haveeffect on the collected backscatter of
the radar signal (Ulaby et al., 1986); so thereftine difference in incidence angles of
approximately 10 degrees should present uniquétses8et 2 at 28%and Set 3 at 3377
are the lowest incidence angles, where the RADARBAT Set 1 are approximately at
38.

Also from Table 7.2, one can see that set 2 and RREAT (RS) have Doppler
polynomials that are much larger than the othes.s@the Doppler centroid differences
range from 8 dB in Set 3 to 122 dB in RS. The otheo sets’ Doppler centroid
differences are calculated to be 10 dB and 11 dBhe higher value in centroid
differences in each of the RADARSAT pairs may catlecoherence and the accuracy

to decrease.



7.2 Image Registration

Image registration was very successful for se@& and RS. However, there appeared to

be problems with registering set 2. The followitadple shows the calculated precise

values of the offsets for each pair in each set:

73

Table 7.3: Range and Azimuth Offsets of Image Pairs

Set| Pair (by orbit) | Sa19 Aéifrf‘;‘étth Rangepixe' SizeA(;?r)nuth

| 17760a 17256 14400 |  63576]  7.803¢ 15.8894
17760 & 18261| 24.061|  -696.999  7.803¢ 15.8894
 [17ssseiaar| 7566 62499  7.8039 15.7207
17838 & 18339]  -13.277 20.269 7.8039 15.7207

| | 1703 17a02| 6457 | 273seez|  7.8030 10.5463
17803 & 18304] -22.875| 1321184  7.803¢ 10.5463
| 062880815 | 37385 -92560|  4.6382 25.7355
0815& 0908 | -9.67306] 24.87955  4.6361 25.7355

As described in section 6.2.1, a third degree cquadieast squares polynomial was
created for each pair. Higher order polynomialsensttempted but they were found to
decrease the SNR; therefore being a poor représgentaf the offsets. The following
table presents the values of the final SNR for geh after all values below 7.0 dB had
been removed:
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Table 7.4: Signal to Noise Ratio Statistics

Set| Pair (by orbit)| Mean (dB De\?iﬁ?:r?zg ) Mi?érgslm Ma(ﬂén)um
, | 17760817259  8.9185 1.7108 7.0440 14.716p
17760 & 18261]  8.8258 1.7605 7.0180 17.528p
, | 17838817337 81934 1.2538 7.0210 12.927p
17838 & 18339]  8.5463 1.6375 7.0160 16.334p
, | 17803817302 10.0842 2.2690 7.0010 17.4590
17803 & 18304)  8.6834 1.4824 7.0040 16.367p
g | 0628&0815 [ 126523 4.4031 7.0080 38.758)
0815 & 0908 | 10.3714 2.4469 7.0050 23.671D

The mean SNR value of the ENVISAT images was apprately 9.0 dB. This is not
considered a high SNR value, but was considerdttigmt for the purposes of this study
because the atmospheric activity was neglectedwetSNR values may affect the
coherence and phase unwrapping steps of the pnogesghere higher SNR values
would have been beneficial. Here one can seeRBatset 1, and set 3 have the highest
SNR values, where RS was approximately 3 dB higl&at 2 has slightly lower values
(about 0.7 dB lower). From Table 7.2 and Table it.% expected that Set 3 should be
the most successful with having the lowest Dop@lentroid differences and a high SNR

value.
7.3 Interferogram Generation
A baseline calculation was required for the interfgam generation and to determine the

local incidence angles. Table 7.5 shows the vatfiesach pair's baseline in the range,

azimuth, and altitude directions:



Table 7.5: Baselines and their breakdown
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Set| Pair (by orbit) Range (m) Azimuth (m) Altitude (m)Total (m)
L 17760 & 17259| -3.4252383] -324.9551439  66.088352831.6252
17760 & 18261| 3.1731063| 299.9314535 36.5106017 18Q2.

) 17838 & 17337| -4.3948064| -328.2697054  78.169597137.4¥71
17838 & 18339| -4.1558330] 241.4206063 12.6431397 .7342

3 17803 & 17302| 0.0002126 | -217.2583308  56.3912528 4.4575
17803 & 18304| 0.0000049| 309.0519712 415188001 8281.

RS 0628 & 0815 | 8.2249127 | 390.605181 7.1723845 390.7575
0815 & 0908 | 2.5033473 | 196.4671834 | -66.5565341| 207.4497

The average baseline is 293.4431 m, which is bel@mv500 m threshold for satellite

pairs in differential interferometry. The largestference is approximately 183 meters
between the RS pair baselines. As the baselifierelifce increases, the local incidence
angle differences will increase; therefore decraashe coherence. Also, according to
Table 7.5, the longest baselines in all sets, a@xeefp3, were found to be in the June /
July pair. It was concluded that the June / Jalyspwould be used as the topographic
interferogram (i.e. the slave interferogram) tousglthe atmospheric signal delay.

7.4 Coherence Estimation

Coherence is affected by many factors and thisysexdmines only a few of them. Any
change between acquisitions in the surrounding teaéiga, water content, air humidity,

or ionosphere can reduce the coherence of an impagedramatically. Because the
northern landscape can change abruptly, the cotereinall the pairs was not expected

to be high.

should not be possible.

If the coherence had turned out tddoelow, the phase unwrapping step
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In Figure 7.1, the images of the resulting Set hecence maps are overlaid on an
intensity image. The coherence threshold range betwieen 0.1 and 0.9. In all
subsequent coherence images, there is a linegionship between the colour value and

the coherence value, where black is the lowestreoigce and yellow is the highest.

0.0 025 05 075 1.0

Figure 7.1: a) 17259 & 17760 (June-July) coherench) 17760 & 18261 (July-

August) coherence

In these images, the dark purple represents a higbleerence than the blue. As
expected, the higher coherence was found on thegpiand the active delta has a lower
coherence with some small patches of high cohererides result was not surprising
because of the high moisture content and high atmolunegetation in the active delta.
Table 7.6 provides the mean, standard deviatiominmim, and maximum for each
image in a high coherent area, the test site bpdeeir Station, and a low coherent area

(active delta area).



Table 7.6: Coherence Statistics For Set 1

Image| Area Mean Staf‘d?“d Minimum | Maximum
Deviation
High 0.6398| 0.2643 0.1 0.8875
Coherent
17760 area
& Reindeer| 0.5681| 0.2225 0.1 0.8718
17259| Station
Active | 0.5149| 0.2510 0.1 0.8655
delta
High 0.4694] 0.2931 0.1 0.8718
17760| Reindeer| 0.4065| 0.2073 0.1 0.8341
& Station
18261} Active |0.2443) 0.1916 0.1 0.6208
Delta
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Table 7.6 suggests that the test site by Reind&dio8 contains an average coherence

compared to the rest of the image. The coherendbeplateau between June and July

was higher than between July and August. Thisfice could mean that there was

higher precipitation in August or that vegetatioaynnave changed quickly in August. It

also could mean that there was very little deforomatluring the first epoch. Weather

information was not collected in this study, theref there cannot be any concrete

conclusions made if moisture in the tropospheredtacersely affect radar signals. The

June / July image also shows that Reindeer Sta@snthe lowest standard deviation of

coherence and therefore the area was more coridis¢ernthe other areas.

Figure 7.2 shows the coherence maps overlaid oimtéesity maps for set 2. The scale

is the same as with Figure 7.3.
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0.0 025 05 075 1.0

Figure 7.2: a) 17337 & 17838 (June-July) coherencbk) 17838 & 18339 (July-
August) coherence

Figure 7.2 shows that set 2 had very low cohereoogpared to set 1 (Figure 7.1). The
high coherent areas in (b) appear to be low in Tdje water bodies also appear to be not
as well defined as in set 1 or set 3 (to follow)l #ime images appear to be mirrored of sets
1 and 3. The poor water body definition illusteatkat the lower SNR mean values that
were calculated previously may have had an ill @ffen the images and because the
images are flipped in the registration step, the2senirrored images suggest that the
images did not successfully register. It was higpsized that unwrapping these images
may be very difficult. More detail on the unwrapgiof these images will follow in
section 7.5. The table below shows the mean, atdndeviation, minimum, and

maximum for this set.



Table 7.7: Coherence Statistics for Set 2

Image Area Mean Standard Minimum | Maximum
Deviation
Settlement| 0.6438  0.2477 0.1 0.887%
17337 | Reindeer | 0.5588| 0.2212 0.2506 0.8780
& Station
17838 ™ "Active | 0.5437| 0.2416 01 0.8655
Delta
Settlement| 0.6843  0.3073 0.1 0.9
17337 [ Reindeer | 0.2882] 0.2007 0.1 0.6741
& Station
18339 ™ Active | 0.2230| 0.1773 0.1 0.6270
Delta
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Again, one can see difference in mean coherenédaigust. This difference again may

represent faster vegetation growth, more tropospimeoisture, or more subsidence than

in June / July.

Set 3's coherence images are presented in Fig@ewith the same linear colour-

coherence relationship as the previous sets.
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0.0 025 05 075 1.0
Figure 7.3: a) 17302 & 17803 (June-July) coherench) 17803 & 18304 (July-

August) coherence

From Figure 7.3, one can see that set 3 has lowerenbe in the delta with higher
coherence patches on the plateau, just as set BHwwan. The coherence appears to
correspond between the two images better thart id, 8® unwrapping this image may be

more successful. Table 7.8 will help assist iredatning this success.



Table 7.8: Coherence Statistics for Set 3

Image Area Mean Sta!‘df"“d Minimum Maximum
Deviation
Settlement| 0.635¢ 0.2565 0.1 0.8875
17302 [ Reindeer | 0.5832 0.2214 0.1 0.8780
& Station
17803 ™ "Active | 0.4663 0.2264 0.1 0.8623
Delta
Settlement| 0.6281 0.2613 0.1 0.8875
17803 [ Reindeer | 0.5994 0.2216 0.1 0.8718
& Station
18304 ™" active | 0.4876]  0.2281 01 0.8623
Delta

Set 3 had the highest mean coherence values fad&esi Station. It was concluded that

the shorter baselines of set 3 was the contribu@etpr in increasing the coherence

above the one for set 1.

Figure 7.4 presents the resulting coherence mapdai¥ on the intensity map for the
RADARSAT sets. The threshold range is betweena@d 0.9 — same as the ENVISAT

images.

There is also the same linear relationbkiveen the colour value and the

coherence value, where black is the lowest coherand yellow is the highest.
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0.0 025 05 075 1.0

Figure 7.4: a) June / August coherency map; b) Augit / September coherency map

The RADARSAT coherence estimation appears to béasirto set 3. There are some
patches of higher coherence on the plateau inuhe-4ugust image (a), where there is
lower coherence in the same area in the August8dr (b) image. The following
table provides the mean, standard deviation, mimpand maximum for each image in a
high coherence area, the test site by ReindeeioStatnd a low coherence area (active
delta area).
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Table 7.9: Coherence Statistics for RADARSAT

Image Area Mean Dsé?/?;[?gg Minimum Maximum
Settlement| 6158 0.2223 0.1 0.8718
0628 & | Reindeer | o 50261 (2180 0.1 0.8749
0815 Station
Active 0.5392 0.2082 0.1 0.8749
Delta
Settlement| .6133 0.2190 0.1 0.8718
0815 & | Reindeer | 450751 2219 0.1 0.8718
0908 Station
Active 1 4 4910 0.2827 0.1 0.8780
Delta

The mean values for all three areas for both gakesabout 0.5, which is similar to the
ENVISAT images. The active delta values are muiginér in the RADARSAT pairs
than the ENVISAT images.

Set 1 was found to have the most appropriate ragjmt and coherence values of the
four sets because of the following reasons. Altjfoiine baselines are relatively long, the
SNR value was found to be high, the Doppler cedtthiferences were relatively low,

and the coherence values were suitable for proegedith processing on the plateau.
Set 3 also showed the best coherence with theesHmateline pair. Set 3 also displayed
a higher coherence, possibly because its SNR valges higher, the baselines were

shorter, and the Doppler centroid differences i@ner.

When looking at Figures 7.1 to 7.4, one can sees#a?, set 3, and RADARSAT have
more than 50% of the landscape consisting of thigeadelta; where in set 1, more than
50% of the image consists of the plateau. Thevadaelta contains a large number of
water bodies, reducing the areas of possible sebsél detection. These water bodies

may contribute to discontinuity of phase unwrappargl lead to unreliable results.
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Therefore, although set 3 has the highest meanreote values by approximately 0.05,

the active delta in the image may contribute torpus phase unwrapping.

7.5 Phase Unwrapping

Phase unwrapping is the most time-consuming, coatipaglly-extensive process of
interferometry. Each interferogram would take addur days to unwrap. The branch
cut algorithm allows the possibility of attemptisgveral possible solutions for creating
branches, but because of time restraints, eactiergram was only run with one branch

solution.

Unfortunately, at the step of creating the phassrapping branches set 2 failed. Not
only possibly it failed because of low coherence tlu registration failure, it may also
have failed because the active delta area was foutide top left hand corner of the
image and throughout the center; therefore theeghasvrapping seed was placed in a
low coherence area. Several seed locations wempiied, but they had all completed
with the same result. Also, because set 2 hatetst amount of plateau land, with an
average coherence of 0.5007, and had the mosteadgita area, with an average
coherence of 0.2067, the branch solution would hemetained a high number of
discontinuities and very small branch lengths. ivetgence of the number of branches

may have caused the algorithm to fail.

Another reason as to why set 2 failed could havenbleecause of high ionospheric
activity (Table 7.10). High geomagnetic activitgnccause a relative phase shift of a
radar signal, therefore reducing coherence betwwenimages (Hanssen, 2001). The
nearest station of recorded ionospheric activitg waY ellowknife (Geological Survey of

Canada Plotting Service), approximately 1100 kmyavaad one-minute readings were

used for this analysis. Sets 1 and 3 did not feyechange in magnetic activity during
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any of the acquisitions, but set 2 had a chang250hT between June and July and a
change of 15 nT between July and August. This ghaf activity could contribute to
the relative phase advancement of one of the raggrals. June and August were
attempted to be registered, where only a 10 nT gihavas detected, but this registration
also failed. It was concluded that the main reasorthe poor registration results and
phase unwrapping failure was a combination of tbe lincidence angle and the
ionospheric activity.

Table 7.10: lonospheric activity recorded in Yellownife

Set Date of Acquisition Change in mean magnetic
activity (nano-Tesla)
1 June / July 0
July / August 0
2 June / July -25
July / August 15
3 June / July 0
July / August 0
RADARSAT June / August -3
August / September 3

See below for the unwrapped RADARSAT interferogramBhese interferograms are
coloured depending on differential phase values.
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Figure 7.5: a) June / August unwrapped interferogran; b) August / September

unwrapped interferogram

When examining Figure 7.5, one can see that therani apparent problem with
unwrapping the RADARSAT images. This was possthig to the large percentage of
active delta in the image or the high Doppler aadtvalues. When the branches were
built, the seeds were place at the center of ttegérand the results show a convergence
to the center, the pattern was not consistent lestvilee two interferograms. The seed
was planted at the top left hand corner in onargiteand several other locations in other
attempts, but the same systematic error was s€kare appears to be some consistency
in the active delta along the levies, but was drally different the more inland one went

to. Cropping the image before unwrapping was atsmpted, but gave no results.
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7.6 Differential Interferometry

Set 1, set 3, and RADARSAT were used for diffeniinterferometry because their
interferograms successfully unwrapped. The firgpsto create the differential

interferogram was to register the two interferogsamom the triplet set. In registering

the interferograms, there is a pixel offset andhaspe offset that is required to be
corrected for. After registration, it was founctltet 1 had a 16 pixel offset in both the
range and azimuth direction; but there was no reetbrrect for the phase offset. In
other words, the phase offset was zero. Set 3halda 16 pixel offset in both the range
and azimuth direction, but there was a need toecorfor the phase offset. The

differential phase fit polynomial for set 3 was th#owing:

Ag=21.10822+1.0157e 002x- 3.0660e 006y-3.9290e 001xy
-1.2528e 004x° + 3.6632e 003y

Wherex andy are the phase values in the range and azimuthbtidins. An unwrapped
differential interferogram was developed by detaing the phase differences between
the slave interferogram and the master interferagr&igure 7.6 presents the unwrapped

differential interferogram for set 1 (a) and fot 3€b).
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Figure 7.6: a) Set 1 unwrapped differential interfeogram; b) Set 3 unwrapped

differential interferogram

In both images, one can see that there is disamrglye active delta. Although, in set 1
(Figure 7.6a), there are rings around the waterdsoathich represent the levies. The rest
of the data in the delta does not show a naturtsqaof phase information, but shows a
gradual phase change towards the right (or Eastatural pattern would show pockets
of subsidence around the water bodies. The reasda why the delta shows very little
information may be due by the high number of wikedies that caused discontinuities
along the branches in the phase unwrapping stagjehanefore did not provide reliable
differential results. On the plateau, there amaesgradual transforming yellow areas that
represent pockets of subsidence. A colour maphamce the yellow areas was used and
the image was cropped to one of the pockets (Figute In Figure 7.7, one can clearly

see the pocket of phase differences on the platedthe phase changes along the levies.

In Figure 7.6b, set 3 did not appear to have arakttend. It appeared that there could
be some significant subsidence, but the horizaitgling pattern of the phase difference

does not appear to contain natural pockets. Ratmilar to this could be caused by
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atmospheric delay. As mentioned previously, a tgndraseline pair was used as the
topographic pair, which can amplify the atmosphdgtay. The striping pattern could be
caused by local ionospheric or tropospheric effedBait because the ionospheric data
was not obtained for the test site and the tropespleffects were not measured, this
could not be concluded. Also, in the active dedtae can see the levies again along the
river and water bodies, but even more disarray agpm the area. It was decided to

attempt the displacement map to see if a natutsidance pattern would result.

o §
10km 10km Mo

Figure 7.7: Enhanced image of set 1 differential terferogram

Figure 7.8 show set 1 and set 3’s displacement maps
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No Data

Background

0.0 cm

5.0 cm

6.0 cm

Figure 7.8: a) Set 1 displacement map; b) Set 3 giacement map

The displacement maps were created with a coloyr msang the single hexagon value
index at 1 cm intervals. Positive values indicatdsidence, while negative values
indicate some upheaval. Figure 7.9 is an exampléne colour map file used. The
columns of the colour map were (from left to rigi)tical displacement, hue, saturation,
and intensity. B stands for background areas d@nadtands for forefront areas. These
areas consist of the areas that failed to unwheggpmentioned previously, the topography
needs to be removed to create a reliable diffaakmtierferogram. It is believed that the
topography has been correctly removed from theferegrams because the subsidence
pattern on the plateau is not defined by topog@fidrimations, such as the rolling hills.
The subsidence appears to end at the delta bechukse number of water bodies and

poor phase unwrapping in that area; it is not chbgethe topographic effect.



# Col our map for DI nSAR displ acement nap
-0.13 300 0.95 0. 85
-0.12 285 0.90 0.90
-0.11 270 0.85 0.90
-0.1 255 0.80 0. 90
-0.09 240 0.75 0.90
-0.08 225 0.70 0.95
-0. 07 210 0. 65 0.95
-0.06 195 0. 60 0.95
-0.05 180 0.55 0.95
-0.04 165 0.50 0.95
-0.03 150 0. 95 0.95
-0.02 105 0. 40 0.95

-0.01 50 0.35 0. 85
0 0 0. 30 0.70
0.01 300 0. 95 0.70
0. 02 65 0.95 0.70
0. 03 180 0.95 0. 80
0. 04 120 0.95 0. 80
0. 05 20 0.95 0.90
0. 06 5 0.95 1
B 290 0. 45 1.0
F 0 1.00 1.0
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Figure 7.9: Colour map used to visualize displacemé

Figure 7.8a had the most promising results comptoeéigure 7.8b. The differential
interferogram of set 3 did not show an appropridigplacement map with natural
subsidence pockets. In set 1, one could stillitseeCaribou Hills and some outlines of
the major rivers, where set 3 had lost all topogi@mualities. The differential
interferogram represented the same pattern foutid aimospheric delay amplification.
After a close examination of the baselines, it veasd that the topographic pair had the
shortest baseline, instead of the longest. As imeed in section 3.2.1, the topographic
pair needs to have the longest baseline otherlvesattmospheric delay will be amplified.

At this point, set 3 was not used for any furthealgsis.

The Radarsat differential interferometry had tocbepleted in a different way from the
ENVISAT images because of the obvious systematicrernn the phase unwrapping.

The first step was to compute the offsets of thespaThe offset was found to be zero
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using a 64 pixel by 128 pixel estimation windowt bByphase fitting model was required.
The phase fitting polynomial was found to be:

A@=-90.33059 3.9302e 002x-1.3879e 006y+8.9966e 001xy- 2.8762e 004X
-1.2169e 003y

The size of the estimation window allowed for tiéR5to increase. The threshold of 7.0

dB was still used, therefore producing the follogvstatistics:

Table 7.11: RADARSAT Signal to Noise Ratio Statistis

Mean (dB) Standard Minimum Maximum
Deviation (dB) (dB) (dB)
38.4862 22.9760 7.0830 91.3290

A phase shift of approximately 90 degrees also dttlpnhance the SNR values. The
mean value was almost four times higher than irotiginal image registration, although
because of the large range of values, the stardkavidtion was much higher. The next
step of this process was to resample one intenfanogas the slave to the master
interferogram. Then finally, the two wrapped iféeograms were combined to produce
a wrapped differential interferogram (Figure 7.80)d the baselines between each pair
were determined (Table 7.12).
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10 20 30 km

T T R B

Figure 7.10: Unwrapped RADARSAT differential interferogram

Table 7.12: RADARSAT Baseline
Range (m) Azimuth (m) Altitude (m) Total (m)
-15.7349546| -198.7964121 | 206.8419868 | 287.3173

The baseline was relatively small between the tterferograms at 287 meters, but the
phase unwrapping appeared to inherit the samerpatsethe unwrapped interferogram in
Figure 7.5b. This result may have occurred becatiiee high percentage of the active

delta in the area or because of the high Doppletraiel values. A displacement map

was created to see if a result could be recoveoed the apparent error (Figure 7.11).

Figure 7.11: RADARSAT displacement map
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The displacement map was created using the saraaraolap as the ENVISAT images.
The image unfortunately did not produce any reshs could be corroborated with the
ground data. The displacement did not seem tespond to any particular land mass
and only appeared at the south end of the imagalsd did not follow the similar pattern
than the other two sets that used unwrapped imtgfeams. The possible reason for this
result could be attributed to the high Doppler o&dt differences found in the pair of
interferograms or atmospheric effects. Thereftihe, RADARSAT images were not

analyzed any further, but were used as an exampliglo Doppler centroid differences.

To enhance the displacement of set 1, a new calagprwas used and then the image was
georeferenced (Figure 7.12). There was subsidehap to 6 cm found on the plateau,
but areas of missing information could also be se€hese areas include the delta and
the northern part of the plateau. It was conclutted the reason behind the missing
information was because of the higher number ofeme water bodies causing phase
unwrapping discontinuities. The new subsidence map then cropped down to the test
site by Reindeer Station (Figure 7.12) so a corsparcould be completed.
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No Data
Background
+1.0 em

0.0 cm

-1.0 cm

-2.0 cm

-3.0 cm

-4.0 cm

-5.0 cm

Figure 7.12: Displacement map of set 1 where bludews zero subsidence and

-6.0 cm

brown shows 6 cm of subsidence and an enlargemerittbe area of interest

7.7 Ground Data Correlation

As mentioned in section 6.3.1, an attempt was ni@d®mpare the land structure of the
test site using a flow accumulation map. Figuré8&hows the flow accumulation map
(the bright red lines) laid over the interferografithe test site. It was impressive to see
how well the accumulation map corresponded withitierferogram. Similar structures

in both maps, such as the U shape area near ther oérthe image, were found to relate
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very well. It was apparent that there was a diifidial scale problem, but the relationship

was high enough to show that the results were siatental.

No Data
Background
+1.0 ecm

0.0 cm

-1.0 em

-2.0 cm

Flow
Accumulation

0 250 500 750 1000 m

Figure 7.13: Differential interferogram of the areaof interest with flow

accumulation map overlaid
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Surface elevation
change (cm)

DInSAR Model
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.'1 O - 25405
.

Figure 7.14: Displacement map compared with the penafrost heave model

Because the flow accumulation map of the DEM agte#d the structural composition of
the interferogram, the next important comparisos teeensure that the magnitude of the
interferogram was also correct. Subsidence ofouf tm can be seen in Figure 7.14,
where the permafrost heave model shows a subsidéngeto 3 cm, with an average of
1.9 cm +- 1.5 cm, during the months of June throAgigust. The correlation of the
magnitude was also remarkable in this case. TfHereinces in magnitude could be
attributed to the fact that DINSAR averaged thetedag response over a large area (7 m

by 15 m), where the heave model was a discretd.poin
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CHAPTER EIGHT
CONCLUSIONS AND RECOMMENDATIONS

8.1 Conclusions

This study is a preliminary study of the use of AR in monitoring permafrost
subsidence. Promising results have been foundhenad the four sets and therefore
additional work and research is still required éwvelop more concrete conclusions.

From the analysis of Set 1, it was found that tlvess an intraseasonal subsidence up to
6 cm on the plateau and 3 cm subsidence in thedrederest between June 18th and
August 27th, which appears reasonable when compgardte permafrost heave model.
There was a lack of information in the active deltal in the northwest section of the
image. This deficiency was possibly created bygirablems with the branch cut phase

unwrapping algorithm.

Four displacement maps were created with centimeteuracy. After processing and
analyzing these image sets, it became apparenEMMISAT set 1 was the only data set
that appeared to process correctly. Set 1 wasdfearhave shorter baselines, a higher
SNR, similar Doppler centroid differences, and famionospheric activity values than
Set 3. The possible reason for the result diffeesns that Set 1 had the higher incidence
angle and that the baseline correction may haveethan amplified atmospheric effect.
Set 2 had unsuccessful geometric registration haddason for this was thought to be
from the lowest incidence angle and higher ionosphectivity. RADARSAT had the
shortest baseline and the highest SNR, but wasdftaiprovide incorrect results. It is
believed that the poor results were because datige Doppler centroid change (122dB)

in one of the pairs.
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The most prominent factor that appeared to affeetresults was the phase unwrapping
algorithm. It appears that the branch cut algarithad difficulties unwrapping the
images because of the number of water bodies andethtively low coherence. When
creating the branch network, the algorithm appdardiave a diverging number of

branches, causing it to crash or provide poor tesul

From the other image sets that did not processectyr it could be concluded that
possibly the extent of high coherence areas inn@gage greatly affects the ability to
provide results. The number of discontinuitieshi@ phase cycles greatly increases when

there is a high number of water bodies.

As Ulaby et al. had reported in 1986, the incideaogle also had an effect on the
processed image quality. Set 1 had an incidengke axfi 37.5 degrees and was the only
data set that works properly. The optimal incigdeaagle in the arctic on plateau land
may be around 37 degrees as RADARSAT did not woB88& degrees and set 3 did not
work at 33.7 degrees.

The environmental, atmospheric, tropospheric, amdspheric changes could have also
affected the radar signal and therefore providingsdd results. As in Set 2, the
geomagnetic differences at the time of capturéheibnosphere were found to be the
highest and it was the first image to show pooultses Environmental, atmospheric, and
tropospheric changes were not taken into accotlinese changes may have also affected
the sets and may have attributed to a possibledfifise results of Set 1 and therefore
creating inaccurate values. Another factor thateaped to affect the images was the
Doppler centroid differences. The data sets withhiigh Doppler polynomial values also

processed incorrectly.



100

Finding enough similar images to create a high mddacy of data was found to be very
difficult in this line of work. Environmental chgas happen quickly and with the local
incidence angle changes, Doppler centroid diffeeenand atmospheric effects, it can be
difficult to determine one factor affecting the uts of the radar signal. Isolating each

independent variable requires more data than qustdets of images.

At the conclusion of this study, only one displaeamwas successfully created. This
map may not be completely accurate as there wesradactors that were not taken into
consideration — such as the tropospheric and lonakpheric data — but it was found that
the results did correspond well with ground data.

Relating the interferogram with the aspect map igftal elevation model created by
conventional surveying was attempted but was fawnde inaccurate. The inaccuracy
was caused by the 24 hour sun the area has dumingummer; therefore the aspects
covered a 360circle. But when a flow accumulation map was trdawith the same
model, a good correspondence was found with thkeewdloors and higher areas of
subsidence.

A correspondence was found between the interfenognad the permafrost heave model.
The heave model used point data locations withenatrea of interest and these points
corresponded very well with the interferogram. Tdi6ferences seen are possibly
because the information found in the pixels inititerferogram is averaged over a large
area while the permafrost heave model is point.data

In conclusion, a deformation map was created foar@a of 1500 km2 on plateau land
and the same processing method could be usedHher plateaus that consist of 7% of the
northern landscape. It was found that the incidesogle, Doppler centroid differences,
and phase unwrapping algorithms may be the causgrof in completing this work.
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Because of the lack of redundancy, no results eaguaranteed. With additional work
and research, DINSAR could be used to monitor drefiaanges and monitor the effect of

climate change on permafrost in a more cost effectianner.

8.2 Recommendations

This project still requires more research, proecegsiand ground work to be more

conclusive. The following points are suggestiamsfliture research.

- More research into the number of triplets requisttbuld be completed.
Redundancy is difficult to obtain in the arctic base of the effects of

geometric and environmental parameters and thenenous possibilities.

- The effect of the incidence angle on DINSAR in thisa should be further
researched. Previously, Bamler & Hartl (1998) hatommended an
incidence angle of 45for DINSAR, but in this study the highest incidenc
angle was 38 More images should be acquired with differentidence

angles to determine the optimal angle.

- Several factors can affect the quality of the rssahd three of these factors
were not accounted for — environmental, troposgheund ionospheric. A
scatterometer could be used to help determine dfiieeconstants of the
changing surface vegetation and perhaps developwa way to increase
coherence. To account for ionospheric and troparspleffects, differential
global positioning systems could be used to gatierinformation and then

implemented in the processing of the radar images.



102

Doppler centroid differences also played an impurtale in affecting the
interferogram results. These differences showdd bk tested in the future to
determine if the Doppler values truly affect ditfatial interferometry results

in northern environments.

Timing of the acquisitions is also important. Fotample, when the snow
first disappears off the surface, it is predictgdtiee permafrost heave model
that the greatest amount of subsidence occurs. nVga¢hering the radar
images, it would be important to acquire more inmggeound this time so a

more accurate conclusion of yearly subsidence eamdde.
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