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for this work were Dr. Kyle O’Keefe and Dr. Richard Klukas. Other members of the

examining committee were Dr. Mark Petovello, Dr. Yang Gao, Dr. John Nielsen, and

Dr. Yu (Jade) Morton.
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Abstract

Ultra-wideband (UWB) ranging radios, an emerging technology that offers precise,

short distance, range measurements are investigated as a method to augment carrier-

phase GPS positioning. This thesis begins with a discussion of radio-frequency based

methods of augmenting high precision GPS and proposes to utilize UWB ranging

technology in a tightly-coupled GPS and UWB position estimation filter. This thesis

then provides an overview of UWB in the context of ranging applications and assesses

the precision and accuracy of UWB ranging from both a theoretical perspective and

a practical perspective using real data. Two types of commercially available UWB

ranging radios are introduced which are used in testing. Actual ranging accuracy is

assessed from line-of-sight testing in benign signal conditions and in outdoor testing

with line-of-sight obstructions and strong reflection sources. A tightly-coupled GPS and

UWB real-time kinematic (RTK) estimation method is developed and the performance

of the system is evaluated in static and kinematic testing. The results of static testing

show that the integrated solution provides better accuracy, better ability to resolve

integer ambiguities and enhanced fixed ambiguity solution availability compared with

GPS alone. The results of kinematic testing demonstrate that UWB errors can be

successfully estimated in a real-time filter. In static and kinematic testing in a degraded

GPS environment created by artificially inducing a 40o satellite elevation mask, sub-

decimetre accuracy was maintained. The tightly-coupled system is also tested to survey

several external corner points of an eight story building. The tightly-coupled solution

is compared to GPS-only, UWB-only, and loosely-coupled solutions. Sub-metre level

solutions are maintained using tight-coupling in conditions where the solutions from the

other three approaches are either unavailable or unreliable. The thesis also provides

a novel and efficient method for deploying UWB reference stations and performing
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the RTK survey. Tightly-coupled GPS+UWB for RTK surveying is a promising new

technology that extends RTK surveying to new environments. In addition, in marginal

GPS-only surveying environments, position accuracy and RTK solution availability are

improved substantially.
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Chapter 1

Introduction

Ultra-wideband (UWB) ranging technology is low cost, low complexity, multipath re-

sistant and high precision albeit short range. This makes UWB an excellent candidate

for ground-based augmentation of real time kinematic (RTK) positioning using the

Global Positioning System (GPS) for applications where short operational range is

suitable. The Global Positioning System is a satellite based L-band radio-frequency

(RF) navigation system comprised of more than 24 satellites orbiting approximately

20000 km above the earth. Using differential carrier phase techniques centimetre level

RTK positioning is possible using GPS. The goal of this work is to improve and ex-

tend the ability to perform RTK surveying in difficult environments using UWB. This

chapter describes the problem with GPS RTK systems and introduces current radio

frequency (RF) based augmentation methods. There are other methods to augment

high precision GPS surveying techniques. For example GPS can be integrated with

inertial navigation units. However, this research only considers RF based methods of

GPS augmentation. The objectives of the thesis are to examine UWB ranging technol-

ogy from both a theoretical and practical perspective and to develop a tightly-coupled

estimation approach for combining GPS and UWB measurements for high precision

surveying.

This chapter begins by providing background information and discusses the motivation

for using UWB technology to augment GPS RTK. This is followed by a literature review

of UWB ranging studies and attempts to integrate GPS and UWB. The limitations of

previous work are described and the objectives of this research are stated. The outline
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of this thesis follows a summary of the contributions related to this research.

1.1 Background

Real time kinematic positioning using the Global Positioning System provides centimetre-

level accuracy when there is high satellite availability and good quality solution geom-

etry. RTK surveying is now common in industry but is limited in application primarily

due to signal masking and multipath in hostile environments. Urban canyons, forests

and congested construction sites are prime examples of environments where GPS RTK

surveying fails to operate well. At a minimum, GPS RTK requires 4 satellites with

good positioning geometry. In fact, many commercial systems often fail to fix car-

rier phase ambiguities unless five satellites are visible. Hence, in order to maintain

centimeter-level accuracies under sub-optimal conditions, a method to augment GPS

RTK is required.

As GPS is well known and well described by textbooks such as Misra and Enge (2004),

this thesis may not introduce or may be brief about some GPS concepts.

This section first discusses different satellite and ground-based methods previously

proposed and used to augment GPS to improve observability. The advantages and

drawbacks of each method are discussed and then a new method of ground-based

augmentation using ultra-wideband is proposed to improve and extend the ability to

perform RTK surveying in difficult environments.

1.1.1 Satellite augmentation

Increasing the number of available satellites is one method to improve RTK availabil-

ity. This can be achieved by utilizing satellite based augmentation systems (SBAS,
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e.g. WAAS, EGNOS, MSAS) and other Global Navigation Satellite Systems (GNSS,

e.g. Galileo, GLONASS). For example Wanniger and Wallstab-Freitag (2007) recently

investigated the current integration of GPS, GLONASS and SBAS for RTK. The addi-

tional signal processing requirements add complexity and cost to the RTK receiver used

for surveying. In deep urban canyons, high buildings block satellite signals with low to

medium elevation angles and significantly degrade the solution geometry, or dilution

of precision (DOP). This in turn drastically reduces the improvement achieved when

using additional satellite systems. Figure 1.1 provides an intuitive example of how

geometry is a limiting factor in an urban environment. Additional satellites always

benefit a navigation solution but the DOP is essentially limited by signal masking.

Thus, additional augmentation is still required.

Figure 1.1: Limited satellite geometry in an urban canyon (from nzbuu
(2009))
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1.1.2 Pseudolites

GPS RTK can be successfully augmented using pseudolites, which are ground based

in-band GPS-like (i.e. pseudo-satellite) transmitters (Cobb, 1997). A GPS receiver

requires software modifications to enable the use of pseudolites but generally no addi-

tional receiver hardware is required. The near-far problem, illustrated in Figure 1.2,

applies to pseudolites because as the GPS receiver approaches the pseudolite transmit-

ter the pseudolite signal becomes strong enough to jam the relatively weak signals from

the distant GPS satellites. This can be somewhat mitigated using pulsed signals (Cobb,

1997). The use of pseudolites is constrained by the need for licenses to transmit within

the protected GPS frequency bands. Pseudolites also require timing synchronization

with GPS. Due to these constraints, pseudolites are well suited for RTK applications

where fixed infrastructure is available such as deep, open pit mining (Stone and Powell,

1998). This application is shown in Figure 1.3. Deformation monitoring (Dai et al.,

2002) and precision approach and landing systems for aircraft (Bartone and Kiran,

2001) are also applications well suited to using pseudolites.

Figure 1.2: The near-far problem with pseudolites and GPS
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Figure 1.3: Ground-based augmentation for deep open pit mining

1.1.3 Wideband ground-based ranging systems

Augmentation with wideband ground-based ranging systems (80-100 MHz bandwidth)

that operate in unlicensed bands such as presented in Zimmerman et al. (2005) and in

Barnes et al. (2006) extend RTK capabilities using carrier phase processing techniques

similar to those used in GPS. Zimmerman et al. (2005) describes a system operating

using X-band signals (9.5 to 10.0 GHz) and the system described in Barnes et al. (2006)

operates using ISM signals centered at 2.4 GHz. These are time-of-arrival systems and

synchronized timing is, therefore, required. The time-synchronization requirements

for these systems are high if centimetre level positioning is desired. This requirement

also implies that these systems are difficult to deploy rapidly or on an ad-hoc basis for

temporary surveying. These systems are very applicable to surveying in an environment

suitable for fixed infrastructure. In fact, these systems derive from research into the
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use of pseudolites and offer solutions that resolve the pseudolite near-far problem and

that do not require licensing. The primary disadvantages of these systems are high

cost and the complexity of integration with GPS.

1.1.4 Ultra-wideband ranging

The precision of ranging measurements by means of timing using modulated radio

frequency (RF) signals is a function of the received signal to noise ratio (SNR) and the

bandwidth of the signal employed. Moreover, as will be shown, the Cramer-Rao lower

bound (CRLB), a lower bound precision estimate, is, for a timing delay estimator (range

estimator), inversely proportional to the signal bandwidth but inversely proportional

to only the square root of the SNR (Kay, 1993). Hence, increasing signal bandwidth

is a significant means of improving measurement precision.

There is intense interest in ultra-wideband (UWB), a term which refers to very large

relative or very large absolute bandwidth systems, due to the release of 7.5 GHz of

unlicensed spectrum by the United States Federal Communications Commission (FCC)

in 2002 for use by UWB systems (FCC, 2002). The term UWB was actually coined by

the U.S. Department of Defense in 1989 (OSD-DARPA, 1990); however, UWB signals

have long been part of the radio frequency (RF) spectrum. In fact, some of the first

RF experiments were performed using spark-gap transmitters which have large relative

bandwidth (DiBenedetto et al., 2006). However, it has taken many years and the

confluence of numerous technological and political circumstances to enable practical,

large scale UWB usage. UWB has many advantages including signal robustness (to

interference), high communications capacity (e.g. 400 Mbps), resistance to multipath,

and fine time resolution (e.g. cm level).

UWB can be used in synchronous time-of-arrival systems or in a method of asyn-
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chronous ranging referred to as two-way time-of-flight ranging. Pulse-based UWB

methods are prevalent in available ranging systems and carrier phase based techniques

similar to GPS are not necessary. UWB is of particular interest to position and navi-

gation applications because of the huge bandwidth available for time transfer (i.e. high

precision ranging). The level of complexity to deploy and integrate UWB with other

systems is very low because asynchronous ranging techniques can be used. With low

cost, low complexity, high resistance to multipath, and the potential for centimetre

level range measurements, UWB technology is very suitable to augment high precision

surveying equipment such as GPS RTK.

The primary problem with UWB ranging is limited operational range. Commercially

available ranging systems are currently limited to about 200 m for unlicensed operation

and up to 600 m for licensed US government customers (e.g. MSSI (2007)). Experi-

mental results in Fontana (2002) have shown operational ranges up to 2 km although

the system tested would not likely meet FCC specifications in terms transmitted power.

It is expected that the operational range can be increased while still meeting the FCC

specifications but it will not likely match that of wideband ranging systems. Another

drawback concerning UWB augmentation is that the FCC states that outdoor UWB

systems are not to be used as fixed infrastructure. This limits the application of UWB

for augmentation purposes to temporary usage unless a license is obtained. Appli-

cations like deep open-pit mining will require a license. In this case the operational

range of the radios can likely be extended with higher emission limits to match that of

wideband systems.

1.1.5 Comparison of augmentation methods

Table 1.1 provides an overview of the advantages and disadvantages of RF based

methods used to augment GPS for high precision RTK surveying. The best approach
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is a combination of satellite augmentation and ground-based augmentation.

Table 1.1: Comparison of augmentation methods
Method Advantages Disadvantages

Satellite • Improved measurement redundancy • Limited by signal masking

Augmentation • No need for additional receivers • Moderate increase in receiver complexity

and cost

Pseudolite • Improved measurement redundancy • Near-far problem

Augmentation • No need for additional receivers • Moderate increase in receiver complexity

and cost

• Synchronized timing required

• Special emission license required

Wideband • Improved measurement redundancy • Additional receivers required

Augmentation or complex combined receiver needed

• Synchronized timing required

• Large increase in receiver complexity

and cost

UWB • Improved measurement redundancy • Limited operation range (without license)

Augmentation • Low cost • Additional receivers required

• Low complexity (asynchronous ranging) • Not suitable for fixed infrastructure

• Easily deployed unless a license is obtained

• Multipath resistant
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1.2 Motivation

With the advent of commercially available pulse-based UWB ranging devices, a study

of GPS RTK augmented with multiple UWB ranges is feasible. The primary objec-

tive of this research is to assess how augmenting GPS RTK with UWB range mea-

surements affects the ability to perform RTK when GPS signal conditions and GPS

satellite availability are degraded. This requires a fundamental understanding of how

the UWB range measurements are generated and of the associated error processes that

affect UWB range measurement precision. Once the error processes are understood, an

estimation method can be developed to use both UWB and GPS measurements with

a tightly-coupled approach. The reason for selecting the tightly-coupled approach is

discussed in the following.

1.3 Integration methods

There are two general classifications for combining systems and measurements. These

are termed the loosely-coupled and tightly-coupled approaches. Position (and some-

times velocity) are desired unknown parameters computed by the estimation method.

The GPS position solution and associated covariance matrix are often used as in-

put (i.e. as a measurement) with either measurements from another system or the

position solution obtained by another system. This method is called loose-coupling.

Tight-coupling uses the measurements from different systems as input to a combined

estimation method. The two methods are shown in Figure 1.4 and Figure 1.5. The

main advantage of tight-coupling is the added measurement redundancy. This allows

a solution to be computed when there is an insufficient number of observations for

one or the other system to compute a solution and also improves the ability to detect

measurement blunders using reliability testing. For example, consider a 2D positioning
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case with two independent systems, each with 2 range measurements. Both systems

can compute a unique position solution with no redundancy. If a measurement blunder

is present, it may be possible to detect the discrepancy between the two solutions but it

is not possible to detect which system is in error. The tightly-coupled approach results

in a redundancy of 2 and a measurement blunder can potentially be detected. In the

case that one system loses one measurement, the loosely-coupled integration fails since

one of the two systems cannot compute a solution. In the tightly coupled case, the

remaining observation would continue to be used in a redundant integrated solution.

Figure 1.4: Loose-coupling

Figure 1.5: Tight-coupling
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1.4 Literature review

1.4.1 UWB ranging

Gezici et al. (2005) discusses localization using UWB ranging in general and is a good

introductory reference with some description of error sources. The ranging application

using UWB is specifically addressed by an IEEE standard (IEEE802-15.4a, 2007) and

by the European ECMA standard (ECMA-368, 2006).

Theoretical UWB ranging precision is assessed in numerous papers such as Cardinali

et al. (2005), Cardinali et al. (2006), Chung and Ha (2003), Guvenc and Sahinoglu

(2005), Sahinoglu and Gezici (2006), and Yu (2006). It should be noted that there

are problems in the literature concerning the CRLB for time delay estimates. Kay

(1993), Poor (1988), and Urkowitz (1983) are consistent with the equation for CRLB

provided. Cardinali et al. (2006) and Gezici et al. (2005) provide the CRLB for a time

delay estimate which differs from Kay (1993) by a factor of 1/2. It is also troubling that

multiple technical papers such as Sahinoglu and Gezici (2006), Lanzisera et al. (2006),

Chung and Ha (2003) and also Yu (2006) provide unclear or erroneous descriptions

for the CRLB of a timing delay estimate. Misinterpretation of the term ’effective

bandwidth’ or misinterpretation of the definition of white noise are potential reasons

for these problems. The review of these papers led to the submission of a letter to

the IEEE (MacGougan et al., 2009) that attempts to clarify this situation. A full

discussion of this is given in Section 2.4.1.

Multipath and oscillator bias induced UWB ranging error effects are reasonably well de-

scribed in the literature. Oscillator bias induced error effects for two-way-time-of-flight

ranging are discussed in (IEEE802-15.4a, 2007). Yang and Giannakis (2004) provides

an introductory comparison of the impact of multipath on wideband and UWB signals.

Gezici et al. (2005) discusses multipath and non-line-of-sight signal measurement and
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UWB. Lee and Scholtz (2002) examined indoor UWB ranging and found that there are

significant propagation delays due to line-of-sight blockage materials. These delays are

a result of refraction and measurement of a dominant non-line-of-sight signal. Denis

et al. (2003) performed a similar study which focusses on the impact of non-line-of-

sight signal propagation. In the context of GPS/UWB integration and using real UWB

measurements indoors, Opshaug and Enge (2001) quantified the multipath channel in

terms of average delay and delay spread and found several cases where multipath com-

ponents were stronger than the direct signal. They also mention that UWB technology

has potential for avoiding ranging accuracy degradation for all but very short delay

multipath. The indoor studies indicate that measurements based on reflected signals

when the line-of-sight is occluded will be biased measurements. This extends to the

outdoor environment, the focus of this research, and detection of exclusion of UWB

measurement blunders is needed.

Shimizu and Sanada (2003) discuss the impact of clock jitter on ranging performance

when correlation and a delay lock loop is used to synchronize to incoming pulses at the

receiver. The clock jitter sets the performance floor and improvement can be achieved

by increasing the averaging period of the loop filter.

The various techniques of pulse detection used with UWB pulses are well described

in Guvenc et al. (2006). Pulse detection is performed by variants of one of three

techniques. The first is threshold energy detection. It is the oldest and simplest pulse

detection method. The second is stored template reference correlation (SRC) pulse

detection. It uses (potentially coherent) correlation with an ideal received waveform to

perform pulse detection. This is known as a matched filter receiver and has been used

in narrowband systems and some wideband systems (such as GPS) for decades. The

third method is transmit-reference correlation (TRC) pulse detection. TRC uses pilot

pulses which are gathered by the receiver and used to correlate with the data pulses.
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The main sources of inaccuracy in pulse based ranging systems using threshold energy

detection are noise-generated timing jitter and geometric walk timing error. Jitter in

timing determines the precision of the range measurement. This is primarily a function

of the received SNR. Pulse amplitude and shape variations create timing error in the

fine time-pickoff circuit and this error is called geometric walk error (Amann et al.,

2001).

The fine time-pickoff circuit utilizes some form of time discriminator. The task of the

discriminator is to observe fine time information from the electric pulse derived from the

received RF signal. In pulse based laser ranging, commonly used discriminator designs

include leading edge timing (constant amplitude), zero crossing timing (derivation, first

moment timing (integration), and constant fraction timing (Amann et al., 2001). This

is discussed in detail in Section 2.7.

Threshold detection receivers, also known as leading edge detection receivers, set a

threshold signal value and any incoming pulse that crosses the threshold is detected and

demodulated. This receiver design requires calibration to set the threshold such that

the number of false alarms (false pulses) corresponding to noise spikes that happen to

cross the threshold are within a desired operation range. In radar, this type of receiver

is often called a constant false alarm rate receiver. A tunnel diode is often used as the

pulse detector in these receivers (Reed, 2005).

1.4.2 Integration of GPS and UWB

Opshaug and Enge (2002) performed stand-alone GPS and DGPS simulations with

covariance analysis to show that combined GPS and UWB has great potential for im-

proving navigation performance by means of improving the solution geometry, solution

availability, and by increasing the solution redundancy. Tan and Law (2007) performed
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a similar study.

In a patent, Fontana (2000) discusses an UWB precision geolocation system which

uses UWB pulses for time-difference-of-arrival (TDOA) measurements for high pre-

cision (centimeter level) applications. “With the ability to achieve range resolutions

at centimeter levels (time-of-flight measurements to better than a few tens of picosec-

onds), UWB can also be used to provide a precise geolocation capability similar to that

achieved with real-time kinematic (RTK) GPS solutions” (from Fontana (2000)). He

goes on to suggest that an UWB solution can replace or augment conventional GPS

RTK systems. The system described is untethered (i.e. no wires connecting any of

the UWB reference transceivers). “In accordance with an embodiment of the present

invention, a precision geolocation system, comprises a set of untethered, wireless ultra

wideband transceivers positioned at precisely surveyed positions, and an untethered

ultra wideband receiver/processor located at the point in space (e.g. a movable object,

target or platform) whose absolute spatial coordinates are to be measured or detected

wherein the processor resolves the position of the point in space based on the coordi-

nates of the fixed points and time-of-flight measurements of the ultra wideband pulse”

(from Fontana (2000)). In one implementation, the system utilizes a self-synchronizing

scheme that makes time-of-flight measurements based on an initiation pulse from a

mobile or stationary UWB transceiver. In another implementation, an external timing

source (such as GPS) is used for determining the pulse arrival times at the mobile

or stationary reference points. The method described uses TDOA UWB measure-

ments at the receiver to obtain precise positions. Surveying is performed beforehand

to determine the position of reference UWB transceivers. Experimental results of the

aforementioned method are described in Fontana (2002) and in Fontana et al. (2003);

however, in both examples, systems using UWB measurements only are described.

Estimation methods using GPS and UWB with experimental results using commer-
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cially available UWB systems are discussed in Gonzalez et al. (2007), Fernandez-

Madrigal et al. (2007), Moore et al. (2007), and Tanigawa et al. (2008). All of these

papers except Moore et al. (2007) use a loosely-coupled approach by combining GPS po-

sitions and associated covariance information with UWB range measurements. Moore

et al. (2007) does not present a coupled GPS and UWB solution but instead shows

the performance of UWB only and GPS solutions (RTK in some cases). Chiu (2008)

provides the first tight integration of GPS and UWB primarily using GPS pseudor-

ange and UWB range measurements for low precision applications. Limited analysis

is provided using tight-coupling with GPS carrier phase measurements for a combined

float solution but a fixed ambiguity RTK solution is not provided and UWB bias and

scale factors are treated by calibration in post-processing. The research presented in

Chiu (2008) is in fact preliminary work performed in collaboration with this research.

1.4.3 Limitation of Previous Work

The ranging precision possible using UWB as defined in FCC (2002) is not well ad-

dressed in the literature. As discussed, there are problems and discrepancies in the

descriptions of the CRLB used for assessing potential ranging precision. It is very im-

portant that the potential precision of UWB ranging measurements is well understood

and hence it is an objective of this work to provide robust CLRB analysis for UWB

ranging.

Ranging errors associated with two-way time-of-flight delay estimates have been as-

sessed theoretically in the literature. No studies assessing the performance of available

commercial UWB ranging radios are known. Hence, it is an objective of this work

to assess the two types of commercial UWB systems available at the University of

Calgary.
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Fontana (2000) discusses the potential for augmenting GPS RTK with UWB TDOA

measurements. Gonzalez et al. (2007), Fernandez-Madrigal et al. (2007), and Tanigawa

et al. (2008) (for example) have examined the loosely-coupled approach. Compared to

the loosely-coupled approach, that combines independent GPS and UWB position solu-

tions, tight-coupling is particularly useful in sub-optimal environments since a position

can still be obtained when fewer than 4 GPS or 3 UWB measurements are available.

Tight-coupling can also significantly improve the ability to detect and mitigate mea-

surement blunders as redundancy is improved.

Chiu (2008) has done some preliminary research (in collaboration with this research)

integrating GPS with two-way time-of-flight UWB range measurements. However,

tightly-coupled integration of GPS and UWB measurements, especially for high pre-

cision RTK (i.e. centimeter level) applications, is novel research. This is the primary

focus of this work.

1.5 Research Objectives

The research described in this thesis has the following objectives.

1. To characterize UWB ranging technology from a Geomatics perspective.

2. To assess the potential precision of UWB ranging based on time delay estimation

using Cramer-Rao lower bound analysis.

3. To assess and characterize UWB range measurement errors and error sources

using commercially available UWB ranging devices.

4. To develop a tightly-coupled RTK estimation filter using GPS and UWB mea-

surements.
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5. To assess the reliability of UWB range measurements and develop methods to

detect, isolate and adapt to potentially biased UWB range measurements.

6. To refine the estimation filter using state augmentation as needed to compensate

for UWB error effects.

7. To develop a method and apparatus that facilitates practical use of GPS and

UWB in the field.

8. To perform field testing of the UWB augmented GPS RTK solution and assess

the impact of including UWB range measurements.

1.6 Contributions

Work presented in this thesis has been published or submitted for publication as follows:

• Chiu, D.S., G.D. MacGougan and K. O’Keefe (2008). UWB assisted GPS RTK

in hostile environments. Proceedings of ION NTM 2008, 28-30 January, 2008,

San Diego CA, U.S. Institute of Navigation, Fairfax VA

• G.D. MacGougan, O’Keefe K., and D. Chiu (2008). Multiple UWB range assisted

GPS RTK in hostile environments. Proceedings of ION GNSS 2008, 15-19 Sept,

2008, Savannah, Georgia, U.S. Institute of Navigation, Fairfax VA, best paper

award.

• K. O’Keefe, G.D. MacGougan, and D.S. Chiu (2008). System and methods for

real time kinematic surveying using GNSS and ultra wideband ranging. United

States provisional patent application. Filed in September 2008.
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• G.D. MacGougan, and K. O’Keefe (2009). Real time UWB error estimation in

a tightly-coupled GPS/UWB positioning system,” Proceedings ION ITM 2009,

26-28 Jan 2009, Anaheim California.

• G.D. MacGougan, K. O’Keefe, and R. Klukas (2009). Tightly-coupled GPS/UWB

positioning. Proceedings of IEEE Conference on UWB, 9-11 Sept, 2009, Vancou-

ver, Canada. accepted.

• G.D. MacGougan, K. O’Keefe, and R. Klukas (2009). On the Cramer-Rao lower

bound for UWB ranging. IEEE Transactions on Vehicular Technology. submitted.

• G.D. MacGougan, K. O’Keefe and R. Klukas (2009). Ultra-wideband ranging

precision and accuracy. Journal of Measurement Science. accepted.

• G.D. MacGougan, K. O’Keefe and R. Klukas (2009). Tightly-coupled GPS/UWB

integration. The Journal of Navigation. submitted.

• G.D. MacGougan, K. O’Keefe, R. and Klukas (2009). Accuracy and reliability

of tightly-coupled GPS/ultra-wideband positioning for surveying in urban envi-

ronments. GPSSolutions, submitted.

• G.D. MacGougan and K. O’Keefe (2009). Method and Apparatus for High Pre-

cision GNSS/UWB Surveying. ION GNSS, Savannah, GA, Sept. 24 abstract

accepted.

1.7 Outline

The remainder of this thesis is organized into six chapters. Chapter 2 discusses UWB

in general, the potential precision of UWB ranging, UWB ranging methods, and po-

tential sources of UWB ranging errors. It also includes a description of the UWB radio
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types used for this research and the results of UWB range measurement testing in be-

nign line-of-sight conditions. Chapter 3 describes the GPS/UWB surveying apparatus

that was developed, the estimation method used to tightly integrate GPS and UWB

measurements, the ambiguity resolution and validation strategy used to obtain a fixed

ambiguity solution, and the reliability method used to detect measurement blunders.

Chapter 4 provides the results of static and kinematic testing in a degraded GPS sig-

nal environment created artificially by excluding GPS satellites from the solution using

elevation masking. Chapter 5 assesses the feasibility of the tightly-coupled approach

of combining GPS and UWB measurements for RTK surveying in a realistic urban

canyon environment. Chapter 6 describes a novel method of deploying the GPS/UWB

equipment in order to efficiently perform an RTK survey. Concluding remarks are

provided in Chapter 7.
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Chapter 2

Ultra-wideband ranging

UWB is of particular interest for position and navigation applications because of the

huge bandwidth available for time transfer. The precision of ranging measurements

by means of timing using modulated radio frequency (RF) signals is a function of

the received signal-to-noise ratio (SNR) and the bandwidth of the signal employed.

Moreover, as will be shown, the Cramer-Rao lower bound (CRLB) for a timing delay

estimator (range estimator) is a lower bound precision estimate that is inversely pro-

portional to the signal bandwidth but inversely proportional to only the square root

of the SNR (Kay, 1993). Hence, increasing signal bandwidth is a significant means of

improving measurement precision.

Measurement precision is defined as the consistency of a group of observations about

the mean value. However, the mean value may be biased. Accuracy is defined as the

closeness of the measurements to the true value. CRLB analysis assesses the theoretical

best performance of UWB for ranging in terms of precision but real testing is needed

to assess the accuracy of practical UWB ranging.

In this chapter, two types of commercially available UWB ranging radios are examined

and potential sources of measurement error are described. Actual ranging accuracy is

assessed from line-of-sight testing in benign signal conditions by comparison to high

accuracy electronic distance measurements and to ranges derived from GPS real-time

kinematic positioning. In addition, range measurements obtained in outdoor testing

with line-of-sight obstructions and strong reflection sources are compared to ranges

derived from classically surveyed positions.
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2.1 UWB history

Research and development relevant to today’s UWB began in the 1960’s by Ross and

Robbins at the Sperry Rand Corporation, by Harmuth at the Catholic University of

America, by Paul van Etten at the US Air Force Rome Air Development Center, and

also by Russians researchers (Barrett, 2001). Most notably, in 1973, the US patent

office awarded Ross a landmark patent, US 3278632, on UWB communications (Ross,

1973). This patent included all the major components necessary for an impulse radio

system. Developments led to the use of UWB for radar, ground penetrating radar,

and communications systems. Many systems were developed covertly for the military.

In 1994, T. E. McEwan invented micropower impulse radar which provided, for the

first time, extremely low power (i.e. microwatt) UWB radar (McEwan, 1995). The

First Report and Order released by the U.S. Federal Communications Commission

(FCC) in 2002 (FCC, 2002) brought UWB into the spotlight with the release of 7.5

GHz of unlicensed spectrum. The FCC also issued a Second Report and Order in 2005

(FCC, 2005) which amended the Part 15 non-UWB regulations to permit the use of

peak emissions levels, similar to the levels applied to UWB devices. These documents

provide the most pertinent definition of an UWB signal. For an in depth history of

UWB consult Barrett (2001).

2.2 UWB defined

In the United States, Part 15 is an often-quoted section of the FCC rules and reg-

ulations. More specifically, it is part of Title 47 of the Code of Federal Regulations

and mainly deals with unlicensed transmissions. It regulates everything from spurious

emissions to unlicensed low-power broadcasting. The FCC 15.517 (indoor) and FCC

15.519 (hand held, i.e. outdoor with no fixed infrastructure) specifications pertain to
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UWB and Subpart F, p.103 of FCC (2002), provides the following definition for UWB.

Section 15.503 Definitions. (a) UWB Bandwidth. For the purpose of this

subpart, the UWB bandwidth is the frequency band bounded by the points

that are 10 dB below the highest radiated emission, as based on the com-

plete transmission system including the antenna. The upper boundary is

designated fH and the lower boundary is designated fL. The frequency at

which the highest radiated emission occurs is designated fM . (b) Center

frequency. The center frequency, fC , equals (fH + fL)/2. (c) Fractional

bandwidth. The fractional bandwidth equals 2(fH − fL)/(fH + fL). (d)

Ultra-wideband (UWB) transmitter. An intentional radiator that, at any

point in time, has a fractional bandwidth equal to or greater than 0.20 or

has a UWB bandwidth equal to or greater than 500 MHz, regardless of the

fractional bandwidth.

Figure 2.1 illustrates this definition graphically. The concept of the 10 dB bandwidth

is shown with the frequency of highest power which may or may not be the same as

the center frequency. Transmitters with center frequencies at or above 2.5 GHz are

considered UWB emitters if they have a 10 dB bandwidth greater than 500 MHz. UWB

systems with center frequencies less than 2.5 GHz will have a fractional bandwidth

equal to or greater than 0.20.
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Figure 2.1: UWB Fractional Bandwidth

2.2.1 Emission Limits

The FCC provides average power density and peak power emission limits for compliant

operation (FCC, 2002). For outdoor usage, the hand-held category of emission limits is

applicable. The average power emission limits are shown in Figure 2.2 and provided

in Table 2.1. The peak emission limit is 0 dBm equivalent isotropically radiated

power (EIRP) for the emissions contained within a 50 MHz bandwidth centered on

the frequency at which the highest radiated emission occurs. For pulse based UWB

signals with low pulse repetition frequencies (PRF), the peak limit is likely the defining

standard. This is discussed further in Section 2.10.
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Figure 2.2: FCC UWB average power emission limits
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Table 2.1: FCC UWB average power emission limits

Frequency Range Indoor EIRP Hand-held EIRP

(MHz) (dBm/MHz) (dBm/MHz)

Below 960 refer FCC Part 15.209 refer FCC Part 15.209

960-1610 -75.3 -75.3

1610-1990 -53.3 -63.3

1990-3100 -51.3 -61.3

3100-10600 -41.3 -41.3

Above 10600 -51.3 -61.3

In addition to the average and peak emission limits, particular attention was also paid

to avoid interference below 2 GHz where the RF spectrum is most heavily occupied

and especially for the GPS bands to avoid serious detrimental impact on public safety.

Table 2.2 shows the emission limits that protect GPS signal bands including GPS L1,

L2, and L5 when measured with a resolution bandwidth of no less than 1 KHz.

Table 2.2: GPS Specific FCC Emission Limits

Frequency Range Indoor EIRP Hand-held EIRP

(MHz) (dBm/MHz) (dBm/MHz)

1164-1240 (GPS L2, L5) -85.3 -85.3

1559-1610 (GPS L1) -85.3 -85.3
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2.3 UWB categories

UWB is broadly categorized into short pulse based (impulse) UWB (e.g. nanosecond

long Gaussian pulses) and multi-carrier UWB (e.g. Orthogonal frequency-division

multiplexing (OFDM)). Impulse methods sometimes make use of a carrier to better

use the spectrum available given the FCC constraints. Historically, UWB signals are

synonymous with impulse radio but large bandwidth multicarrier methods, such as

OFDM, can also be considered UWB based on the FCC definition. A few studies, such

as Parikh and Michalson (2008) and Xu et al. (2007), have examined multi-carrier

methods for UWB ranging. Ranging based on impulse UWB is more prevalent in the

literature and commercial systems that use this technique are already available. As of

yet, no commercial systems that use the multi-carrier method for ranging are known.

Simple analytic pulse waveforms can be obtained from the Gaussian pulse and its

derivatives. The Gaussian pulse is described by

p(t) = e−(t−µ)2/(2σ2) (2.1)

where σ is related to the pulse width (to be discussed in the ensuing section), and µ

is the midpoint of the pulse in time. The Gaussian pulse and its first three derivatives

are shown in Figure 2.3. The first derivative of the Gaussian pulse is referred to as a

Gaussian monocycle.
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Figure 2.3: The Gaussian pulse and its derivatives

These pulses, while convenient for analytic purposes, are not directly suited for practical

application because of the need to fit the available spectrum as mandated by the FCC.

For example, to make the most use of the FCC allocation in the 3.1 GHz to 10.6

GHz band, a Gaussian pulse can modulate a 6.85 GHz carrier signal. Modulating a

carrier, pulse shaping, and bandpass filtering of the basic Gaussian derived waveforms

are effective means of generating FCC compliant pulses.
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2.4 Cramer-Rao lower bound for ranging precision

The Cramer-Rao lower bound (CRLB) is a statistical measure described well by Kay

(1993) that states that the variance of any unbiased estimator will be no lower than the

inverse of the Fisher information. The CRLB provides a benchmark for the performance

analysis of any unbiased estimator. For ranging methods, it provides a means to assess

the theoretical best performance of an estimator. The CRLB for a time delay estimate,

with any pulse waveform, is given by Kay (1993), Poor (1988), and Urkowitz (1983) as

var(τ̂) ≥ 1
E

N0/2
β2

=
1

SNR · β2
(2.2)

where β is called effective bandwidth or mean square bandwidth, E is the energy of the

pulse, N0 is noise spectral density, and E/(N0/2) is SNR (VanTrees, 1968). Effective

bandwidth is given by

β2 =

∫∞
−∞(2πf)2|S(f)2|df∫∞
−∞ |S(f)2|df

(2.3)

where f is frequency (Hz), and S(f) is the Fourier transform of the transmitted signal,

s(t). Note that effective bandwidth is not related to the half-power bandwidth or noise

bandwidth. Clearly, larger effective bandwidth implies better ranging precision. SNR,

which is strongly influenced by operating conditions and transmit energy, has less effect

but still contributes to ranging precision.

The effective bandwidth, β2, is provided in Kay (1993) for the Gaussian pulse as

β2 =
1

2σ2
(2.4)

where σ can be related to the pulse width in the time domain or bandwidth in the

frequency domain. A useful bandwidth to relate to σ is the 99% energy bandwidth.

To demonstrate the performance potential for UWB ranging, the CRLB associated with

a 99% energy bandwidth for a Gaussian pulse can be determined. This corresponds to
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bandwidth cutoff at -20 dB. The following proof shows the relationship between σ and

the 20 dB bandwidth.

The Fourier transform of the Gaussian pulse is described analytically on page 85 of

Lathi (1998) as

G(ω) = σ
√

2πe−σ
2ω2/2e−jωµ (2.5)

where ω is angular frequency. Furthermore, the energy spectral density (ESD) for this

pulse is defined analytically as

Ψ(ω) = |G(ω)|2 = 2πσ2e−σ
2ω2

(2.6)

The complete energy for a single Gaussian pulse determined analytically using Parse-

val’s theorem is

E = 1
2π

∫∞
−∞Ψ(ω)dω

E = 1
2π

∫∞
−∞ 2πσ2e−σ

2ω2
dω

E =
∫∞
−∞ σ

2e−σ
2ω2
dω

(2.7)

The following integral lemma is useful.

I(a) =

∫ ∞
−∞

e−a x
2

dx =

√
π

a
, a > 0 (2.8)

The total signal energy is determined to be

E =

∫ ∞
−∞

σ2e−σ
2ω2

dω = σ2

√
π

σ2
= σ
√
π (2.9)

Essential bandwidth, Bb, describes the bandwidth that contains a certain percentage

of the total signal energy. The concept of essential bandwidth is illustrated in Figure

2.4.
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Figure 2.4: Essential bandwidth

The relationship between energy and essential bandwidth at baseband, Bb, is described

on page 117 of Lathi (1998) as

EB =
1

2π

∫ 2πBb

−2πBb

2πσ2e−σ
2ω2

dω =

∫ 2π Bb

−2π Bb

σ2e−σ
2ω2

dω (2.10)
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The following integral lemma is useful to evaluate the above expression.

z∫
−z
e−cx

2
dx =

√
π
4c
erf(
√
cx)

∣∣∣∣z
−z
, erf(−y) = erf(y)

z∫
−z
e−cx

2
dx = 2

√
π
4c
erf(
√
cx) = erf(

√
cz)
√
π/c

(2.11)

where erf , is the Gauss error function. For c = σ2 and z = 2πBb, this is

EB = σ2erf(2πBbσ)

√
π

σ2
= erf(2πBbσ)σ

√
π (2.12)

The essential bandwidth which contains 99% of the signal energy is related to σ by

0.99E = EB = 0.99σ
√
π = erf(2πBb99σ)σ

√
π

Bb99 = erf−1(0.99)/(2πσ),

σ = erf−1(0.99)/(2πBb99)

(2.13)

Combining Equation 2.4 with the expression for σ using Bb99 in the previous equation

results in

β2 =
1

2σ2
=

1

2
(

2πBb99

erf−1(0.99)
)2 =

2π2B2
b99

(erf−1(0.99))2
(2.14)

This results in the CRLB for a time delay estimate for a Gaussian pulse described by

its 99% energy bandwidth or 20 dB bandwidth. This is given by

var(τ̂) ≥ (erf−1(0.99))2

SNR · 2π2B2
b99

≈ 1

5.95 · SNR ·B2
b99

(2.15)

Keep in mind that this CRLB is not for a band limited signal. The signal is just

described by its 99% energy bandwidth. However, since 99% of the signal energy is

contained by this bandwidth it is a fair assumption that the CRLB for a bandlimited

signal would be close to Equation 2.15, provided that the signal is not bandlimited

to less than the essential bandwidth.

The Gaussian pulse described by the 99% energy baseband bandwidth (20 dB band-

width), possible given the FCC average power emission constraints, can be determined
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analytically. The proof starts with Equation 2.6 and proceeds as follows.

Ψ(ω) = 2πσ2e−σ
2ω2

Ψ(0) = 2πσ2

10 log10(Ψ(2π3.75 GHz)) = 10 log10(Ψ(0))− 20

10 log10(Ψ(2π3.75 GHz)) = 10 log10(2πσ2)− 20

10 log10(2πσ2)− 20 = 10 log10(2πσ2)− 10 log10(100) = 10 log10(2πσ2/100)

10 log10(Ψ(2π3.75 GHz)) = 10 log10(2πσ2/100)

2πσ2e−σ
2(2π·3.75 GHz)2

= 2πσ2/100

e−σ
2(2π·3.75 GHz)2

= 1/100

ln(e−σ
2(2π·3.75 GHz)2

) = −σ2(2π · 3.75 GHz)2 = ln(1/100)

σ2 = − ln(1/100)
(2π·3.75 GHz)2

(2.16)

Using Equation 2.13, the 99% baseband bandwidth which describes the best fit

Gaussian pulse is determined.

σ = erf−1(0.99)/(2πBfit
b99)

σ = erf−1(0.99)/(2πBfit
b99) =

√
− ln(1/100) 1

(2π·3.75 GHz)2

Bfit
b99 = erf−1(0.99)

2π
√
− ln(1/100) 1

(2π·3.75 GHz)2

Bfit
b99 = 3.182808485.9...GHz

Bfit
b99 ≈ 3.182808 GHz

(2.17)

Thus, a carrier modulated Gaussian pulse which best fits the available bandwidth given

the FCC emission limits has a 99% energy bandwidth of 3.182808 GHz with a 6.85 GHz

carrier. This signal is illustrated in Figure 2.5.
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Figure 2.5: Best fit Gaussian pulse given the FCC average power emission
limits

Figure 2.6 illustrates the ranging CRLB for Gaussian pulse signals with various SNR

values and as a function of the 99% energy bandwidth up to the best fit maximum

bandwidth given the FCC average emission limits. Figure 2.7 describes the CRLB

for various 99% energy bandwidths as a function of the SNR. These figures show that

UWB ranging has real potential for sub-decimetre precision. These results are for

synchronous one-way time of arrival ranging.
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Figure 2.6: Ranging CRLB vs. Bb99 for a Gaussian pulse described by its
99% energy bandwidth
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Figure 2.7: Ranging CRLB vs. SNR for a Gaussian pulse described by its
99% energy bandwidth

2.4.1 Cramer-Rao lower bound discrepancies in the literature

There are peer reviewed papers which state the CRLB in accordance with Kay (1993),

Poor (1988), and Urkowitz (1983) (Equation 2.2). This is the case in Saberinia and

Tewfik (2008). However, there is discrepancy in the literature concerning the CRLB

for a time delay estimator using UWB.
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The CRLB given in two peer reviewed journal papers, is optimistic by a factor of two

compared to Equation 2.2. In Cardinali et al. (2006), the CRLB for a time delay

estimator is given as

var(τ̂) ≥ 1

2E/(N0/2)β2
(2.18)

which differs by 1
2
. This paper does not provide a full derivation but cites Urkowitz

(1983) even if it disagrees. In Gezici et al. (2005), which cites Poor (1988) the CRLB

is given as √
var(d̂) ≥ 1

2
√

2π
√

SNRβf
(2.19)

where d̂ is the time delay estimate and βf = β/(2π). This can be reformulated to

var(d̂) ≥ 1

2SNRβ2
(2.20)

which also differs from Kay (1993), Poor (1988), and Urkowitz (1983) by 1
2
. Thus

Gezici et al. (2005) disagrees with Poor (1988) despite the citation. Another paper,

Barton and Rao (2001), cites Gezici et al. (2005) in its discussion of the CRLB hence

propagating the 1
2

factor.

In multiple conference papers (e.g. Chung and Ha (2003), Lanzisera et al. (2006),

and Yu (2006)) the bandwidth term of the CRLB equation is simply described as

’bandwidth’ which is incomplete and misleading. Both Chung and Ha (2003), Lanzisera

et al. (2006) cite Urkowitz (1983) but differ from it by a factor of 1
2
. Another conference

paper, Sahinoglu and Gezici (2006), which cites Poor (1988), also differs by a factor of

1
2
. The 1

2
factor also appears in Galler et al. (2006) which cites Gezici et al. (2005) and

in Dardari et al. (2006), which cites VanTrees (1968), and states SNR as E/N0 rather

than E/(N0/2).

This common problem of differing by a factor of 1
2

is most likely due to the misin-

terpretation of E/N0 as SNR rather than E/(N0/2). A non-bandlimited white noise

process, w(t) is a stationary random process with constant power spectral density
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(PSD), Sx(f) = N0/2. The autocorrelation function (ACF) of w(t) is an impulse func-

tion Rx(τ) = δ(τ)N0/2. This is illustrated in Figure 2.8. The variance of the noise is

given by Rx(0) which is N0/2. Clearly SNR is given by E/(N0/2).

Figure 2.8: Properties of non-bandlimited white noise

The simple form of the CRLB given in Equation 2.2 is very useful for the description

of the potential performance of UWB ranging devices. Simple forms like this are often

used in many papers as a foundation for further analysis. Estimates based on the

equation provided in Cardinali et al. (2006) and Gezici et al. (2005) are optimistic by a

factor of 2. Use of the incorrect CRLB may result in pessimistic conclusions regarding

the performance of an estimator, or nonsensical comparisons between estimators that

have been benchmarked to different bound values.

2.5 UWB ranging methods

Ranging observations cannot be produced directly from time-of-arrival (TOA) measure-

ments unless both the transmitter and receiver are synchronized in time. Asynchronous

ranging, ranging in the absence of clock synchronization, is a method of obtaining a

range measurement wherein the requester device uses knowledge of its own clock and a
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known turn-around-time in the responder to measure a two-way range as shown in Fig-

ure 2.9. This method, two-way time-of-flight ranging, is used by the two commercial

manufacturers of UWB ranging equipment evaluated in this research.

Figure 2.9: Two-way time-of-flight ranging

It is important to note that the speed of light used for UWB ranging is light speed ’in

air’ and is a function of the temperature, pressure, and water vapour pressure (Rüeger,

1990). The velocity correction can vary from approximately 270 ppm to nearly 400

ppm (with respect to light speed in a vacuum) at level sea pressure (1013.25 mb) and

a temperature of 20oC when the partial pressure of water vapour varies from 0 to 30

mb.
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2.5.1 A note about time-of-arrival and time-difference-of-arrival UWB po-

sitioning systems

Time-of-arrival (i.e. pseudoranging) or time-difference-of-arrival techniques can be used

to produce positions if all transmitters are synchronized (i.e. multiple synchronous

transmitters and a single receiver on the unit to be located) or all receivers are syn-

chronized (i.e. multiple synchronous receivers and a single transmitter on the unit

to be located). UWB is used in commercial real-time location systems using these

techniques such as the Sapphire DART product offered by Multispectral Solutions Inc.

(well described by Fontana (2000)), the PLUS RTS system provided by Time Domain

Corp., and the Series 7000 system offered by Ubisense Inc.

During the scope of this research, these products were not available with the option to

produce raw time-of-arrival measurements and thus were not evaluated. The TOA or

TDOA systems available are designed for indoor use and meet the indoor FCC spec-

ification (FCC 15.517). Two-way time-of-flight systems are better suited for outdoor

use given the FCC restriction that outdoor systems must not be fixed infrastructure.

The TOA or TDOA systems likely require fixed infrastructure for synchronization of

the system.

2.6 Two-way time-of-flight measurement bias

A two-way time-of-flight measurement is made as follows. The requester, shown in

Figure 2.9, sends a ranging request, consisting of an encoded series of pulses, to

the responder. The responder is able to synchronize to the incoming pulse train and

generate a ranging response, consisting of a series of encoded return pulses. One of the

return pulses corresponds to a ranging pulse which has a fixed turn-around-time with
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respect to one of the pulses in the requester signal. The requester detects the return

pulse from the response pulse train and determines the time-of-flight by the equation:

t̂f =
t̂rt − tdta

2
(2.21)

where t̂f is the estimated time-of-flight, t̂rt is the total time estimated by the requester

for the two-way round trip measurement and tdta is the design value for the turn-around-

time.

Time measurements are based on frequency standards and these standards often have a

bias or frequency offset (Sullivan et al., 1990). This bias is typically expressed in parts-

per-million. The direct result of frequency biases in the requester and responder is a

small scale factor error in the range measurement (due only to the requester’s oscillator)

and a relatively much larger bias in the range measurement. This is discussed in the

IEEE 802.15.4a standard (IEEE802-15.4a, 2007) and a more thorough derivation of

the error equation is now provided.

Let eA represent the error due to the requester’s oscillator and eB represent the error

due to the responder’s oscillator. The requester measures the round-trip time with a

biased frequency standard resulting in an error in the round-trip time given by

trequesterrt = (1 + eA)(2tf + ttrueta ) (2.22)

where ttrueta is the true turn-around-time. The true turn-around-time is not equal to the

design value because of error due to the responder’s oscillator. The responder perceives

that the design value for the turn-around-time has elapsed and this results in a true

turn-around-time which depends on the responder’s oscillator.

tdta = tresponderta = (1 + eB)(ttrueta ),

ttrueta =
tdta

1+eB
,

eB � 1 ∴ 1
1+eB

≈ (1− eB),

ttrueta ≈ (1− eB)tdta

(2.23)
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Thus, given Equations 2.21, 2.22 and 2.23, the error in the time-of-flight estimate

is given by

ε̂f = t̂f − tf
ε̂f = 1

2
(t̂requesterrt − tdta)− tf

ε̂f = 1
2
((1 + eA)(2tf + ttrueta )− tdta)− tf

ε̂f = 1
2
((1 + eA)(2tf + (1− eB)tdta)− tdta)− tf

ε̂f = 1
2
(2tf + 2eAtf + (1 + eA)(1− eB)tdta − tdta − 2tf )

ε̂f = 1
2
(2eAtf + tdta + eAt

d
ta − eBtdta − eAeBtdta − tdta)

ε̂f = 1
2
(2eAtf + eAt

d
ta − eBtdta − eAeBtdta)

ε̂f = eAtf + 1
2
(eA − eB)tdta − 1

2
(eAeB)tdta

(2.24)

This can be simplified to

ε̂f ≈ eAtf +
1

2
(eA − eB)tdta ∵ eAeB ≈ 0 (2.25)

The first part of the error equation describes a scale factor error. The second part of

the error equation describes a bias term. The turn-around-time is much greater than

the time-of-flight since it includes all the time necessary for the UWB radio protocol

to facilitate the ranging measurement.

As an example, imagine a 0.333µs true time-of-flight in a vacuum (approximately

99.83m) using a system with a design turn-around-time of 205µs with worst case

oscillator error for the requester of 20 ppm and for the responder of −20 ppm. The

responder receives the ranging pulse and waits for its perceived value of the turn-

around-time to elapse. Note that the 205µs turn-around-time is used by the Multi-

spectral Solutions Inc ranging radio. The true time elapsed during the turn-around-

time is approximately 205.0041µs, (205(1 −− 20/1000000)). The requester perceives

the total round-trip time as (1 + 20/1000000)(2 ∗ 0.333µs + 205.0041µs) resulting in

a perceived round-trip time of 205.6742µs. The requester estimates the time-of-flight
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as 0.33505µs, 0.5(205.6742 − 205). This is a range measurement of approximately

101.062m. The measurement is in error by approximately 1.231m. The scale factor

component of this error is approximately 2mm. The turn-around-time bias accounts

for 1.229m.

Clearly, the turn-around-time bias can result in a significant measurement error. The

behaviour of this error will parallel the behaviour of the oscillator. Most crystal fre-

quency standards exhibit very stable frequency generation over short intervals such as

a few hundred milliseconds. For the UWB measurements considered, over distances of

0 to 200 m, this bias is very stable during a short measurement interval. Over longer

intervals, frequency drift can occur due to, for example, aging, temperature variation,

and mechanical stress (Sullivan et al., 1990). This may result in a slowly changing

ranging bias during testing.

Oscillators ranging from 2 ppm to 80 ppm are discussed in the IEEE 802.15.4a standard

(IEEE802-15.4a, 2007). The turn-around-time bias as a function of the turn-around-

time is given in Figure 2.10 for various oscillator errors.
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Figure 2.10: UWB range measurement turn-around-time bias for various
oscillator errors

2.7 UWB pulse detection and geometric walk error

The main sources of inaccuracy in pulse-based ranging systems are noise-generated

timing jitter and geometric walk timing error (Amann et al., 2001). Jitter in timing

determines the precision of the range measurement. This is primarily a function of

the received SNR. Pulse amplitude and shape variations create timing error in the fine

time-pickoff circuit and this error is called geometric walk error.
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The fine time-pickoff circuit utilizes some form of time discriminator. The task of the

discriminator is to observe fine time information from the pulse signal received. In

pulse-based laser ranging, commonly used discriminator designs include leading edge

timing (constant amplitude), zero crossing timing (derivation), first moment timing

(integration), and constant fraction timing (Amann et al., 2001).

Threshold detection receivers, also known as leading edge detection receivers, set a

threshold signal value and any incoming pulse that crosses the threshold is detected

and demodulated. This receiver design requires calibration to set the threshold such

that the number of false alarms (false pulses), that are noise spikes which happen to

cross the threshold, are within a desirable operational range. In radar, this type of

receiver is often called a constant false alarm rate receiver. A tunnel diode is often

used as a pulse detector in these receivers (Reed, 2005). One of the UWB receiver

types evaluated in this thesis uses this type of architecture with a tunnel diode pulse

detector and a threshold value based on an estimate of internal receiver noise. The

threshold is generally set once, shortly after turning on the receiver (Fontana, 1999).

Threshold detection receivers suffer from a geometric walk error that is a function of

the signal amplitude with respect to the threshold value selected. This is discussed in

(Amann et al., 2001). Figure 2.11 provides an intuitive graphic illustration of the

effect of geometric ’walk’, given a set threshold, as signal strength decreases. Signal

strength decreases proportionally to the inverse square of the distance between the two

UWB radios and thus a scale factor is apparent.
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Figure 2.11: Threshold energy detection and geometric walk error

2.8 UWB ranges and multipath

Signals that can be classified as UWB facilitate differentiation between the line-of-sight

response and most multipath. To demonstrate this, a GPS-like wideband signal with

multipath is shown in Figure 2.12. An UWB signal with multipath signals of the

same delay is shown in Figure 2.13. In the case of this wideband signal, the peak

of the received signal occurs approximately 6 ns earlier than that of the line-of-sight

signal resulting in a ranging error of approximately 2 m. For an UWB signal subject to
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the same multipath, there is no discernable difference between the peak of the received

signal and that of the line-of-sight signal.

Figure 2.12: Wideband signal with multipath
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Figure 2.13: UWB signal with multipath

In general, any multipath that occurs with a delay less than the width of the line-

of-sight pulse will result in distortion of the received pulse shape and the multipath

cannot be distinguished. Maximum delay estimate error induced by multipath is one

half of the pulse width (99% energy pulse width).

While UWB is very good at distinguishing between the line-of-sight response and

multipath when the line-of-sight signal is detectable, there is a significant danger of

measuring the first strongest multipath otherwise. This is demonstrated in Figure

2.14. This figure shows a weak line-of-sight signal, a multipath signal with 7 ns delay,
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and a multipath signal with 20 ns delay. If the line-of-sight signal is too weak to be

detected, the first multipath detected above the threshold will be measured and a metre

level measurement blunder is likely.

Figure 2.14: Non-line-of-sight measurement

2.9 UWB ranging radios

The University of Calgary obtained four ranging radios from each of Multispectral

Solutions Inc (MSSI) and Time Domain Corp. (TDC) suitable for testing and analysis.
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Both radio types utilize impulse UWB signals and two-way time-of-flight ranging.

The TDC Pulse-On 210 radios utilize a Gaussian monocycle pulse of approximately

0.23 ns duration with high pass filtering below 3 GHz to meet the FCC 15.517/15.159

specifications. This results in a signal with a center frequency of approximately 4.7 GHz

and a 10 dB bandwidth of 3.2 GHz. Many aspects of the radio design are described in

Kelly et al. (2002) and Petroff et al. (2003). The ranging measurement has a precision

of 1-3 cm (one standard deviation) but raw measurement accuracy suffers due to turn-

around-time bias and scale factor error.

The MSSI ranging radios modulate a 6.35 GHz C-Band carrier with a Gaussian-like

pulse of approximately 3 ns duration resulting in a signal with a 10 dB bandwidth of

approximately 500 MHz. The radio design is described well by the US patent 5901172

(Fontana, 1999). The ranging measurement has a precision of better than 15 cm (one

standard deviation); however, the radios quantize their range measurement output to

half of one nanosecond (approximately 15 cm). Raw measurement accuracy also suffers

due to turn-around-time bias and scale factor error. The radios are shown in Figure

2.15.

Figure 2.15: Multispectral Solutions Inc. (left, from MSSI (2007)) and
Time Domain Corp. UWB ranging radios (right, from TDC (2008))
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2.10 UWB ranging and low pulse repetition frequency UWB

For UWB ranging applications, the pulse repetition rate can be very low compared to

UWB communications systems. With lower pulse repetition frequency, pulses can have

more energy and hence provide sufficient operational ranging performance. However, if

time dithering of the pulse within a pulse interval is not used, low PRF signals generate

strong spectral lines and risk exceeding the peak FCC emission limits (FCC, 2005).

The peak emission limit and low PRF systems are described further by FCC (2005) in

the following excerpt:

As previously stated by the Commission, low PRF UWB systems can have

a higher potential for causing interference than high PRF UWB systems.

Operation with a low PRF results in closer frequency spacing of the spec-

tral emission lines. This, in turn, increases the probability that emissions

will appear within the bandwidth of a victim receiver. Further, as the PRF

decreases, the peak to average ratio increases. For UWB systems employ-

ing a low PRF, the peak emission limit becomes the defining standard and

the average emission level decreases below the limit specified in the regu-

lations. Accordingly, UWB devices employing a low PRF are constrained

in their output levels by the limit on peak emission levels, not by the limit

on average emission levels. Conversely, high PRF systems would be limited

by the average limit established under the rules and not by the peak limit.

Further, if the pulse repetition frequency of the UWB signal is much greater

than the bandwidth of a receiver, the emission may appear to be random

noise or a continuous wave (CW) signal, the effect of which is proportional

to the average power in the UWB signal within the receivers bandwidth.

However, if the PRF is much less than the receivers bandwidth, the UWB
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signal may appear to the receiver as impulsive noise and the effect is pro-

portional to the peak power of the UWB signal unless some type of signal

processing is incorporated in the victim receiver.

Time dithering of the location of an individual pulse within a pulse interval can be

used to mitigate the peak spectral lines that are problematic for low PRF systems. For

example, if pulses occur once every 1000 ns, the pulse position within the 1000 ns can

be dithered using a pseudorandom sequence. This is discussed in Kissick (2001). If

the pulse position is not dithered, the power spectrum will show discrete spectral lines

at harmonics of the pulse repetition rate. Dithering makes the spectrum look much

more noise like. The importance of using the dithering technique is demonstrated in

Figure 2.16 which shows the power spectrum for a pulse train with 20 Gaussian pulses

with and without time dithering of the pulse train. Modulating the pulse trains using

on/off keying, pulse position modulation, and binary phase shift keying (antipodal

modulation), and gating may also result in reduction of these spectral peaks. Gating

refers to the turning on and off the UWB pulse trains such that gated bursts of data

are transmitted.
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Figure 2.16: The effect of time dithering with 1 GHz, 20 dB bandwidth,
Gaussian pulses. 20 pulses of 0.29 ns duration occur within 1000 ns pulse
intervals. The sign of the pulse is alternated in the pulse train for both
cases to ensure a DC component of zero. The fourier transform, G(ω), of
each pulse is given by Equation 2.5 and the PSD is given by |G(ω)|2. The
use of time dithering clearly reduces peak spectral lines.



53

2.11 Testing and results

Before integration with GPS, the radios were evaluated using line-of-sight testing to

assess their ranging performance and ranging error behaviour. This was done using

static line-of-sight testing and comparison with electronic distance measurement and

with kinematic line-of-sight testing and comparison with GPS RTK-derived ranges.

2.11.1 Static line-of-sight testing

Line-of-sight testing was performed with the ranging radios at Shouldice Park, Calgary,

Alberta, Canada. The testing location was a soccer field with a very level surface.

There were few, if any, sources of signal reflection other than the operators, the equip-

ment and the ground. Figure 2.17 provides a photo of the test site and equipment.

Horizontal distances were measured using a total station (i.e. using electronic distance

measurement) and points were established up to 100 m apart. Multiple pairs of radios

of the set of 4 radios per radio type were used. In addition, multiple independent tests

at different times were performed with some of the radio pairs to assess run-to-run

behaviour.
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Figure 2.17: Line-of-sight testing

Measurement points were occupied for a few minutes and the number of samples col-

lected typically ranged from 250 to 1000 range measurement samples. The number

of outliers detected was typically less than 1%. Measurement outliers were removed

from the data by recursively removing any measurements that were three standard

deviations away from the mean value for each range measured.

The TDC radios were able to consistently obtain ranges up to 70 m. Most of the MSSI

ranging pairs were able to obtain ranges up to 100 m. The measured ranges were

averaged after outlier removal and the average error at each distance was determined.
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The mean range error as a function of distance for both radio types is shown in Figure

2.18. Line fits for each ranging radio pair are also shown in the figure. The estimated

bias based on the line fit for the TDC radios is less than a decimetre and less than half

a metre for the MSSI radios. There is significant scale factor error for both radio types.

The slope of the line fit (shown in parts per million (ppm) in the figure) ranges from

2300 ppm to 3900 ppm for the TDC radios and 3900 ppm to 4700 ppm for the MSSI

radios. The cause of the common trend behaviour of the MSSI radios is unknown. One

theory is that the common effect is due to the quantization of the range measurement

output. Another postulate is that the behaviour is due to the nature of the geometric

walk in the leading edge pulse detection.
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Figure 2.18: Line-of-sight testing ranging errors results, TDC (left), MSSI,
(right)

2.11.2 Dynamic line-of-sight testing

The ranging performance for both the MSSI and the TDC radios was assessed in

a dynamic line-of-sight test by comparison with ranges derived from GPS real-time

kinematic (RTK) positioning. RTK positioning with GPS utilizes double-differenced

carrier phase observations and requires solving the associated unknown integer valued

carrier phase ambiguities. This is well described in GPS texts such as Misra and Enge
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(2004). The horizontal accuracy of RTK is 2 cm to 3 cm given good GPS conditions.

Two of the UWB radios were mounted on tripods over surveyed positions. These were

used to obtain ranges to a pole mounted UWB radio. The pole mounted UWB radio

was mounted beneath the phase center of the GPS antenna using coaxial mounts. A

MSSI radio mounted on a tripod and a TDC radio mounted on a survey pole are shown

in Figure 2.19.

The test consisted of walking a 60 m loop multiple times. The ranges between the UWB

radios were generally line-of-sight except for occasional obstruction by the operators.

The test trajectory is shown in Figure 2.20. A test with each radio type was performed

with two tripod mounted radios and one pole mounted radio. This results in two

ranging measurements per epoch. The results of the test compare the RTK derived

range to the UWB range measurement.

The difference between the UWB ranges and RTK derived ranges are shown in Figure

2.21 and Figure 2.22 for the TDC radios and the MSSI radios respectively. The

data is can be modeled with a linear fit for both radios. However, some higher order

behaviour is present but it is a good first step to remove the 1st order trend from the

data. The TDC trend line corresponds well with the static line-of-sight testing results.

However, the scale factor errors for the MSSI radios are more than double the values

observed in the static case. The MSSI radios set their threshold for pulse detection

only when the units are turned on and this threshold will be based on internal noise.

A change in the threshold value changes the scale factor error. It is possible that the

external temperature plays a role in the threshold value selected. The static testing

was performed at 5oC to 10oC whereas the dynamic test was performed at −10oC to

−5oC.
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Figure 2.19: Dynamic ranging UWB and GPS using coaxial mounts
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Figure 2.20: Dynamic test trajectory for the TDC radios
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Figure 2.21: Dynamic line-of-sight test: TDC range errors
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Figure 2.22: Dynamic line-of-sight test: MSSI range errors

It is useful to examine the distributions of the range errors after detrending the data.
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This allows an assessment of the potential to model the UWB range error using a bias

and a scale factor for each range pair. The goal is to have normally distributed range

errors after correcting the UWB ranges for the first order trend. If the remaining errors

are normally distributed, then the bias and scale factor error model can be considered

sufficient for the corrected observations to be used in an estimation method expecting

unbiased observations. The histograms of the corrected range errors (i.e. detrended

range errors, outliers excluded) for the TDC results are shown in Figure 2.23 and

in Figure 2.24 for range pair 1 and 2 respectively. The histograms of the corrected

range errors (i.e. detrended range errors) for the MSSI results are shown in Figure

2.25 and in Figure 2.26 for range pair 1 and 2 respectively. The distributions are

approximately normally distributed with zero mean and standard deviations of 3 cm

for the TDC range errors and 9 cm for the MSSI range errors. Based on these figures,

modeling the UWB range errors with a bias and scale factor in a real-time filter should

benefit the solution. This does not mean that systematic effects are going to be removed

completely. For example, the trend for range pair two in Figure 2.22 would appear

to be better modeled using a second order polynomial. It is reasonable to use a linear

model for the UWB range errors as a first step in improving the use of UWB ranges

in an estimation filter and these results do not show any reason to pursue a more

advanced error model.
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Figure 2.23: Dynamic line-of-sight test: TDC range error distribution for
range pair 1 (5 cm bins)
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Figure 2.24: Dynamic line-of-sight test: TDC range error distribution for
range pair 2 (5 cm bins)
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Figure 2.25: Dynamic line-of-sight test: MSSI range error distribution for
range pair 1 (5 cm bins)
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Figure 2.26: Dynamic line-of-sight test: MSSI range error distribution for
range pair 2 (5 cm bins)

2.11.3 Multipath and obstruction testing

Both types of UWB radios were used to measure ranges obtained close to a large

glass and metal building, shown in Figure 2.27, the ICT building at the University of

Calgary. The external surface of this building acts as a likely source of strong multipath

signals. Three tripod mounted UWB radios were set up over surveyed positions. A

pole mounted UWB radio at a pre-surveyed test point observed ranges to each of the
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three UWB reference stations. Differencing the UWB ranges with those derived from

the surveyed coordinates of the occupied points, results in UWB range errors. A plan

view of the test point and the three UWB reference stations is also shown in Figure

2.27. The range measurements between the surveyed test point and UWB reference

station 3 were obstructed by a large metal sign (shown in the lower center of the photo

in Figure 2.27).

The TDC range errors are shown in Figure 2.28 for the ranges measured between the

test point and each of the three UWB reference stations. The range pair for reference

station 1 consistently measures a range delayed by approximately 12.6 m. The range

pair for reference station 2 has ranging errors up to 20 m and appears to measure

multiple discrete reflected signals and noise. The range pair for reference station 3,

which is obstructed by the metal sign, managed only three range measurements during

the 75 second test with errors of 2 m to 7 m.

The MSSI range errors are shown for the three ranging pairs in Figure 2.29. The

first two ranging pairs are likely observing line-of-sight signals and the measurements

include both a bias and a scale factor error. The line-of-sight signal for the third

ranging pair is obstructed by the metal sign and multiple range errors are observed.

These errors correspond well with the distance from the test point to the building.
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Figure 2.27: Plan view (right) of UWB range testing next to a building
(left)
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Figure 2.28: TDC Range errors in a multipath environment
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Figure 2.29: MSSI Range errors in a multipath environment
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2.12 Time correlation of UWB measurements

The UWB range errors can be reasonably well modeled using a 1st order line-fit. How-

ever, based on the results of the static and dynamic line-of-sight testing performed,

there would still be some systematic error left after removing the 1st order trend. This

results in UWB measurement ‘noise’ that is correlated in time. This is shown in Fig-

ure 2.30 for a period of static data collected during the dynamic line-of-sight test for

MSSI range pair 1. The compensated range measurements are still biased and hence

are correlated in time. During motion, the residual systematic error decorrelates due

to scale factor error.

Coloured measurement noise violates a key assumption in standard Kalman filtering.

If measurement noise is correlated in time, the estimated precision of the solution will

be optimistic. A common, but not optimal, method of dealing with this is to raise

the measurement noise variance used in the filter so that the solution is no longer

optimistic. In this case, the remaining UWB measurement bias will affect the solution

but at least the estimated solution precision is appropriate.

In the case of the compensated UWB measurements, since the residual systematic error

is small (typically less than 10 cm RMS), the measurement noise model used by the

estimation process will be adjusted (i.e. increased measurement noise) to compensate

for the time correlated measurement noise.

This method of dealing with time correlated measurement noise is used with GPS

pseudorange measurements as well. The pseudorange measurements are typically af-

fected by low frequency multipath errors in low dynamic applications. This results in

time correlated pseudorange measurement noise. The standard Kalman filter must be

modified to optimally compensate for coloured measurement noise such as discussed

in Bryson and Johansen (1965), Bryson and Henrikson (1968), and more recently in
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Petovello et al. (2005). However, increasing the measurement noise level in the mea-

surement model, while not optimal, works well to ensure that the estimated solution

precision is not optimistic.

Figure 2.30: Time correlation of compensated UWB measurements. This
figure shows a static portion of data collected for MSSI range pair 1 during
the dynamic line-of-sight test.
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2.13 Summary

This chapter described UWB ranging technology from both a theoretical and practi-

cal perspective. With an understanding UWB ranging technology and the estimated

accuracy and error effects associated with two-way time-of-flight ranging, a method to

integrate UWB measurements with GPS measurements in tightly-coupled estimation

can now be developed. This is the focus of the next chapter.
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Chapter 3

Tightly-coupled GPS/UWB

This chapter introduces the apparatus used to combine GPS and UWB systems and

describes the estimation and reliability method used to obtain filtered position solu-

tions. The apparatus allows UWB measurements to be related to the phase center of

the GPS antenna and it is the position of this phase center that is computed by the

estimator. A sequential discrete-time extended Kalman filter is the estimator selected

for the tight-integration of GPS and UWB. Single-difference (between receiver) GPS

measurements and UWB range measurements are used to update the filter. It includes

states for the position, a single-difference GPS receiver clock state, bias and scale

factor states for each UWB range pair, and states for the single-difference GPS carrier-

phase ambiguities. The filter uses innovation testing to try to identify GPS and UWB

measurement blunders before they can impact the solution. A single-difference float

solution is employed rather than a double-difference float solution. The reasons and

advantages for this choice are discussed. This chapter concludes with an explanation

of the integer ambiguity resolution method used to provide a RTK solution.

3.1 Apparatus

Before discussion of the filter design, it is necessary to describe the apparatus used

to integrate the GPS and UWB equipment. To integrate the UWB transceivers with

the GPS antenna, co-axial GPS/UWB antenna mounts were built (one type for each

UWB radio type used). The mount designs are such that the phase centers of the GPS
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receiver and the UWB antenna are vertically co-linear. An UWB range measurement

is made between a reference UWB transceiver and an UWB transceiver on the survey

system (e.g. pole mounted). It is desirable to use the UWB range measurement to

estimate the phase center of the GPS antenna without having to deal with any lever

arm offsets between the UWB antenna and the GPS antenna (on both the reference

and survey systems). The following example, describes how this is possible.

Consider a single GPS baseline survey, with one GPS antenna mounted over a known

location and the other GPS antenna mounted on a survey pole. By mounting the refer-

ence UWB transceiver and the survey system UWB transceiver a fixed distance below

the GPS antennas, the UWB range measurement is equivalent to the GPS baseline.

Figure 3.1 makes this obvious.
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Figure 3.1: The GPS/UWB survey apparatus

As long as the UWB reference station is surveyed with GPS using the co-axial mounts

and the GPS/UWB survey system uses the same mount, the UWB range measurements

can be translated so that the apparent UWB reference station antenna position is the

same as the surveyed GPS antenna phase center on the reference station. The UWB

range measurements on the survey system can then be translated to estimate the GPS
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antenna phase center on the survey system.

Thus, the position of the phase center of the GPS antenna is estimated by the estima-

tion filter. This method is dependant on the phase center of the UWB antenna and the

phase center of the GPS antenna being aligned co-linearly to the local gravity vector.

If the system is not level, a lever arm is introduced. A tilt sensor with an accuracy of

about 3o (obtained via the RMS tilt value for 20 minutes of static data when measuring

a tilt of 0o) is used to monitor this lever arm. The tilt sensor employed is model EZ-

TILT-1000-008 made by Advanced Orientation Systems Inc. The estimated standard

deviation of the UWB measurement, as used by an estimation filter, can be increased

based on the tilt angle to de-weight observations. The approximate lever arm between

the GPS antenna and the UWB antenna is 10 to 12 cm for both UWB radio types.

At a tilt of 20o, this adds approximately 4 cm of measurement bias. Monitoring the

tilt is important when the user is moving. The bias varies with the pole motion while

moving and is typically correlated for about 1-5 seconds. The effect induced by the

level arm effect is relatively small and thus, while not optimal, it is reasonable to just

increase the measurement noise for the UWB range measurements. When the user is

stationary over a point, a bubble level attached to the pole is used to manually level

the system.

3.1.1 Measurement synchronization

Measurement synchronization between different systems is a concern for kinematic

data collection. In kinematic testing, the UWB ranges collected are time tagged using

the time of the data collection computer. This computer is synchronized to GPS time

using software written to capture the pulse-per-second output of the GPS receiver. The

software developed was released at the open source website SourceForge.Net (http:

//sourceforge.net/projects/gpsppssync). The accuracy of the ability to set the

http://sourceforge.net/projects/gpsppssync
http://sourceforge.net/projects/gpsppssync
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computer time using this method is approximately 20 ms. When in motion for land

surveying using the pole mounted system, the maximum velocity is maximum walking

speed or about 6 km/hr. This implies a maximum time synchronization error of about

4 cm. This is accounted for in the filter by using a slightly larger measurement variance.

3.2 Selection of the optimal estimator

The task of integrating GPS and UWB measurements to compute a tightly-coupled

solution requires the selection of an appropriate estimation method. Gelb (1974) de-

scribes the selection of the optimal estimator as the method that processes measure-

ments to determine a minimum error estimate of the unknown parameters of a system

by utilizing: knowledge of the system and measurement dynamics, assumed statis-

tics of system noises and measurement noises, and initial condition information. The

optimal estimator is determined subjectively based on the selection of the minimum

error criterion. In systems with more measurements than unknown parameters (i.e.

non-unique solutions), the optimal estimator is most often selected based on the mini-

mum sum of square errors (
∑n

i=1(x̂− xi)2 = min). The minimum sum of square errors

is more prevalent than the minimum sum of absolute errors (
∑n

i=1 |x̂ − xi| = min)

because of the difficulties in implementating the latter method. Consistency (the

estimate converges to the true value), unbiasedness (E[x̂] = x), minimum variance

(E[(x̂ − E[x̂])T (x̂ − E[x̂])] = min), and computational efficiency (especially for real-

time systems such as RTK surveying) are the most important properties of a good

estimator. The best estimator should also use all available information to produce the

solution. Thus, if there is knowledge of the system dynamics, a recursive minimum

variance estimation method is better than a epoch-by-epoch least squares estimation

method. In addition, if knowledge of the maxima and minima values for some unknown

parameters are available, this information should be used to constrain the estimator
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behaviour.

The task of designing the estimator begins with modelling the relationship between

the observations and the unknown parameters (functional model) and then requires

modelling of the stochastic behaviour of the states and the observations (stochastic

model). The stochastic model generally describes measurement noises as random pro-

cesses with normal distributions. Gross measurement outliers (i.e. blunders) are not

described by the stochastic model. Statistical testing is often used to identify and

exclude measurement blunders in the estimation process. If the estimation method

cannot practically deal with measurement blunders, a robust estimator, one that aims

to be insensitive to deviations in the stochastic model, is necessary. In the context of

this research, a robust estimator is not warranted as it is assumed most measurement

blunders can be dealt with practically using statistical testing.

The discrete-time extended Kalman filter is the often preferred choice of estimator in

many navigation applications. A Kalman filter is an efficient (unbiased and minimum

variance) recursive filter that estimates the error states of a dynamic system provided

the system is linear and the measurement noise is Gaussian (Brown and Hwang, 1997).

As many systems have a nonlinear functional model relating the measurements to the

estimated parameters and only require discrete updates, the discrete-time extended

Kalman filter is often utilized. A linearized functional model is derived by a first order

Taylor series expansion about a linearization point. In other words, the filter estimates

error states about the linearized trajectory. It produces optimal estimates provided the

assumptions of the underlying stochastic model are correct. An error in the design of

the dynamic stochastic model is readily discovered with appropriate field testing dur-

ing development. However, the measurement stochastic model is frequently incorrect

when measurement blunders occur and, as a result, measurement fault detection using

statistical testing is a very important part of the estimation process.
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The implementation of the discrete-time extended Kalman filter is made more com-

putationally efficient by adding statistically independent measurements sequentially

(Petovello et al., 2003) (i.e. updating the filter one measurement at a time). The se-

quential method is algebraically equivalent to the batch (all processed at once) method

as discussed on page 250 of Brown and Hwang (1997) provided the measurements

are uncorrelated. The sequential update strategy, according to Brodie (2001), also

improves the ability to detect pseudorange measurement faults provided the measure-

ments are added with increasing likelihood of a measurement fault.

3.3 Summary of the sequential discrete-time extended Kalman

filter

Table 3.3 provides a summary of the equations for the sequential discrete-time ex-

tended Kalman filter. This is a useful reference in the ensuing sections as the filter is

described.
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Table 3.1: Discrete-time sequential extended Kalman filter equations

Functional Model zi = hiδ̂x δ̂x: error state vector

(linearized form) hi: ith design vector

Measurement vi = zi + εi = li − l̂i vi ith measurement innovation

Model li − l̂i measured - estimated value

εi measurement noise

Dynamics Model x̂k = Φk−1,kx̂k−1 + wk−1 x̂k: vector of unknown parameters

from epoch k-1 to k Φk−1,k: state transition matrix

wk−1: white noise sequence

Stochastic Model

normally distributed εi ∼ N (0, σ2
i )

independent measurements E[εiεj] = 0 allows sequential processing

not correlated in time E[εkεk−1] = 0

driven by white noise wk ∼ N(0,Qk) Qk: Process noise matrix

not correlated in time E[wkwT
k−1] = 0

independence assumption E[wkεi] = 0∀ k, i

Initial Conditions E[x0] = x̂0

E[x̂0x̂T
0 ] = P0

Covariance P−k = Φk−1P+
k−1ΦT

k−1 + Qk−1
− superscript means pre-update

Prediction + superscript means post-update

Update δ̂
−
xki

= 0

δ̂
+

xki
= kivi ki Kalman gain vector

updates are applied x̂+
ki

= x̂−ki
+ δ̂

+

xki

Kalman Gain ki = P−ki
hT

i
1
σ2
vi

scalar inversion

σ2
vi

= hiP
−
k hTi + σ2

i σ2
vi

: variance of the innovation

computationally efficient!

Covariance Update P+
ki

= [I− kihi]P
−
ki

performed sequentially

bold lowercase indicates a vector, BOLD uppercase indicates a matrix, scalar otherwise.

i indicates the ith measurement for a given epoch, k.
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3.4 Description of the filter

This section focuses on the development of a discrete-time sequential extended Kalman

filter using tightly-coupled GPS and UWB measurements. The standard GPS RTK

extended Kalman filter is augmented with additional error states to accommodate for

UWB ranging errors. The maximum and minimum values for the UWB bias and scale

factor parameters used to model the UWB ranging errors are known to a certain extent.

This allows the use of inequality constraints, applied as pseudo-measurement updates

as described by Richards (1995), to utilize this information to the benefit of the filter.

A two-stage estimation approach is used. First, using sequential updates, the filter

utilizes single-difference GPS pseudorange measurements, UWB range measurements,

and single-difference GPS carrier-phase measurements. The unknown position, single-

difference GPS receiver clock offset, UWB bias and scale factor estimates (for each

UWB range pair) and single-difference GPS ambiguities are estimated. The single-

difference float solution ambiguity estimates are then differenced between satellites

and the LAMBDA method (well described by DeJonge and Tiberius (1996)) is used to

obtain double-difference integer ambiguities which are used to produce an RTK position

solution. The equivalence of hyperbolic positioning and pseudoranging methods makes

this possible (Shen and Xu, 2008). This equivalence and the advantages of using this

approach are discussed further in Section 3.6.

The filter accepts 5 Hz UWB range measurements as well as 5 Hz differential GPS

L1 pseudorange and carrier-phase measurements. This study utilizes differential GPS

L1 measurements with relatively short baselines (less than 1 km). Most GPS RTK

systems utilize both L1 and L2 measurements. Utilizing GPS L2 phase measurements

aids the ability to estimate fixed integer ambiguities but the focus of this research is

examination of the impact of UWB range augmentation and this impact is assessed
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well with L1 only (for short baselines).

3.4.1 Functional models

The first step in designing an estimator is determining the functional relationship be-

tween the measurements and the unknown parameters. In the following, the non-linear

and linearized measurement functional models are derived for the single-difference GPS

pseudorange measurement, the UWB range measurement, and the single-difference

GPS carrier-phase measurement.

The non-linear undifferenced GPS pseudorange functional model is

P = ρ+ c(dT)

ρ =
√

(xs − x)2 + (ys − y)2 + (zs − z)2
(3.1)

where P is a pseudorange measurement, ρ is the geometric range from the phase center

of the GPS antenna to the satellite, c is the speed of light, dT is the unknown receiver

clock offset, xs, ys, and zs are the earth centered earth fixed (ECEF) coordinates of

the satellite, and x, y, and z are the unknown ECEF coordinates of the GPS antenna.

It follows that the non-linear single-difference (between receivers) GPS pseudorange

functional model for the test receiver and the reference receiver at a known location is

∆P = (ρ+ c(dT))− (ρreference + c(dTreference))

∆P = (ρ− ρreference) + c(dT− dTreference)

∆P = ∆ρ+ c(∆T)

(3.2)

where ∆P is a single-difference pseudorange measurement, ρreference is a determinis-

tic value, and ∆T is the single-difference receiver clock offset. Using Taylor’s series



84

expansion, the corresponding linearized functional model is

∆P = ∆P̂ + ∂∆P
∂x

(x− x̂) + ∂∆P
∂y

(y − ŷ) + ∂∆P
∂z

(z− ẑ) + ∂∆P
∂c(∆T)

(c∆T− c∆T̂)

hp =
[

∂∆P
∂x

∂∆P
∂y

∂∆P
∂z

∂∆P
∂c∆T

]
=
[
−(xs−x̂)

ρ̂
−(ys−ŷ)

ρ̂
−(zs−ẑ)

ρ̂
1
]

δ̂xp =


x− x̂

y − ŷ

z − ẑ

c∆T − c∆T̂

 =


δ̂x

δ̂y

δ̂z

cδT̂



v̂ = ∆P−∆P̂ = hpδ̂xp

(3.3)

where ∆P̂, ρ̂, x̂, ŷ and ẑ are the estimated values at the point of expansion, v̂ is a

pseudorange measurement innovation, hp is the pseudorange design vector, and δ̂xp is

the vector of estimated error states for the pseudorange measurement.

The non-linear UWB range functional model is

R = κρu + β

ρu =
√

(xu − x)2 + (yu − y)2 + (zu − z)2
(3.4)

where R is the UWB range measurement, κ is a scale factor, β is a bias, and xu, yu,

and zu are the ECEF coordinates of the reference UWB station. The corresponding



85

linearized model is

R = R̂ + ∂R
∂x

(x− x̂0) + ∂R
∂y

(y − ŷ) + ∂R
∂z

(z− ẑ) + ∂R
∂β

(β − β̂) + ∂R
∂κ

(κ− κ̂)

hu =
[

∂R
∂x

∂R
∂y

∂R
∂z

∂R
∂β

∂R
∂κ

]
=
[
−κ(xu−x̂)

ρ̂u

−κ(yu−ŷ)
ρ̂u

−κ(zu−ẑ)
ρ̂u

1 ρ̂u

]

δ̂xu =



x− x̂

y − ŷ

z − ẑ

β − β̂

κ− κ̂


=



δ̂x

δ̂y

δ̂z

b̂

k̂



v̂u = R− R̂ = huδ̂xu

(3.5)

where R̂, β̂, κ̂, and ρ̂u are are the estimated values at the point of expansion, v̂u is

an UWB range measurement innovation, hu is the UWB range measurement design

vector, and δ̂xu is the vector of estimated error states for the UWB range measurement.

The non-linear functional model for a GPS carrier-phase measurement is given by

Φ = ρ+ c(dT ) + λN (3.6)

where Φ is the carrier-phase measurement and λN is an integer ambiguity in units of

metres. Note that each carrier-phase measurement has a different integer ambiguity.

It follows that the non-linear single-difference (between receivers) GPS carrier-phase

functional model for the test receiver and the reference receiver at a known location is

∆Φ = (ρ+ c(dT ) + λN)− (ρreference + c(dTreference + λNreference))

∆Φ = (ρ− ρreference) + c(dT − dTreference) + (λ(N −Nreference)

∆Φ = ∆ρ+ c(∆T ) + λ∆N

(3.7)
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Using Taylor’s series expansion, the corresponding linearized model is

∆Φ =∆Φ̂ +
∂Φ

∂x
(x− x̂) +

∂Φ

∂y
(y − ŷ) +

∂Φ

∂z
(z − ẑ)+

∂Φ

∂c(∆T )
(cdT − c∆T̂ ) +

∂Φ

∂λ∆N
(λ∆N − λ∆N̂)

hΦ =
[

∂Φ
∂x

∂Φ
∂y

∂Φ
∂z

∂Φ
∂cdT

∂Φ
∂λN

]
=
[
−(xs−x̂)

ρ̂
−(ys−ŷ)

ρ̂
−(zs−ẑ)

ρ̂
1 1

]

δ̂xΦ
=



x− x̂

y − ŷ

z − ẑ

c∆T − c∆T̂

λ∆N − λ∆N̂


=



δ̂x

δ̂y

δ̂z

cδ̂T

λη̂



v̂Φ = Φ− Φ̂ = hΦδ̂xΦ

(3.8)

where Φ̂ and λη̂ are the estimated values at the point of expansion, hΦ is the carrier-

phase design vector, δ̂xΦ
are error states associated with the carrier-phase measure-

ment, and v̂Φ is a carrier-phase measurement innovation.

3.4.2 The tightly-coupled discrete sequential extended Kalman filter

Given the three linearized measurement models, the combined error state vector for

the sequential extended Kalman filter can be composed. There are three position error

states and one single-difference GPS receiver clock offset error state. The filter is set up

for a maximum of three UWB range measurements (range pairs a, b, and c). For three

UWB range measurements there are three corresponding bias error states and three

scale factor error states. There are also integer ambiguity error states for each single-

difference carrier-phase measurement. The resulting sequential extended Kalman filter
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error state vector is:

δ̂x =
[
δ̂x δ̂y δ̂z cδT̂ b̂a b̂b b̂c k̂a k̂b k̂c λη̂1 λη̂2 . . . λη̂n

]T
(3.9)

where δ̂x, δ̂y, and δ̂z are the error states corresponding to the unknown ECEF coor-

dinates x, y, and z, cδT̂ is the error state corresponding to the single-difference GPS

receiver clock offset, b̂a, b̂b, and b̂c are the error states corresponding to the unknown

UWB bias parameters for UWB range pairs a, b, and c, k̂a, k̂b, and k̂c are the error

states corresponding to the unknown UWB scale factor parameters for UWB range

pairs a, b, and c, and λη̂i is the single-difference ambiguity error state for the ith

carrier-phase ambiguity.

The unknown parameters corresponding to the error states in Equation 3.9 in vector

form are

x̂ =
[
x̂ ŷ ẑ c∆T̂ β̂a β̂b β̂c κ̂a κ̂b κ̂c ∆λN̂1 ∆λN̂2 . . . ∆λN̂n

]T
(3.10)

where x, y, z are the ECEF position states, c∆T̂ is the single-difference GPS receiver

clock offset state, β̂a, β̂b, and β̂c are the UWB bias states, κ̂a, κ̂b, and κ̂c are the

UWB scale factor states, and and λN̂i is the single-difference ambiguity state for the

ith carrier-phase ambiguity.

The extended Kalman filter comprises two basic steps, a prediction step and an update

step. The prediction step applies, from epoch k − 1 to epoch k, to the unknown

parameters and associated covariance matrix as

x̂k = Φk−1,kx̂k−1

P+
k = Φk−1,kP−k−1ΦT

k−1,k + Qk−1

(3.11)

where Φk−1,k is the state transition matrix, Pk is the variance-covariance matrix of

the states (and error states), and Qk−1 is the process noise matrix.
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Selection of dynamic model

The dynamic model determines the choice of the state transition matrix and the process

noise matrix.

For low dynamic operations such as pole-mounted RTK land surveying, it is sufficient

to model the position states as random walk processes with process noise suitable for

mildly dynamic operations. A random walk process is given by

xk = xk−1 + wk−1,Qk (3.12)

Modelling the dynamic behaviour of the single-difference GPS receiver clock offset

is a problem. Quartz crystal based frequency standards are used for GPS receiver

oscillators. Temperature, vibration (especially shock), acceleration, and power supply

voltage all affect crystal oscillators (Cantor et al., 1999). Even if all of these effects are

taken into account in the dynamics model for the single-difference clock offset, GPS

receiver manufacturers often steer their receiver clock or perform integer millisecond

jumps to keep the receiver clock time close to GPS time. This deterministically alters

the GPS receiver clock dynamics and this information is often not provided to the

user. Thus, the single-difference GPS receiver clock offset is modelled by a random

walk process with very large process noise so that it is fully estimated at each update

(i.e. it is not filtered). This is not considered a problem because the clock offset term

is eliminated later when a differencing operation is applied to the single-difference

solution. In fact, fully estimating the clock at each epoch is required to maintain the

equivalence between hyperbolic positioning and pseudoranging. If the clock could be

modelled, the single-differencing approach used here could be used to possibly obtain

a better position solution that the equivalent double-differencing method (a topic for

further research, i.e. outside the scope of this thesis).

Each UWB bias state is modeled as a random walk process with process noise that
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allows the bias to change slowly over time. The bias may change over time since the

two-way time-of-flight bias is a function of the stability of the UWB radio oscillators

which likely vary with temperature. Each UWB scale factor state is modeled as a

random walk process with very little process noise as it is not expected to change while

the UWB radios are powered up (almost random constant). For both radios types,

this is reasonable given previous empirical testing as discussed in Chapter 2. More

specifically, for the MSSI ranging radios, this is reasonable since the threshold used for

the leading edge detector is set once when the device is turned on and remains constant

during the test (Fontana, 1999).

An enhancement in terms of determining the process noises for the position states is

possible using the tilt sensor. When the user is stationary over a point, a bubble level

attached to the survey pole is used to manually level the system. The tilt sensor also

indicates level operation. The tilt sensor has an output rate of approximately 10 Hz.

When the tilt is less than a threshold value (3o) for more than 1 second, the process

noises are adjusted for nearly static operation. This threshold is based on the behaviour

observed during testing and is empirical in design. It was found that the pole was static

and level whenever this condition was observed and not static otherwise.

For pole-mounted land surveying, a user may walk up to 6 km/hour or approximately

1.7 m/s. This corresponds to a horizontal position error of 1.7 m for prediction over

a 1 second interval using a random walk model. A process noise of (1.7m/s)2 is used

by the filter to provide enough uncertainty such that the update using the measure-

ments will be sufficient to estimate the precise position. This is the default value for

the horizontal process noise used in the filter. The default vertical process noise is

selected at (0.4m/s)2 which is sufficient for pole-mounted land surveying. The GPS

receiver Doppler measurements are not used in the estimation filter. If they were, the

velocity states would drive the position states. To simplify the work performed in this
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research, the simple random walk model for the position states was selected. However,

an enhancement is possible using a least-squares solution for the GPS velocity of the

pole-mounted system. This solution is computed in parallel with the filter solution.

The GPS velocity output provides an additional means of setting the process noise

value for the position states. For example, if a velocity solution of 1.0 m/s northeast is

deemed good and useable, the process noise values are reduced accordingly. Note that

the velocity computed is not used to predict the position. It is only used to adjust the

process noise.

The single-difference GPS ambiguity states are constant values and are thus modelled

as random constants with no process noise.

In summary, the state transition matrix selected is simply the identity matrix and the

process noise is a diagonal matrix. Both are given in the following equation.

Φ = I

Q =

(qX∆t)2 0 0 0 0 0 0 0 0 0 0 ... 0

0 (qY ∆t)2 0 0 0 0 0 0 0 0 0 ... 0

0 0 (qZ∆t)2 0 0 0 0 0 0 0 0 ... 0

0 0 0 (qc∆T∆t)2 0 0 0 0 0 0 0 ... 0

0 0 0 0 (qβa∆t)2 0 0 0 0 0 0 ... 0

0 0 0 0 0 (qβb∆t)2 0 0 0 0 0 ... 0

0 0 0 0 0 0 (qβc∆t)2 0 0 0 0 ... 0

0 0 0 0 0 0 0 (qκa∆t)2 0 0 0 ... 0

0 0 0 0 0 0 0 0 (qκb∆t)2 0 0 ... 0

0 0 0 0 0 0 0 0 0 (qκc∆t)2 0 ... 0
0 0 0 0 0 0 0 0 0 0 0 ... 0
...

...
...

...
...

...
...

...
...

...
... ...

...
0 0 0 0 0 0 0 0 0 0 0 ... 0


(3.13)

Sequential update

Following the prediction step, update steps are performed for each measurement. The

update step proceeds as follows for each observation. First, compute the design vector
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for each measurement. The design vector is one of the following vectors.

hp1 =
[
−(xs1−x̂)

ρ̂

−(ys1−ŷ)

ρ̂

−(zs1−ẑ)
ρ̂

1 0 0 0 0 0 0 0... 0
]

...

hpn =
[
−(xsn−x̂)

ρ̂
−(ysn−ŷ)

ρ̂
−(zsn−ẑ)

ρ̂
1 0 0 0 0 0 0 0... 0

]
hua =

[
−κa(xu−x̂)

ρ̂ua

−κa(yu−ŷ)
ρ̂ua

−κa(zu−ẑ)
ρ̂ua

0 1 0 0 ρ̂ua 0 0 0... 0
]

hub
=
[
−κb(xu−x̂)

ρ̂ub

−κb(yu−ŷ)
ρ̂ub

−κb(zu−ẑ)
ρ̂ub

0 0 1 0 0 ρ̂ub 0 0... 0
]

huc =
[
−κc(xu−x̂)

ρ̂uc

−κc(yu−ŷ)
ρ̂uc

−κc(zu−ẑ)
ρ̂uc

0 0 0 1 0 0 ρ̂uc 0... 0
]

hΦ1 =
[
−(xs1−x̂)

ρ̂1

−(ys1−ŷ)

ρ̂1

−(zs1−ẑ)
ρ̂1

1 0 0 0 0 0 0 1 0...0
]

...

hΦn =
[
−(xsn−x̂)

ρ̂n

−(ysn−ŷ)
ρ̂n

−(zsn−ẑ)
ρ̂n

1 0 0 0 0 0 0 0... 1
]

(3.14)

where hp is a design vector for a single-difference GPS pseudorange measurement, hua ,

hub
, and huc are design vectors for UWB range pairs a, b, and c, and hΦ1 and hΦn

are the first and nth single-difference GPS carrier-phase measurements. The next step

is to form the innovation corresponding to this measurement based on the predicted

measurement.

vi = li − l̂i (3.15)

where li is the measured value and l̂i is the estimated measurement. Next, the Kalman

gain vector is computed.

ki = P−ki
hT

i

(
1

hiP
−
k1

hT
i + σ2

i

)
(3.16)

where ki is the Kalman gain vector, P−ki
is the pre-update covariance matrix of the

states at epoch k for measurement i, hi is the design vector for the ith measurement,

and σ2
i is the variance of the measurement. The error state vector is computed next.

The error state vector is not propagated. Instead, the unknown parameters are always

updated with each update step. This means that the pre-update error state vector is



92

always zero.

δ̂
−
xki

= 0

δ̂
+

xki
= kivi

x̂+
ki

= x̂−ki
+ δ̂

+

xki

(3.17)

The covariance matrix of the states is then updated using the following equation.

P+
ki

= [I− kihi]P
−
ki

(3.18)

Inequality constraints

Since the range of the UWB bias is known based on the quality of the oscillators

used (IEEE802-15.4a, 2007) (e.g. for 20 ppm, the worst case bias is 1.23 m), and the

range of the UWB scale factor error is well known from line-of-sight testing, inequality

constraints are used in the filter. After each measurement update, the UWB bias

and scale factor values are checked to determine if the minimum or maximum value is

exceeded. If a boundary has been crossed, a pseudo-measurement update is performed

to force the solution to the known range of values. This method of applying inequality

constraints to an extended Kalman filter adds a minimal amount of information to the

filter to achieve the constraint (Richards, 1995).

The application of inequality constraints to an UWB range bias is examined in the

following. If the maximum value is exceeded, a pseudo-measurement at the minimum

value is used to update the filter. The measurement innovation, vβ, the measurement

variance for this pseudo-measurement, σ2
β, and the corresponding design vector, hβa

(range pair a for example), are given by:

vβ = βmin − β̂

σ2
β = P+

kβa

βmax−βmin

β̂−βmax

hβa =
[

0 0 0 0 1 0 0 0 0 0 0...0
] (3.19)
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where β̂ is the value of the bias after an update step (which now exceeds the maximum

bias value), βmin is the minimum value and also the value of the pseudo-measurement,

P+
kβa

is the element of the state covariance matrix corresponding to the state which has

exceeded the maximum, and βmax is the maximum value. If the minimum value is ex-

ceeded, a pseudo-measurement at the maximum value is used to update the filter. The

innovation, measurement variance for the pseudo-measurement and its design vector

in this case are given by:

vβ = βmax − β̂

σ2
β = P+

kβa

βmax−βmin

βmin−β̂

hβa =
[

0 0 0 0 1 0 0 0 0 0 0...0
] (3.20)

where β̂ is the value of the bias after an update step (which now exceeds the minimum

bias value) and βmax is the value of the pseudo-measurement.

The application of inequality constraints to an UWB range scale factor is examined

in the following. If the maximum value is exceeded, a pseudo-measurement at the

minimum value is used to update the filter. The measurement innovation, vκ, the

measurement variance for this pseudo-measurement, σ2
κ, and the corresponding design

vector, hκa (range pair a for example), are given by:

vκ = κmin − κ̂

σ2
κ = P+

kκa

κmax−κmin

κ̂−κmax

hκa =
[

0 0 0 0 0 0 0 1 0 0 0...0
] (3.21)

where κ̂ is the value of the scale factor after an update step (which now exceeds the

maximum value value), κmin is the minimum value and also the value of the pseudo-

measurement, P+
kκa

is the element of the state variance covariance corresponding to

the state which has exceeded the maximum, and κmax is the maximum value. If the

minimum value is exceeded, a pseudo-measurement at the maximum value is used to
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update the filter. The innovation, measurement variance for the pseudo-measurement

and its design vector in this case are given by:

vκ = κmax − κ̂

σ2
κ = P+

kκa

κmax−κmin

κmin−κ̂

hκa =
[

0 0 0 0 0 0 0 1 0 0 0...0
] (3.22)

where κ̂ is the value of the scale factor after an update step (which now exceeds the

minimum bias value) and κmax is the value of the pseudo-measurement.

The application of inequality constraints using this method causes the state to be

adjusted to the extrema value; however, all the unknowns are adjusted. In some

cases, another state can exceed its inequality constraint and thus some iteration of the

application of the constraints can occur in the filter.

The explanation of the filter is now complete given the assumption that there are no

measurement blunders. The next section will discuss the detection and exclusion of

outliers.

3.5 Reliability

In estimation, the uncertainty in the measurements is described by the stochastic

model. The stochastic model describes noise in the measurements as random processes

with normal distributions. For a radio-frequency based time delay estimate the variance

of the measurement noise is a function of the received signal-to-noise ratio and the

bandwidth of the system (Kay, 1993). Interference due to multipath also distorts the

measurement and to a certain extent this is dealt with by increasing the measurement

variance used in the estimation filter. Gross measurement outliers (i.e. blunders)

are not described by the stochastic model. The relationship between the unknown
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estimated parameters and the measurements is described by the functional mathematic

model used by the estimation filter. This model also has no way to account for outliers.

The impact of an outlier in the estimation filter invalidates the assumption that the

measurements are unbiased. This is reflected by inaccuracy in the solution. In other

words, an undetected fault has a very negative impact on accuracy. Statistical testing

is used to try to identify and exclude measurement blunders in the estimation process.

Reliability refers to the ability to detect measurement faults. Statistical reliability

quantifies the ability to identify blunders. It is subdivided into internal and external

reliability (Baarda, 1968). Internal reliability refers to the ability to detect a blunder by

statistical testing. This is also called local testing of the measurements. The minimum

blunder that can be detected is referred to as the marginally detectable blunder or

the minimum detectable bias (MDB). External reliability quantifies the impact of an

undetected blunder on the estimated parameters. In other words, external reliability

assesses the impact of the MDB on the solution.

Internal reliability can be implemented in an epoch-by-epoch sense using least squares

(Leick, 2004) or by testing of the innovations (predicted residuals) in Kalman filtering

(Teunissen and Salzmann, 1989). For most GPS applications testing of the innovations

is more robust because the Kalman filter utilizes a dynamic model. It can also be

implemented such that uncorrelated measurements can be used in estimation one at a

time. This is not possible using epoch-by-epoch least squares because the least squares

normal matrix is not invertible when there are fewer observations than parameters.

Petovello et al. (2003) compared sequential and simultaneous Kalman filter update

approaches for statistically independent sets of observations. Double-difference pseu-

dorange, double-difference Doppler, and double-difference carrier-phase measurements

comprised the three sets evaluated in the study. Note that a set of observations was

used in a sequential update (not individual measurements). The order in which the sets
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of observations were used in the update step was evaluated. The sequential method

was shown to be much more computationally efficient than the simultaneous method.

This is well known and a major advantage for real time systems. Petovello et al. (2003)

also showed that there is very little difference in the two methods in terms of ability

to detect blunders.

Brodie (2001) shows that by adding pseudorange measurements sequentially as updates

to a discrete-time extended Kalman filter and by using the knowledge that measure-

ments of high elevation satellites are less likely to be blunders there is an improvement

in the ability to detect blunders overall.

3.5.1 Innovation testing

Assuming no errors in the dynamic model for the filter and that no blunders have

already affected the solution, the following local testing of the innovations is valid.

The variance of the innovation, σ2
vi

, in the case of sequential processing (assuming

uncorrelated measurement noise) is given by:

σ2
vi

= hiP
−
k hTi + σ2

i (3.23)

where σ2
i is the measurement variance and hiP

−
k hTi is the predicted variance of the

parameters mapped into the observation domain.

A measurement innovation is considered bias free by the null hypothesis.

vi

∣∣∣
H0

∼ N (0, σ2
vi

) (3.24)

Otherwise, the alternative hypothesis states that a bias, δv is present.

vi

∣∣∣
Ha
∼ N (δv, σ

2
vi

) (3.25)
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It is more convenient to apply a test to a normalized test statistic.

ti

∣∣∣
H0

∼ N (0, 1)

ti

∣∣∣
Ha
∼ N (δ0, 1)

(3.26)

where ti is given by:

ti =
vi√
σ2
vi

(3.27)

The null hypothesis is that a standardized innovation is normally distributed with zero

mean and variance of 1. This is rejected if ti < nα/2 or ti > n1−α/2, where α is the

significance level of the test and nα/2 and n1−α/2 are points such that

P (nα/2 < ti < n1−α/2) = 1 − α. This is illustrated by Figure 3.2. For example, the

three sigma test, P (−3σ < ti < 3σ) = 99.74%, considers an α value of 0.26%.
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Figure 3.2: The null hypothesis is that the standardized innovation is nor-
mally distributed

The innovation test occurs before the states are updated and if the null hypothesis is

rejected the measurement is simply not used to update the filter. Thus, there is no need

to recompute the solution or correct for the blunder. Note that by sequential testing

of the innovations, no assumptions have been made about the number of blunders at

each epoch.
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The problem with single-difference innovation testing

There is a problem with the ability to detect a blunder for the first measurement update

because the single-difference receiver clock offset is not filtered. The pseudorange

measurements are the first group of measurements used to update the filter. The high

process noise for the single-difference receiver clock offset state results in the variance

of the first innovation given by the following equation. 1

σ2
v0

= h0P−k h0
T + σ2

0

h0[3] = 1.0

Pk−[3][3] = 1000000.0

σ2
v0
≈ 1000000.0

(3.28)

This results in

t0 ≈
v0

1000.0
(3.29)

and t0 will be small and very likely it is not possible to detect a blunder for the first

update as it is used solely to observe the single-difference GPS receiver clock offset. It

is important that the first few updates do not contain blunders as the ability to detect

them is limited until the clock offset is observed.

To address this problem, a parallel least squares position solution utilizing only pseu-

dorange measurements is computed independently of the filtered solution. The least

squares estimation uses residual testing (Leick, 2004) to identify blunders. The filter

checks if the first pseudorange measurements were identified as blunders by the parallel

least squares solution and insures that a blunder free pseudorange is the first measure-

ment used on each update cycle. This first measurement observes the clock offset and

for subsequent measurements an appropriate estimated innovation standard deviation

is available for innovation testing.

1The process noise used for the GPS clock bias state for each prediction step is (1000m)2
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However, this method is fails if fewer than 4 satellites are available for the least squares

solution and for future work a more robust method is desirable.

The order of the sequential updates

Traditional methods of reliability testing for the identification of GPS measurement

outliers assume equal likelihood of occurrence amongst the set of observations. In fact,

there is a functional relationship between the likelihood of an outlier and the user to

satellite geometry in some situations. An ordered sequential measurement processing

strategy used by the estimation filter improves the ability to detect measurement out-

liers for these cases. Brodie (2001) demonstrates this for GPS positioning with an

extended Kalman filter that utilizes pseudorange measurements.

The principle sources of GPS measurement outliers are tracking errors caused by re-

flected signals. There are two cases in this regard shown in Figure 3.3. Often the

receiver tracks a line-of-sight signal combined with reflected signals. This is referred

to as multipath error. The error magnitude for the GPS pseudorange measurement

is a function of the correlator-based mitigation techniques used by the receiver (van

Dierendonck et al., 1992). Occasionally situations arise in which obstructions block the

direct satellite signals while strong specular reflections from other surfaces are tracked.

The tracking of echo-only signals leads to large measurement errors greater than the

maximum possible multipath error regardless of the type of correlator-based mitigation

techniques used by the receiver (MacGougan, 2008).
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Figure 3.3: Multipath and echo-only GPS signals

The urban canyon environment with large buildings having smooth glass and steel

surfaces is very problematic for GPS positioning and navigation because of measure-

ment blunders due to multipath and echo-only signals. It is intuitive from Figure 3.3

that the incidence of outliers is a function of elevation angle. High elevation satellites

are unlikely to suffer from much multipath tracking error and are also unlikely to be

tracked as an echo only signal. MacGougan (2008) performed extensive testing with
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three types of receivers in the downtown cores of two large cities. Pseudorange measure-

ment errors were analyzed as a function of elevation angle and the occurrence of gross

outliers decreased with higher elevation angles. While Brodie (2001) and MacGougan

(2008) only provide analysis of pseudorange measurements, the likelihood that there

is correlation between blunders and elevation angle for carrier-phase measurements is

high.

Given that it is difficult to identify blunders in the first measurements used to update

the filter and that the incidence of blunders increases as satellite elevation angle de-

creases, the updates in this filter implementation are ordered from highest to lowest

satellite elevation angle.

The pseudorange measurements are added first, followed by the UWB range measure-

ments, and lastly the carrier-phase measurements are used to update the filter.

3.6 Differencing the single-difference solution

In order to apply the LAMBDA method, double-difference ambiguities are required.

Though the LAMBDA method can be applied to any general integer least squares

problem, in GPS RTK applications, double differences must be used to insure that

the ambiguities are indeed integer. If single difference ambiguities and a receiver clock

offset are estimated simultaneously, it is impossible to fully separate the ambiguities

and the clock offset. This is the main reason for double differencing of observations, but

as shown below the same result can be obtained by differencing the ambiguity states.

To obtain double-difference ambiguities, the single-difference float filter solution (x̂sd)

is differenced using the following operation to obtain the double-difference solution
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(x̂dd).

x̂dd = Dx̂sd

D =



1 0 0 0 0 0 0 0 0 0 0 . . .

0 1 0 0 0 0 0 0 0 0 0 . . .

0 0 1 0 0 0 0 0 0 0 0 . . .

0 0 0 0 1 0 0 0 0 0 0 . . .

0 0 0 0 0 1 0 0 0 0 0 . . .

0 0 0 0 0 0 1 0 0 0 0 . . .

0 0 0 0 0 0 0 1 0 0 0 . . .

0 0 0 0 0 0 0 0 1 0 0 . . .

0 0 0 0 0 0 0 0 0 1 0 . . .

0 0 0 0 0 0 0 0 0 0 B



B =



−1 1 0 0 . . . 0

−1 0 1 0 . . . 0

−1 0 0 1 . . . 0
...

...
... 0 . . . 1 . . . 0

−1 0 0 0 . . . 1



(3.30)

This operation removes the single-difference GPS clock state and differences the am-

biguity states between a common ambiguity. The covariance matrix of the single-

difference solution (Psd = P+
k ) is transformed into the covariance matrix for the

double-difference solution (Pdd) by:

Pdd = DPsdDT (3.31)

The advantages of this method of differencing the single-difference solution include:
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• the ability to update the extended Kalman filter sequentially (uncorrelated mea-

surements);

• the ability to perform innovation testing using an ordered strategy from highest

to lowest elevation; satellites (i.e. with increasing likelihood of a blunder and

increasing ability to detect a blunder);

• simple implementation with much less housekeeping in the C/C++ source code;

• and very computationally efficient.

The main disadvantage of this approach is that the uncertainty in the single-difference

GPS receiver clock offset affects the ability to detect measurement blunders until the

clock offset is observed. This is an area for improvement in the method as discussed

in Section 3.5.1.

3.7 Ambiguity resolution

Real-time kinematic positioning with GPS utilizes double-differenced carrier-phase ob-

servations and solving the associated unknown integer valued carrier-phase ambiguities.

This is well described in GPS texts such as Misra and Enge (2004) and is only briefly

introduced herein.

After the double-difference float solution is computed, the goal is to find the best set

of integer ambiguity values. The optimal choice is the set of integer ambiguities which

minimizes the norm of the difference between the float and integer ambiguities scaled

by the covariance matrix of the float ambiguties.

χ2
min = min

ǎεZ
(
(â− ǎ)TQ−1

â (â− ǎ)
)

(3.32)
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where χ2
min is the smallest quadratic sum-of-squares, â is the vector of float ambiguities,

ǎ is the vector of integer ambiguities, and Qâ is the covariance matrix of the float

double-difference ambiguities (a block submatrix of Pdd). This method is referred

to as integer least squares search. A search is required because there is no explicit

mathematical method to resolve the optimal integer vector.

The LAMBDA method provides a very efficient method to resolve the integer least

squares solution (Teunissen (1993) and DeJonge and Tiberius (1996)). The method

involves decorrelation of the original set of ambiguities by means of a permissible

transformation (Z) which preserves the integer nature of the ambiguities and has a

determinant of one (i.e. volume of the search space is equivalent). The transformation

is given by:

ẑ = ZTâ

Qẑ = ZTQâZ
(3.33)

Following decorrelation, the search is performed in the transformed space (z-space) to

find the optimal integer vector. The LAMBDA method does not change the solution

but reduces the size of the search space. The minimum norm in z-space is given by:

χ2
min = min

žεZ
(
(ẑ− ž)TQ−1

ẑ (ẑ− ž)
)

(3.34)

3.7.1 Integer ambiguity validation

It is very important that integer ambiguities are validated before presenting a solution

conditioned on the integer values. An incorrect fixed integer solution can introduce

a decimetre to metre level position error. A common method to validate the integer

ambiguities uses a fixed threshold value ratio test. This method is often empirical and

ad-hoc based on testing experience. Verhagen (2004) discusses some of the different

ratio tests and problems associated with these methods. In addition to the ratio test,

it is important to compute the probability of correct fix (PCF). The PCF should be
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high (very close to 1.0) to deem to ambiguities valid for use in fixing. The PCF

cannot be computed easily for integer least squares; however, a useful lower bound is

available using the probability of correct fix using bootstrapping (after the LAMBDA

decorrelation step) Teunissen (1998). This research employs a practical and slightly

conservative approach to ambiguity validation using a fixed ratio test and a PCF test.

For more rigorous ambiguity validation consult Teunissen and Verhagen (2008).

The so-called F-ratio test is often used to validate integer ambiguity search procedures

(Counselman and Abbot, 1989). The ratio test indicates relative strength, in terms

of the closeness of the fixed solution to the float solution, of the best set of integer

ambiguities compared to the second best set obtained during the least squares search.

The ratio value is given by

F =
Ω + (â− ǎ1)TQ−1

â (â− ǎ1)

Ω + (â− ǎ0)TQ−1
â (â− ǎ0)

Ω = r̂TPddr̂

(3.35)

where r̂ is the vector of double-difference carrier-phase residuals (r̂ = ∇∆Φ−∇∆Φ̂), â1

is the second best set of integer ambiguities and â0 is the best set of integer ambiguities

(based on the minimum quadratic norm achieved).

The probability of correct fix for bootstrapping (Teunissen, 1998) is given by:

P (ǎB = a) =
n∏
i=1

(
2 Φ

(
1

2σâi|I

)
− 1

)
Φ(y) = 1

2
erfc

(
−y√

2

) (3.36)

where Φ(y) is an alternate form for the cumulative distribution function of the normal

distribution, âB is the vector of bootstrapped integer ambiguities, σâi|I is the variance

of the ith ambiguity obtained through a conditioning on the previous I = {1, ...(i− 1)}

sequentially rounded ambiguities.
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3.7.2 Computing the fixed solution

Once the set of integer ambiguities is deemed valid, the fixed solution and its covariance
matrix is computed by the following (DeJonge and Tiberius, 1996):

b̌ = b̂−Qb̂âQ
−1
â (â− ǎ)

Qb̌ = Qb̂ −Qb̂âQ
−1
â Qâb̂ + Qb̂âQ

−1
â QǎQ

−1
â Qâb̂

Qb̌
∗ ≈ Qb̂|ǎ = Qb̂ −Qb̂âQ

−1
â Qâb̂

x̂dd =
[

b̂
â

]
Pdd =

[
Qb̂ Qb̂â
Qâb̂ Qâ

] (3.37)

*Qb̂âQ−1
â QǎQ−1

â Qâb̂ is often neglected in practice (Teunissen, 1989b) because it is assumed that the
fixed ambiguities are perfectly known quantities

where b is the vector of non-ambiguity states of the double-difference state vector, a

is the vector of the double-difference ambiguity states, and Qb̂, Qb̂â, Qâb̂, and Qâ are

the associated sub-matrices of the double-difference covariance matrix.

3.7.3 Partial fixing

There is no requirement to fix the ambiguities, â, in the original ambiguity space

(a-space), compared to fixing the ambiguities, ẑ, in the transformed ambiguity space

(z-space). There is also no requirement to fix all ambiguities in either space. The

reason for partial fixing is that the PCF and ratio tests may not validate a fully fixed

solution but will validate a partially fixed solution. A simple method of partial fixing

is based on the bootstrapped probability of a correct fix in z-space.

The decorrelation step in LAMBDA results in an generally ordered (but not perfectly

ordered) covariance matrix from the most precise to the least precise. If Qẑ is given

by

Qz =


σ
z20

σz0σz1 ... σz0σzn

σz1σz0 σ2
z1

... σz1σzn

... ...
...

...
σzn−1σz0 ... ... σ2

zn−1

 (3.38)
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then σ2
zn−1

is generally (but not always) less than σ2
zn−2

and σ2
zn−2

is generally (but not

always) less then σ2
zn−3

and so on. This means that the z-space ambiguities are ordered

in such a fashion that bootstrapping from the nth ambiguity toward the 1st ambiguity

will usually result in the most partially fixed ambiguities with the largest PCF.

The procedure is straight forward. The probability of correct fix for bootstrapping

(Teunissen, 1998) the z-space ambiguities is given by:

P (žB = z) =

j,i=i−1∏
i=n

(
2 Φ

(
1

2σẑi|I

)
− 1

)
(3.39)

where ẑB is the vector of bootstrapped integer ambiguities, σẑi|I is the variance of the

ith ambiguity obtained through a conditioning on the previous I = {n, n − 1, . . . , j}

sequentially rounded ambiguities. The PCF is calculated from the nth to the jth ambi-

guities and when the threshold PCF is exceeded, the set of partially fixed ambiguities

is known. The integer search is performed and if the ratio test passes, the solution is

conditioned based on the subset of fixed ambiguities in z-space. If the ratio test fails,

the set is reduced by one ambiguity and the process is repeated.

Equation 3.37 can be transformed easily such that it pertains to the z-space ambigu-

ities and žs contains the set of fixed ambiguities and b̌z includes the ambiguities which

are not to be fixed (žnf ).

b̌z = b̂z −Qb̂zẑs
Q−1

ẑs
(ẑs − žs)

Qb̌z
≈ Qb̂z|žs

= Qb̂z
−Qb̂zẑs

Q−1
ẑs

Qẑsb̂z

x̂dd =
[

b̂
â

]
=
[

b̂
ZTâ

]
=
[

b̂
ẑ

]
ẑ =

[
ẑnf
ẑs

]
b̂z =

[
b̂

ẑnf

]
x̂dd =

[
b̂z
ẑs

]
Pdd =

[
Qb̂ Qb̂â
Qâb̂ Qâ

]
=
[

Qb̂ Qb̂âZ

ZTQâb̂ ZTQâZ

]
=
[

Qb̂ Qb̂ẑ
Qẑb̂ Qẑ

]
=
[

Qb̂z
Qb̂zẑs

Qẑsb̂z
Qẑs

]
(3.40)



109

3.7.4 When and how to fix ambiguities

Using the methods described herein, the decision to fully fix ambiguities or partially fix

ambiguities depends on the research topic in question. The filter is set up to perform

the ambiguity resolution on an epoch-by-epoch basis. It can also propagate previously

determined (at an earlier epoch) fixed ambiguities and ignore the results of the epoch-

by-epoch output. In the results chapters to follow, the specific methods used will be

stated explicitly.

3.8 Testing overview

The following chapters use the apparatus and the estimation method described in this

chapter. Chapter 4 provides the results of static and kinematic testing in a degraded

GPS signal environment created artificially by excluding GPS satellites from the solu-

tion using elevation masking. The bias and scale factor values are first calibrated by

post-processing and the improvement in RTK using tight-coupling of GPS and UWB

is analyzed. The ability to estimate the bias and scale factor values in the filter is

then examined. Chapter 5 then assesses the feasibility of the tight-coupled approach

of combining GPS and UWB measurements for RTK surveying in a realistic urban

canyon environment.
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Chapter 4

Tightly-coupled GPS/UWB testing

This chapter presents results for static and kinematic testing using an artificially high

satellite elevation mask to create a challenging GPS environment. This allows the

GPS-only RTK solution obtained with a nominal elevation mask of 13o to be used as

a benchmark for comparison. The initial testing results are obtained only with the

MSSI UWB radios as there were difficulties obtaining more than one range pair from

the TDC UWB radios. This was resolved for the testing presented in the next chapter

where a more realistic challenging GPS environment was used.

4.1 Static testing

Trimble R8 GPS and MSSI UWB range data was collected at a static point at the

University of Calgary as shown in Figure 4.1. The static point was surrounded by

three UWB reference ranging transceivers that were set up at pre-established surveyed

positions. The GPS base station was located approximately 140 m away on the roof

of the engineering building. This test assesses the performance of RTK using GPS

only and combined GPS with UWB ranges for four minutes using a 13o elevation mask

angle. The UWB bias and scale factor errors were pre-determined by post-processing

and were not estimated by the filter in this case.
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Figure 4.1: Static GPS+UWB RTK test site photo

4.1.1 Results with 13 degree elevation mask

The number of available GPS satellites and UWB range measurements are shown

in Figure 4.2 along with the resulting horizontal dilution of precision (HDOP) and

vertical dilution of precision (VDOP) values using GPS-only and GPS+UWB. The

UWB reference stations and the test station are on a horizontal plane and thus the

HDOP was improved directly by the additional observations. VDOP also improves

since less of the GPS observation set is required to estimate the horizontal position

and can thus contribute more to the vertical solution.
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Figure 4.2: Static test: number of observations and DOP (13o mask)
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The float solution position errors are shown in Figure 4.3. The GPS-only solution has

errors close to half a metre. The GPS+UWB solution has sub-decimetre level accuracy

in this case because the UWB bias and scale factor errors are well calibrated.

Figure 4.3: Static test: float solution (13o mask)

The difference between the float solution double-differenced carrier phase ambiguity

estimates and the known fixed double-differenced ambiguity values are shown in Figure

4.4. There is clearly improvement in the ambiguity convergence time with the inclusion

of the UWB ranges. This is clearly shown in the figure with difference values closer to

zero in general for the GPS+UWB solution compared to the GPS-only solution.
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Figure 4.4: Static test: float ambiguity estimates (13o mask)
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The LAMBDA method was applied to the float solution at every epoch (i.e. epoch by

epoch ambiguity fixing) by first double differencing the estimated single-difference float

ambiguities. This approach is identical to double differencing the observations as any

residual clock effect on the single-difference ambiguities is canceled in the differencing

process. With such a short baseline, and good DOP, both the GPS and GPS+UWB

solutions are able to fix ambiguities correctly. The resulting fixed solution position

errors are shown in Figure 4.5. The accuracy obtained after fixing correctly is identical

and driven by the precision of the carrier phase measurement. The GPS+UWB solution

fixed ambiguities correctly on the first epoch. The GPS only solution required 12 s to

fix correctly.

The F-ratio test (given in Equation 3.35) was often used to validate integer ambi-

guities with a critical value of 2.0 (e.g. Euler and Landau (1996)). The ratio values

computed at each epoch for the GPS only and GPS+UWB solutions are shown in Fig-

ure 4.5. The ratio values achieved for the GPS-only and the GPS+UWB solutions

both provide strong confidence in the ambiguity set found compared to the second best

set. The GPS+UWB ratio values are much larger than those of the GPS only solution

and, therefore, the relative confidence is much higher.
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Figure 4.5: Static test: fixed solution (13o mask)
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The probability of correct fix was determined on an epoch by epoch basis using Equa-

tion 3.36 and is shown in Figure 4.6. The tightly-coupled solution reaches a high

probability value very quickly (i.e. within 20 s) whereas it takes more than two min-

utes for the GPS-only solution to achieve the same confidence. The initial sawtooth

behaviour of the GPS-only PCF values is due to changes in the LAMBDA Z trans-

formation (which changes the set of z-space ambiguities used in calculating the boot-

strapped PCF value). This behaviour was expected and has been previously described

by O’Keefe et al. (2007).

Figure 4.6: Static test: fixed solution probability of correct fix (13o mask)
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4.1.2 Results with a 40 degree elevation mask

The static data was reprocessed using a 40o elevation mask to simulate RTK operation

in an urban canyon or perhaps a deep open pit mine. The number of satellites available

and the number of UWB range measurements available are shown in Figure 4.7. Only

4 satellites are available and thus the GPS only solution has no redundancy. The

resulting DOP values are also shown in Figure 4.7. The GPS only solution has very

poor DOP values whereas the GPS+UWB solution still has reasonable HDOP while

VDOP is somewhat poor.
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Figure 4.7: Static test: number of observations and DOP (40o mask)
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The float solution position errors are shown in Figure 4.8. The GPS+UWB horizontal

position still has sub-decimetre accuracy. It takes nearly a minute for the GPS only

solution to converge to sub-metre level accuracy.

The differences between the float solution double differenced carrier phase ambiguity

estimates and the known fixed double differenced ambiguity values are shown in Figure

4.9. The double difference ambiguities all converge to within half a cycle of the true

values for the GPS+UWB solution. The GPS only ambiguities are off by 1 to 2 cycles

after 4 minutes.

Figure 4.8: Static test: float solution (40o mask)
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Figure 4.9: Static test: float ambiguities (40o mask)

The LAMBDA method was applied to the float solution at every epoch (i.e. epoch

by epoch ambiguity fixing). The resulting fixed solution position errors are shown

in Figure 4.10. The GPS+UWB solution fixes correctly after 12 s. The GPS only

solution rarely fixes correctly during the test. It should be noted that in the GPS only

case, the fixed solution is displayed even though it fails the validation test. Throughout,

different incorrect ambiguity sets are selected as shown by the biased, but precise,

position solutions. The discontinuities in the solution correspond to changes in the

integer estimate.
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This is reflected by the ratio test values shown in Figure 4.10. The GPS+UWB

solution ratio values are well above 2.0 after 12 s whereas the GPS only solution fails

to reach suitable values to justify integer solution validity.
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Figure 4.10: Static test: fixed solution (40o mask)
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The probability of correct fix was again determined on an epoch by epoch basis using

Equation 3.36 and is shown in Figure 4.11. The tightly-coupled solution reaches a

high probability value (99%) after three minutes whereas the GPS-only solution does

not exceed a PCF of 35% after 4 minutes.

Figure 4.11: Static test: fixed solution probability of correct fix (40o mask)

Tables 4.1 and 4.2 provide a quantitative summary of the performance of the tightly-

coupled GPS+UWB solution compared to the GPS-only solution for the case given

the 40o elevation mask. The tables provide results for both the float solution and

the epoch-by-epoch fixed solution. The GPS-only fixed solution does not provide any
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improvement compared to the float solution because it fails to correctly determine the

integer ambiguities. The GPS+UWB fixed solution statistics are computed after the

solution has fixed correctly. In this case, the tightly coupled solution performs at the

level normally expected of commercial RTK systems in open sky conditions.

Table 4.1: Comparison of Horizontal Errors for the Static Test (40o Elevation
Mask)

Float Float Fixed Fixed
Solution Solution Solution Solution

GPS-Only GPS+UWB GPS-Only GPS+UWB
(m) (m) (m) (m)

Max 10.744 0.053 11.819 0.044
Mean 0.830 0.022 0.793 0.011
1σ 1.603 0.010 1.606 0.008
RMS 1.802 0.024 1.788 0.014

Table 4.2: Comparison of Vertical Errors for the Static Test (40o Elevation
Mask)

Float Float Fixed Fixed
Solution Solution Solution Solution

GPS-Only GPS+UWB GPS-Only GPS+UWB
(m) (m) (m) (m)

Max 0.778 2.353 0.637 0.072
Min -21.905 0.020 -23.900 -0.073
Mean -0.580 0.209 -0.686 -0.008
1σ 3.657 0.186 3.531 0.024
RMS 3.695 0.279 3.590 0.025
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4.2 Kinematic testing

The objective of kinematic testing is two-fold. Firstly, the ability to estimate UWB

bias and scale factor states on-the-fly is assessed. It is expected that the error levels are

sufficiently stable during a typical survey (while continuous power is maintained) to

result in decimetre level range accuracy after error compensation. The high positioning

accuracy of GPS RTK (e.g. 2 cm) under nominal conditions is used to facilitate the

estimation of the UWB bias and scale factor states. Once these states are well esti-

mated, the corrected UWB range measurements can enable and extend RTK accuracy

into conditions that are hostile to GPS alone. Thus, the second objective of dynamic

testing is to assess the performance of the combined system once the bias and scale

factor states are well estimated.

Three MSSI UWB reference stations, labeled 7, 8, and 9 in Figure 4.12, were set up,

in a similar configuration as the static test, within 200 m of a GPS reference station

located on the roof of the University of Calgary Engineering building. NovAtel OEM3

type GPS receivers were used for the reference station and the survey receiver.

In order to observe the UWB bias and scale factor states, a range of motion is required

with good quality GPS conditions. Once these states are sufficiently estimated, a survey

may proceed in degraded GPS signal conditions with the benefit of the corrected UWB

measurements.

The test consists of a pre-survey initialization walk followed by walking a circular route

on which there are three static test points which were pre-surveyed. This is illustrated

in Figures 4.13. For the test system, an elevation mask of 40o is applied when entering

the survey area.

To obtain a reference trajectory during the entire survey, GPS only results were ob-
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tained for the entire test without the 40o elevation mask. Fixed ambiguity GPS-only

RTK solutions were obtained using 7 satellites for the duration of the test. The refer-

ence test trajectory is shown in Figure 4.13.

Figure 4.12: The kinematic test
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Figure 4.13: The kinematic test trajectory

4.2.1 Assessing UWB ranging

The ranges measured by the UWB pairs can be compared to the RTK solutions ob-

tained using GPS only for the reference trajectory. This allows assessment of the actual

range errors as the RTK derived ranges are accurate to a few centimetres. Bias and

scale factor estimates are obtained using a best line fit of the UWB range errors versus

the GPS RTK derived range. This is shown for all three ranging pairs in Figure 4.14.

The figure shows the UWB range measurements and the RTK derived ranges for the

entire test.
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Figure 4.14: Kinematic test: UWB Ranging Errors. The top row of subplots
show the raw measured UWB range and the reference GPS RTK derived
range vs. time. At this scale, only data gaps and UWB range blunders
are apparent. The difference between the UWB range and the GPS RTK
derived range vs. time is shown in the second row of subplots. This is the
UWB ranging error. The bottom row of subplots shows the UWB ranging
error plotted as a function of the GPS RTK derived range. These plots
show the error characteristics of the UWB measurements as a function of
the best estimate of the true distance being measured. In each plot of the
bottom row, a line fit of the data obtained by post-processing is shown. Of
note: the bottom left subplot shows two distinct trend lines. It is possible
that the turn-around-time bias changed during the test due to warming of
the radios’ oscillators.
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Some interesting behaviour is observable in Figure 4.14. The UWB biases are not

constant and change over time. For UWB7, the range measurements for the first static

period (the first 8 minutes) are not consistent with the range measurements for the

second static period (from approximately 23:12 to 23:14) despite occupying the same

point. The apparent UWB bias changed by about 6 cm. The temperature during

testing varied from −5oC to −10oC and the radios were turned on just as the test

began. It is likely that the radios warmed up as the test proceeded and that the

onboard oscillators exhibit frequency bias as a function of temperature. There are also

clear multipath blunders especially for the range pair marked UWB9.

4.2.2 Tightly-coupled test results

Based on the results shown in the previous subsection, it should be possible to use the

filter described in Chapter 3 to estimate the bias and scale factor errors in addition to

the user position. In the following, results obtained using that filter are presented.

The number of double-difference ambiguities used in the GPS+UWB solution is shown

in Figure 4.15 along with the corresponding dilution of precision (DOP) values. The

epoch when the 40O elevation mask is applied is clearly evident in the VDOP and

PDOP plots. Note that the HDOP degrades only slightly because of good horizontal

observability due to the UWB measurements. The GPS-only solution (with the ele-

vation mask applied) lacks observability with only 3 satellites available and it cannot

maintain fixed ambiguities. In the following analysis, the GPS+UWB solution is com-

pared to the GPS-only RTK truth solution (obtained using a 13o elevation mask for

the duration of the test). There are no GPS-only results with a 40o elevation mask

angle because the solution is not usable due to the lack of observability.
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Figure 4.15: Kinematic test: GPS+UWB observations and DOP. The num-
ber of double difference ambiguities drops from 6 to 2 and there are large
jumps in the DOP values when the 40o elevation mask is applied.

The GPS+UWB solution was able to maintain fixed ambiguity solutions for the du-

ration of the test. The trajectory of the GPS+UWB solution closely matches that of

the RTK truth solution. The differences in the computed positions are most apparent

when examining the results for the static survey points. Both the GPS+UWB solution

and the RTK truth solution are shown in Figure 4.16 for these points. Statistics com-

paring the tightly-coupled GPS+UWB (40o elevation mask) solution to the GPS-Only

(13o elevation mask) solution are provided in Tables 4.3, 4.4, and 4.5. The ability
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to measure the static survey points corresponds reasonably well with the RTK truth

solutions, especially considering the 40o elevation mask. The horizontal GPS+UWB

solutions differ by less than 10 cm (maximum difference) from the GPS-Only (13o el-

evation mask) truth solution. The standard deviations of the solution differences are

between 2 and 4 times larger for the GPS+UWB only case. This makes sense given

the larger relative measurement variance of the UWB ranges compared to the GPS

carrier phase measurements. In this test there are only 3 GPS satellites available and

thus the UWB measurements have a strong influence on the position solution.
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Figure 4.16: Kinematic test: survey points 1, 2, and 3 (GPS+UWB 40o

elevation mask)
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Table 4.3: Kinematic test: survey point 1 statistics (GPS+UWB 40o eleva-

tion mask vs. GPS-Only 13o elevation mask)

Point1 mean min max σ RMS
σ

σGPS−Only

GPS-Only East Error (cm) 0.0 -0.3 0.8 0.3 0.3 1.0

GPS-Only North Error (cm) 0.0 -0.3 0.5 0.2 0.2 1.0

GPS-Only Up Error (cm) 0.0 -0.6 0.9 0.4 0.4 1.0

GPS+UWB East Error (cm) 1.8 -2.8 5.0 1.2 2.1 3.8

GPS+UWB North Error (cm) -0.9 -2.8 0.7 0.7 1.2 3.8

GPS+UWB Up Error (cm) -2.6 -5.6 1.0 1.3 2.9 3.4

Table 4.4: Kinematic test: survey point 2 statistics (GPS+UWB 40o eleva-

tion mask vs. GPS-Only 13o elevation mask)

Point2 mean min max σ RMS
σ

σGPS−Only

GPS-Only East Error (cm) 0.0 -0.5 0.8 0.5 0.5 1.0

GPS-Only North Error (cm) 0.0 -0.5 0.5 0.3 0.3 1.0

GPS-Only Up Error (cm) 0.0 -0.7 0.3 0.3 0.3 1.0

GPS+UWB East Error (cm) 6.2 -5.2 9.3 1.1 6.3 2.6

GPS+UWB North Error (cm) -3.3 -5.2 -1.9 0.7 3.4 2.2

GPS+UWB Up Error (cm) -6.7 -9.9 -3.3 1.4 6.8 5.3
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Table 4.5: Kinematic test: survey point 3 statistics (GPS+UWB 40o eleva-

tion mask vs. GPS-Only 13o elevation mask)

Point2 mean min max σ RMS
σ

σGPS−Only

GPS-Only East Error (cm) 0.0 -0.5 1.4 0.6 0.6 1.0

GPS-Only North Error (cm) 0.0 -0.5 0.6 0.2 0.2 1.0

GPS-Only Up Error (cm) 0.0 -0.9 1.4 0.6 0.6 1.0

GPS+UWB East Error (cm) 3.2 -3.1 6.6 1.1 3.4 2.9

GPS+UWB North Error (cm) -1.1 -3.1 0.5 0.6 1.2 1.9

GPS+UWB Up Error (cm) -2.7 -5.8 -0.6 1.2 2.9 1.9

The overall accuracy of the combined GPS+UWB solution is compared to the GPS only

reference solution by comparing the 3D baseline obtained each epoch. The GPS+UWB

system performs within 1 cm of the reference solution with the same GPS conditions

(i.e. prior to the application of the 40o elevation mask) with the exception of a few error

spikes due to the inclusion of some short delay UWB range blunders (all occurring close

to 23:09:00). This is shown in Figure 4.17. When the GPS conditions are degraded

using a 40o elevation mask and only 3 satellites are used, the performance of the system

is typically better than 5 cm and better than 10 cm most of the time.
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Figure 4.17: Kinematic test: baseline differences)

The filter estimated UWB bias values agree well with the post-processed line fit val-

ues. This is shown for UWB range pair UWB7 in Figure 4.18. Similar results were

obtained for the other two range pairs, UWB8 and UWB9. It is clear from the bottom

left subplot in Figure 4.18 that the UWB bias requires the pre-survey initialization

walk to estimate the UWB bias with sufficient estimated precision.

The estimate of the UWB scale factor value also agrees reasonably well with the post-

processed line fit values. This is shown in Figure 4.19.
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Analysis of the initial differences between the UWB bias and scale factor values and the

values determined for the post-processed line fit shows that the bias and scale factor

values cannot be observed distinctly prior to the initialization walk. The initial value

of the scale factor is seeded based on a typical value from line of sight testing. This

value differs from the post-processed line-fit by 1500 to 2000 ppm for UWB range pair

7. The difference is absorbed by the UWB bias estimate. The initial bias value is -0.13

m which corresponds to the 1500 to 2000 ppm difference at a distance of approximately

65 m. Hence, the bias and scale factor values cannot be observed distinctly without a

range of motion to separate the states.
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Figure 4.18: Kinematic test: UWB bias estimate. Convergence of the bias
estimate only occurs after the user begins to move. The estimate of the bias
converges after a sufficient range of motion is observed via the initialization
walk.
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Figure 4.19: Kinematic test: UWB scale factor estimate. Convergence of
the scale factor estimate only occurs after the user begins to move. The
estimate of the scale factor converges after a sufficient range of motion is
observed via the initialization walk.

Numerous UWB blunders were detected in testing as shown in Figure 4.20. For ex-

ample, the UWB9 range pair exhibited multiple blunders with errors ranging from a

few metres to tens of metres. The filter performed well in detecting most of these blun-
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ders and excluding them from the filter. However, as shown in the baseline difference

figure (Figure 4.17), a short delay multipath blunder went undetected and affected

the solution accuracy.
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Figure 4.20: Kinematic test: UWB ranges and blunders. The subplots
show the raw measured UWB range measurements (i.e. no corrections
applied) and the reference GPS RTK derived range values. UWB range
measurement blunders are clearly apparent in the plots. The blunders
rejected by the filter are shown in red.
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Comparing the raw range error with the range error corrected with the filter bias

and scale factor values assesses the ability of the filter to ’correct’ the UWB range

measurements. This is shown in Figure 4.21 and it is clear that the filter reduces the

UWB measurement error but that there is room for improvement. Allowing the UWB

transceivers warm-up time so that the temperature of their oscillators is stable should

improve bias stability. The use of temperature controlled or ovenized oscillators would

improve bias stability as well. The use a better pulse detection discriminator, such

as the constant fraction discriminator (Amann et al., 2001), rather than the simple

leading edge discriminator used by the UWB radios might decrease scale factor error

and improve performance.
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Figure 4.21: Kinematic test: Raw and corrected UWB range measurement
errors. These subplots show the difference between the raw UWB range
measurements and the reference GPS RTK derived ranges (i.e. UWB range
error estimates). They also show the difference between the corrected UWB
range measurements (using the estimated bias and scale factor estimates
output by the filter for each epoch) and the reference GPS RTK derived
ranges. The bias and scale factor corrections result in reduced UWB mea-
surement error levels but systematic effects are not fully removed.



144

4.3 Summary

This work demonstrated tightly-coupled GPS and UWB using signal masking in post-

processing. The degraded GPS environment was created artificially by simply excluding

GPS satellites from the solution using an elevation mask. The next step is to test the

method in a real-world environment. The next chapter assesses if the tightly-coupled

approach of combining GPS and UWB measurements is feasible for RTK surveying in

an urban canyon environment with realistic multipath and signal masking conditions.
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Chapter 5

Results of testing in a difficult urban environment

This chapter presents results for the tightly-coupled filter in a difficult urban canyon

environment. Bias and scale factor errors in the UWB measurements are estimated

in-run and used with GPS pseudorange and phase measurements to survey several

corner points of an eight story building. The tightly-coupled solution is compared to

the GPS-only, UWB-only, and loosely-coupled solutions and UWB range errors are

analyzed in detail for each of the static points surveyed. In the tests described in this

chapter, both the MSSI and TDC radios were used.

5.1 Description of the test

The test began with a static warm-up period in benign GPS signal conditions with 7 or

more satellites available to allow the filter to converge and the integer GPS ambiguities

to be resolved. A GPS base station was located less than 200 m away and 3 UWB

reference radios were set up on precisely surveyed locations. NovAtel OEM3 GPS

receivers were used.

A pre-survey initialization walk was performed with good GPS conditions to facilitate

the estimation of UWB bias and scale factor states. The test system was then walked to

four pre-surveyed test points located at the corners of a large glass and metal building

(ICT building, 8 stories) on the University of Calgary campus and to one test point

close to a large metal sign. The test was performed once for each set of UWB radios

(TDC and MSSI) resulting in two independent data sets. A photo of the test site is
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shown in Figure 5.1 and the trajectories for the tests are shown in Figure 5.2.

The UWB reference stations all have the same approximate height. Consequently,

height observability must be obtained via GPS. Thus, for the UWB-only solution,

a height constraint was employed for the duration of the test. For the GPS and

GPS+UWB solutions, a height constraint was employed when fewer than 4 GPS satel-

lites were available.

Figure 5.1: Photo of test area
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Figure 5.2: TDC test trajectory on left and MSSI test trajectory on right

5.2 Results

Each test began with a pre-survey initialization walk away from obstructions and with

excellent GPS and UWB availability. During both initialization walks, an UWB aug-

mented fixed RTK solution was obtained. This allowed for estimation of the UWB

error states similar to the results shown in the previous chapter. However, once the

user approached the building, phase lock was generally lost and further fixed solutions

could not be obtained. Additionally, significant multipath effects corrupted both the
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GPS pseudorange and the UWB ranges. The position results, range errors and abil-

ity to detect and remove blunders for each filter and each test are discussed in the

following.

5.2.1 Test results using the Time Domain Radios

For the test using the TDC radios, the GPS-only solution, the UWB-only solution,

and the tightly-coupled GPS+UWB solution are shown in Figures 5.3, 5.4 and 5.5

respectively. Periods of static data, as determined using the level sensor, are shown

in green. The corresponding number of observations used in the solution is shown

beside the plan view of the positioning results. A loosely-coupled solution obtained

by combining the GPS-only solution and the UWB-only solution using weighted least-

squares is shown in Figure 5.6.

The GPS-only solution suffers from signal masking close to the building corners such

that the solution has only 2 satellites for points 1 and 2 and 1 satellite for point 3. The

GPS-only solution thus relies on filter propagation of the position as it is not directly

observable (3 unknowns, horizontal position, GPS receiver clock offset and only 1 or

2 observations in this case). The filter also has no ability to detect measurement

errors as it cannot maintain an accurate solution and there is insufficient measurement

redundancy for these points. Redundancy is defined on an epoch by epoch basis as the

number of observations minus the number of unknowns.

The UWB-only solution estimates 3 of the 5 test points with sub-metre to one metre

accuracy despite exhibiting periods in which measurement blunders cause the solution

to jump considerably. It may appear that only 1 or 2 UWB ranges are used at the

5 Hz filter update rate. This is because the TDC radios do not make measurements

simultaneously at the filter update rate. This does not mean that only one or two
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stations are ranging. To show how many stations are ranging, the number of UWB

observations used was resampled by accumulating separate ranging observations at 1

Hz. The UWB-only solution has sufficient observability but redundancy is only 1 at

best (2 unknowns and up to 3 observations). This means the filter has limited ability

to detect and remove UWB range outliers.

The tightly-coupled GPS+UWB solution exhibits few jumps in position and manages

to maintain sub-metre level accuracy throughout the test. The loosely-coupled solution

and the tightly-coupled solution perform better than either stand-alone solution as one

expects; however, the loosely-coupled solution exhibits more jumps in position and

poorer accuracy because it does not have the ability of the tightly-coupled solution to

remove measurement outliers using innovation testing.

It is interesting and useful that the filter is able to continue to use the carrier phase

measurements in the tightly-coupled solution compared to the GPS-only solution. The

filter is able to maintain solution accuracy such that these measurements are not re-

jected by innovation testing.

The test with the TDC radios is pessimistic in the sense that there are very few GPS

measurements and few UWB measurements each epoch. The GPS-only and UWB-

only solutions have little if any ability to detect measurement blunders using innovation

testing. The GPS-only and the UWB-only filter solutions cannot maintain the accuracy

needed to identify blunders and there is insufficient measurement redundancy to detect

the blunders in an epoch-by-epoch sense. The tightly-coupled solution achieves some

redundancy as it is able to maintain three or more measurements (UWB ranges and

GPS pseudoranges) for most of the test. The filter uses a height constraint when an

insufficient number of observations are available. This occurs for points 1, 2, 3, and

part of point 4. In fact, there are generally five combined observations available and

one or more GPS pseudorange or UWB range is rejected every epoch.
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To better understand how the UWB measurements are used by both the UWB-only and

the GPS+UWB solutions, the UWB range measurements obtained during the test are

plotted in Figure 5.7 and Figure 5.8 for the UWB-only solution and the GPS+UWB

solution respectively. The measurements flagged as outliers using innovation testing are

shown in red. The true range which is known from the surveyed points is also plotted.

There are subtle differences in the TDC ranges rejected between the UWB-only solution

and the GPS+UWB solution. Upon close examination, there are a number of clear

outliers that are used in the UWB-only solution but not in the combined solution.

See the first part of the occupation of point 1 for range pair 1 as an example. The

combined solution also rejects all the UWB measurements for point 5 and most of

the UWB measurements afterward. The combined solution relies mostly on the GPS

observations to navigate to point 5 and thereafter.

For range pair 2 at point 1, it is interesting that the TDC UWB ranges observed are

consistently less than the true range. There are also a number of outliers that are less

than the true range at other points. Multipath can only cause the measured range to

be shorter than the line-of-sight signal if it is 180o out of phase with the line-of-sight

signal and the range distortion is limited to less than half of the pulse width. For the

TDC radios, the measured range can only be 3-5 cm shorter than the true range. The

outliers observed are metre level. It may be that the radio is falsely detecting pulses

emitted by the other ranging radios.
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Figure 5.3: GPS-only results of test with TDC radios

Figure 5.4: UWB-only results of test with TDC radios
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Figure 5.5: GPS+UWB results of test with TDC radios

Figure 5.6: Loosely coupled solution using the TDC radios
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Figure 5.7: UWB ranges and rejected measurements for the TDC UW-
B-Only solution
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Figure 5.8: UWB ranges and rejected measurements for the TDC
GPS+UWB solution
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The UWB range errors for each range pair were calculated at all of the static points.

Histograms of the raw UWB range errors, the range errors after applying the bias and

scale factor corrections determined by the GPS+UWB solution, and the range errors

without corrections used by the UWB-only solution are shown in Figures 5.9, 5.10,

and 5.11 for range pairs 1, 2, and 3 respectively. The portion of each bin for which

the UWB ranges were rejected by the solution is indicated in red. If a bin is totally

shown in red, all of the data in that bin was rejected by the filter.

It is difficult to observe any difference in the ability to detect and reject UWB range

blunders based on the histogram for the GPS+UWB solution and the UWB-only so-

lution. There are a few occurrences when good measurements are rejected by the

tightly-coupled filter. The application of the bias and scale factor corrections results in

a slightly more centralized distribution of the errors. This means the in-run estimation

of the bias and scale factor errors is succeeding but may only be shifting the UWB

range errors a small amount (e.g. 10 cm). A total of 56%, 83% and 85% of the range

errors are contained within 0.5 m for range pairs 1, 2, and 3 respectively. A total of

84%, 85% and 99% of the range errors are contained within 1.0 m for range pairs 1, 2,

and 3 respectively. This means that 15% of the UWB range measurements are outliers

for range pairs 1 and 2. Again, it is also interesting that a large portion of the range

errors are less than -1 m.

The distributions shown in Figures 5.9, 5.10, and 5.11 represent the delay spread

for the UWB channel for range pairs 1, 2, and 3 respectively. However, given that

the width of the pulse used by the TDC radios is 0.23 ns (approximately 7 cm) it

is not possible to observe a distribution comprised of the line-of-sight and short delay

multipath when using 10 cm bins. The 10 cm bin size was selected to provide a common

bin size for comparison with the MSSI results (to follow). Following the next three

figures, additional histograms with a finer bin size are discussed.
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Figure 5.9: UWB range error histogram for range pair 1 (10 cm bin size)
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Figure 5.10: UWB range error histogram for range pair 2 (10 cm bin size)
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Figure 5.11: UWB range error histogram for range pair 3 (10 cm bin size)
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The histograms were computed again for the TDC results using a 2 cm bin size and

these are shown in Figures 5.12, 5.13, and 5.14 for range pairs 1, 2, and 3 respectively.

The impact of the bias and scale factor corrections is more apparent in these figures.

Even with the corrections, the distributions for range pair 1 and 2 are biased by 5 to

8 cm. The bias and scale factor corrections improve the apparent UWB range errors

but the extent of this is limited and this limits the accuracy attainable.

Figure 5.12: UWB range error histogram for range pair 1 (2 cm bin size)
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Figure 5.13: UWB range error histogram for range pair 2 (2 cm bin size)
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Figure 5.14: UWB range error histogram for range pair 3 (2 cm bin size)

5.2.2 Test results using the Multispectral Solutions Radios

The results using the MSSI radios for the GPS-only solution, the UWB-only solution,

and the tightly-coupled GPS+UWB solution are shown in Figures 5.15, 5.16, and

5.17. The corresponding loosely-coupled solution is shown in Figure 5.18.

The GPS-only solution has 4 or more satellites for most of the test. This means the
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filter is able to compute a solution at each epoch with some measurement redundancy.

The filter is not able to maintain the integer carrier phase ambiguity estimates because

of periodic loss of phase-lock for most of the satellite observations. This means the filter

relies on the pseudorange measurements which are much more affected by multipath

especially while close to strong specular reflection surfaces. Sub-metre accuracy cannot

be achieved in this case. This is discussed further in the section concerning GPS

measurement errors.

The UWB-only solution achieves sub-metre accuracy for 4 of the 5 test points. The

inclusion of UWB range outliers clearly affects the solution for point 4 and for the

solution obtained after moving away from the building from point 5. There are three

UWB range measurements available for use at almost all epochs. The filter is often

only using two of the three available as one is typically rejected by innovation testing.

The tightly-coupled GPS+UWB solution maintains sub-metre accuracy for all 5 test

points. Redundancy is very good as there are often seven or more observations used

in the filter. In fact, the solution is without a height constraint for most of the test

and thus a 3D position solution is available. The measurement redundancy obtained

using tight-coupling for estimation allows detection of UWB and GPS measurement

blunders. Loose-coupling of the GPS-only and UWB-only solutions does not have this

benefit and thus the tightly-coupled solution clearly outperforms the loosely-coupled

solution as evident in the figures. The loosely-coupled solution does not perform as

well as the UWB-only solution in this case.
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Figure 5.15: GPS-only results of test with MSSI radios

Figure 5.16: UWB-only results of test with MSSI radios
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Figure 5.17: GPS+UWB results of test with MSSI radios

Figure 5.18: Loosely coupled solution using the MSSI radios

The MSSI UWB range measurements obtained during the test are plotted in Figure

5.19 and Figure 5.20 for the UWB-only and the GPS+UWB solutions respectively.

The measurements flagged as outliers using innovation testing in the UWB-only and

the GPS+UWB solutions are shown in red. The true range which is known from the
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surveyed points is also plotted. There are obvious differences in the ranges rejected

between the UWB-only solution and the GPS+UWB solution. For example, the UWB-

only solution rejects range pair 2 for point 4 while using range pairs 1 and 3. This is

a case of rejecting a good observation and including bad observations in the solution.

Range pair 3 is exhibiting errors consistent with measuring reflected signals for points 4

and 5. The GPS+UWB solution performs very well by rejecting apparent measurement

blunders. This is clear when the line-of-sight is obstructed (e.g. metal sign between

user and south UWB reference station, for range pair 3 at points 4 and 5) and a

significant number of non line-of-sight measurements are identified and rejected.
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Figure 5.19: MSSI UWB-Only solution UWB ranges and rejected measure-
ments for the MSSI UWB-Only solution
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Figure 5.20: UWB ranges and rejected measurements for the MSSI
GPS+UWB solution

The UWB range errors for each range pair were calculated at all of the static points.
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Histograms of the raw UWB range errors, the range errors after applying the bias and

scale factor corrections determined by the GPS+UWB solution, and the range errors

without corrections used by the UWB-only solution are shown in Figures 5.21, 5.22,

and 5.23 for range pairs 1, 2, and 3 respectively. The portion of each bin for which

the UWB ranges were rejected by the solution is indicated in red. If a bin is totally

shown in red, all of the data in that bin was rejected by the filter. It is difficult to

see the rejected portions of the bins for range pair 1 for the UWB-only solution but

there are small portions of the bins rejected in the bins that are more than the 1 m.

The other figures provide clear indications of the portions of each bin that are rejected.

The GPS+UWB solution performs well to detect and reject UWB range blunders. The

UWB-only solution fails to reject gross blunders and often rejects good measurements.

The application of the bias and scale factor corrections results in a more centralized

distribution of the errors. A total of 78% 44% and 74% of the range errors are contained

within 0.5 m for range pairs 1, 2, and 3 respectively. A total of 95% 61% and 75% of

the range errors are contained within 1.0 m for range pairs 1, 2, and 3 respectively. It

can be concluded from this that a large portion of the UWB range measurements can

be considered outliers.

The distributions of the UWB range errors for range pair 1 and range pair 2 are

interesting. They are bimodal distributions (with an additional tail from outliers)

that are likely comprised of line-of-sight measurements with short delay multipath

interference (within half a pulse width, i.e. 1.5 ns or 45 cm) and some short delay

reflection signals (i.e. no line-of-sight) that are not rejected by the filter.
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Figure 5.21: UWB range error histogram for range pair 1
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Figure 5.22: UWB range error histogram for range pair 2
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Figure 5.23: UWB range error histogram for range pair 3
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5.2.3 GPS Pseudorange Errors

The urban canyon environment with large buildings having smooth glass and steel

surfaces is problematic for GPS positioning in three ways. The first problem is a lack

of satellite observations and restricted geometry due to signal masking. Hence there is

need for augmentation with UWB ranges. The second problem is multipath induced

tracking error which affects the pseudorange measurements. Lastly, situations arise in

which buildings block the direct satellite signals while strong specular reflections due to

others buildings are tracked. The attenuated direct signal may still reach the antenna

but if the power of the reflected signal is greater, the receiver may track the echo-only

(i.e. reflected) signal. This situation leads to large measurement errors greater than the

maximum possible multipath error regardless of the type of correlator-based mitigation

technique used by the receiver (MacGougan, 2008).

The effect of GPS multipath is evident in the observations by differencing the pseudo-

range and carrier phase observations (both in units of metres). This is conventionally

called the code-minus-carrier metric. While the carrier phase of the signal is tracked

without loss of phase lock, the difference between the carrier phase and pseudorange

reflects the pseudorange measurement noise and multipath as well as a bias term which

includes twice the ionospheric delay (a very low frequency term) and the carrier phase

ambiguity. Given the pseudorange measurement model and carrier phase measurement

model, the code-minus-carrier is found to be

P = ρ+ dρ+ c(dT− dt) + I + T + εP

Φ = ρ+ dρ+ c(dT − dt)− I + T + εΦ + λN

P− Φ = 2I− λN + εP − εΦ

εΦ << εP

P− Φ ≈ (2I− λN) + εP

(5.1)

where P is the pseudorange measurement (m), ρ is the geometric range, dρ is satellite



173

orbital error, dT is the receiver clock offset, dt is the satellite clock offset, I is the

ionospheric delay, T is the tropospheric delay, εP is pseudorange noise and multipath,

Φ is the carrier phase measurement (m), λN is the carrier phase ambiguity (m), and

εΦ is carrier phase measurement noise.

The code-minus-carrier for PRN 22, which rises from an elevation angle of 29o to

38o during the MSSI test, is shown in Figure 5.24. The azimuth of this satellite

places it in the southwest corner of the sky and it is in a prime location for generating

GPS multipath given the satellite and building geometry. The line-of-sight path from

the satellite to the GPS antenna is not blocked and the building behind the GPS

antenna acts as a specular reflector. There are clearly multipath effects characterized

by oscillating pseudorange error as the multipath signal rotates in and out of phase

with the line-of-sight signal. The GPS+UWB filter uses innovation testing to reject

measurements and the rejected data is shown in red.
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Figure 5.24: Code-minus-carrier for PRN 22

PRN16, which drops from an elevation angle of 19o to 12o during the MSSI test, is

partially masked by trees and a nearby building. The code-minus-carrier for PRN 16

is shown in Figure 5.25. There are large (10-15 m) multipath error oscillations and

potentially echo-only signals tracked by the receiver. In the presence of such errors,

innovation testing of the GPS observations is essential. This is especially important

when the GPS carrier phase measurements are not usable and high accuracy is to be

maintained.
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Figure 5.25: Code-minus-carrier for PRN 16

5.3 Summary

This chapter demonstrated tight-coupling of GPS and UWB using two types of UWB

ranging technology in a difficult urban environment. The procedure used to perform

the survey was time consuming and not optimal. This is not a problem for research

applications but surveyors desire a tightly-coupled system that performs in real time

without the need for extensive training. The next chapter discusses a novel method
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to deploy the UWB equipment and perform a real-time survey using a tightly-coupled

GPS+UWB system.
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Chapter 6

System and method for tightly-coupled

GPS+UWB surveying

GPS real-time-kinematic surveying is very useful for surveying companies because of

the accuracy obtained using the technology without the need for highly skilled oper-

ators. The GPS+UWB integration described and tested in this thesis can be used to

extend the accuracy achievable using RTK to new environments without dramatically

increasing the level of skill required by the operators. A method of UWB reference

receiver deployment and a procedure for performing tightly-coupled surveying using

GPS and UWB is discussed in this chapter.

The combined apparatus for the UWB reference stations and the pole-mounted survey

system was introduced in Chapter 3. The goal of the apparatus is to allow the UWB

range measurements to translate to the phase center of the GPS antenna which is the

position estimated in the tightly-coupled filter. The overall survey method involves

three main tasks. The first task is the deployment of the UWB reference stations on

either known points or at locations which can be surveyed using GPS and are in a good

position to enable line-of-sight range measurements in the survey area. The second task

is the initialization walk which is necessary to enable the estimation of UWB bias and

scale factor states prior to the actual survey. The last task is the survey itself. It is

possible to perform the entire procedure using a single GPS receiver (in addition to

the GPS reference receiver for differential purposes).
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6.1 UWB radio mounts

The UWB radio mounts are designed so that the phase center of the UWB antenna is

aligned vertically above a threaded countersink (e.g. 5/8th inch) and below a threaded

mounting bolt (e.g. 5/8th inch). This allows the mount to be placed on top of a

standard surveying tribrach with a puck (with a threaded mounting bolt) or on a survey

range pole and allows a GPS antenna to be placed above the UWB radio antenna. The

mount used with the MSSI UWB radio is shown in Figure 6.1.

Figure 6.1: MSSI UWB radio mount
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6.1.1 Tilt sensor

The use of a tilt sensor (also called an inclinometer) allows the lever arm between the

GPS antenna and the UWB antenna to be monitored in real time. Electrolytic or

accelerometer based tilt sensors can be used for this purpose. Given that 2o of tilt only

corresponds to about 4 mm of ranging error for a 12 cm lever arm, this sensor need

not be high accuracy (i.e. a 2o precision instrument is sufficient). The sensor can be

mounted beside the UWB radio, on the range pole, or even on the GPS antenna.

6.2 Deployment of the UWB reference stations

The deployment of the UWB reference stations proceeds as follows. First and foremost,

the deployment of the reference stations should proceed after identifying the area to

be surveyed. It follows that the selection of the reference station locations depends on

obtaining: the best line of sight UWB range measurements (i.e. minimal obstructions),

and the best possible geometry for improving the solution (by trying to enclose a large

volume with the UWB reference stations to obtain the best DOP).

Generally, the UWB reference stations are deployed at similar heights. This means that

the UWB measurements do not contribute very much to the estimation of the height

parameter (i.e. do not improve VDOP) but they do significantly improve HDOP.

To obtain better VDOP and hence contribute more to the height solution, the UWB

reference stations can be placed with significant height differences.

6.2.1 Deployment over known points

For UWB reference stations that are to be placed over previously surveyed coordinates,

the UWB radio is set up (usually with a tripod and tribrach) using the UWB radio
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mount and the height to the base of the threaded bolt on the top of the mount is

recorded. The GPS antenna that will be used for the survey has a known phase center.

The distance from the bottom of the threaded countersink of the antenna to this phase

center is known. The virtual coordinates of the UWB reference station antenna are

entered as the coordinates of the known point plus the height already recorded plus

the GPS antenna phase center height. The UWB reference station antenna position is

considered a virtual position because it pertains to a virtual point above the phase cen-

ter of the actual UWB antenna. This concept is illustrated in Figure 6.2. An UWB

range measurement between this reference station and another UWB radio mounted

on an identical mount is equivalent to a range measurement between the virtual UWB

antenna position and the phase center of the GPS antenna on the survey system (pro-

vided both the reference station and the survey system are aligned to the local gravity

vector (i.e. plumb)).
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Figure 6.2: An UWB reference station over a known point

6.2.2 Deployment in the field using GPS

UWB reference stations can be deployed at unknown locations using a method that

gains from other UWB reference stations that have already been deployed. This method

only requires a single GPS survey antenna and receiver (in addition to the GPS system

used to provide differential GPS corrections). Once suitable locations are selected, the

UWB reference stations are set up (e.g. on tripods). The station with the best GPS
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satellite visibility conditions is surveyed first. The GPS antenna is mounted over the

first station’s UWB antenna and an RTK position is determined. If UWB reference

stations located on previously surveyed points are set up, the tightly-coupled RTK

solution is used. The range measurement obtained from the UWB reference station to

the reference station under survey is biased and in-run estimation of a bias and scale

factor error model is not practical. A simple error model based on calibration testing

of the radios could be applied but this is likely only a typical scale factor correction and

the bias used in the model would be set to zero. Thus, the measurement is used by the

estimation filter but with appropriate associated measurement variance. The solution

still benefits from the tight coupling of the UWB and GPS measurements. The virtual

position of the UWB reference station is then recorded as the position determined by

the RTK system (tightly-coupled or simply GPS-only RTK for the first point). The

estimated accuracy of the UWB reference station is also recorded. The GPS antenna

and system are then moved and the antenna is mounted over the next UWB reference

station with the second best GPS satellite visibility conditions. The UWB ranges

between the first UWB reference station and perhaps some previously surveyed UWB

reference stations are used with GPS measurements in a tightly coupled RTK solution

to establish the virtual position and estimated accuracy of the second virtual UWB

reference station. This concept is illustrated in Figure 6.3. Again, the UWB range

measurements are biased but still used with appropriate measurement variance by the

estimation filter. The virtual positions and estimated accuracies of the remaining UWB

reference stations are determined using this method of moving the GPS antenna and

utilizing UWB reference stations that are already set up.
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Figure 6.3: Surveying an UWB reference station over a new point

The virtual positions of the UWB reference stations and the associated measurement

variance are recorded by the survey system during deployment. The estimated un-

certainty in the UWB reference positions must be accounted for by additional UWB

range measurement variance when the UWB range is used in the estimation filter.

Some UWB ranges may be from accurate locations (i.e. within a centimetre) and some

ranges may be from rough locations (i.e. metre level). Both types of observations will

still benefit the tightly-coupled solution.
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6.3 The initialization walk

Once the virtual antenna positions of all of the UWB reference stations are established,

the GPS antenna is mounted on the survey system to be used in the survey area (e.g.

a survey range pole). The combined apparatus is then taken for a walk while trying

to keep the system as plumb as possible. The walk should occur in the best possible

GPS satellite visibility conditions while maintaining line-of-sight to the UWB reference

stations. This initialization walk allows the estimation of bias and scale factor states

for each UWB range pair provided that a quality tightly-coupled RTK solution is

computed.

6.4 The survey

Once the initialization walk is completed, the survey system is taken into the survey

area. Points are occupied until the estimated accuracy of the solution is suitable. In

other words, standard RTK surveying techniques are employed in the survey area.

6.5 Details

The bias and scale factor estimates are relatively stable during a survey. The bias

states will change over time because they are a function of the oscillator stability of the

UWB radios. These oscillators may exhibit frequency bias as a function temperature

and thus a few minutes of initialization time prior to UWB radio use to let the internal

temperature of the radio stabilize is a good idea. The scale factor state may change

if the radio is powered off and on. This occurs for the MSSI radios because they use

a constant threshold fine timing discriminator. This threshold is set once based on
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internal noise when the radio is turned on. Thus, cycling the unit’s power will change

the scale factor state. This is undesirable so the power on the UWB radios should be

kept on during deployment, the initialization walk and during the survey.

6.6 Summary

The overall method is well summarized by the flowchart given in Figure 6.4. This

survey method and claims are described the following patent application:

• K. O’Keefe, G.D. MacGougan, and D.S. Chiu (2008). System and methods for

real time kinematic surveying using GNSS and ultra wideband ranging. United

States provisional patent application. Filed in September 2008.
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Figure 6.4: The GPS+UWB survey method
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Chapter 7

Conclusions and future work

7.1 Summary

The recent decision by the FCC to allow unlicensed ultra-wideband transmissions offers

promising potential for ranging applications. The Cramer-Rao lower bound analysis

in Chapter 2 shows that UWB ranging has potential for sub-decimetre ranging preci-

sion. The two-way time-of-flight method is used by two types of UWB ranging radios

evaluated in this research. This asynchronous ranging method produces direct ranging

measurements without the need for complicated synchronization techniques and it is

well suited for outdoor use (i.e. surveying) given the FCC restriction that outdoor

UWB systems must not be set up using fixed infrastructure.

The two-way time-of-flight method induces a ranging bias error due to frequency bias

in the oscillators used in the ranging radios during the fixed turn-around-time. In

addition, the method used for pulse detection and fine-timing may induce a geometric

walk error that is a function of the signal amplitude. This translates into a scale factor

error as signal strength decreases with the distance measured.

Two types of UWB ranging radios, one from Multispectral Solutions Inc. (MSSI) and

one from Time Domain Corp. (TDC) with bandwidths (10 dB) of 500 MHz and 3.2

GHz respectively, were evaluated in line-of-sight conditions. Both radios offer sub-

metre ranging accuracy for range measurements up to 100 m without compensation

for error effects. Line-of-sight testing showed that both types of radios exhibit ranging

errors that fit a first order linear trend well. Thus, it is reasonable to model the ranging
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errors with a bias term and scale factor term. The bias errors were observed to be less

than 50 cm and 10 cm for the MSSI and TDC radios respectively during testing. Scale

factor errors are significant for both radio types. The TDC ranges exhibit scale factor

errors of 2000 to 4000 ppm. The MSSI ranges have scale factor errors ranging from

4000 to 13000 ppm based on the testing performed.

In theory, UWB is very resistant to multipath, provided the line-of-sight signal is

detected. Testing was performed with signal blockage and strong specular reflection

sources to evaluate the performance of the two ranging radio types in multipath con-

ditions. In testing, the TDC radios likely measured strong reflection signals rather

than the line-of-sight signal in the unobstructed cases and the radios failed to obtain

measurements through a metal sign. The MSSI radios exhibited line-of-sight measure-

ments for the unobstructed case and errors characteristic of measuring strong reflected

signals when the line-of-sight signal was blocked by a metal sign.

To facilitate tight-coupling of the GPS and UWB systems a co-axial mount was devel-

oped. The apparatus allows UWB measurements to translate to the phase center of

the GPS antenna and it is the position of this phase center that is estimated by an es-

timation filter. The tight-coupling of the measurements from the two systems required

the development of an estimation method and a method to deal with measurement

blunders. A sequential discrete-time extended Kalman filter was selected for the tight-

integration of GPS and UWB. Single-difference (between receiver) GPS measurements

and UWB range measurements were used to update the filter. It included states for

the position, a single-difference GPS receiver clock state, bias and scale factor states

for each UWB range pair, and states for the single-difference GPS ambiguities. The

filter used innovation testing to try to identify GPS and UWB measurement blunders

before they could impact the solution. A single-difference float solution was employed

rather than a double-difference float solution. The reasons and advantages for this
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choice were discussed. The single-difference approach is computationally efficient and

has advantages for detection of measurement blunders.

The results of static testing of the tightly-coupled system demonstrated that utilizing

two-way time-of-flight UWB ranges with GPS RTK provides better accuracy, better

ability to resolve integer ambiguities and enhanced fixed ambiguity solution availability

compared to GPS alone in conditions with severe signal masking. In marginal GPS-

only surveying conditions, with only 4 satellites present due to a 40o elevation mask,

the GPS+UWB float solution performed more than an order of magnitude better than

the GPS-only float solution in terms of both horizontal error and vertical error. For

example, this was presented in Table 4.1 with RMS float solution horizontal errors

of 1.802 m and 0.024 m for the GPS-only and the GPS+UWB solutions respectively.

The GPS+UWB solution was able to fix integer ambiguities correctly while the GPS-

only solution could not. The GPS+UWB fixed solution RMS horizontal accuracy was

0.014 m while the GPS-only fixed solution performs no better than the GPS-only float

solution.

To achieve RTK level positioning accuracy, it is important that UWB ranges are com-

pensated for turn-around-time bias and for scale factor error. This work demonstrated

that UWB errors can be successfully estimated in a real-time filter. In kinematic test-

ing, when the GPS conditions were degraded using a 40o elevation mask and only 3

satellites were used, the accuracy of the system (3D baseline) was typically better than

5 cm and better than 10 cm most of the time compared to the GPS-only references

solution. This is excellent performance compared to GPS-only which could not even

provide a solution.

Initial testing demonstrated tightly-coupled GPS and UWB using signal masking in

post-processing (albeit with a real-time approach). The degraded GPS environment

was created artificially by simply excluding GPS satellites from the solution using an
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elevation mask. The next step was to test the system in an environment with real

signal masking and strong potential for multipath interference.

A difficult urban canyon environment with realistic multipath and signal masking con-

ditions was selected for further testing. The tight-coupling of GPS and UWB ranging

was evaluated by surveying 5 static points next to an eight story building. Sub-metre

level position accuracy was maintained for all test points using tight-coupling in con-

ditions where GPS-only, UWB-only, or loosely-coupled solutions are unavailable or

unreliable. The loosely-coupled solution was shown to suffer from reliability problems

due to the inclusion of measurement outliers in both the GPS and UWB solutions. The

tightly-coupled solution was effective in detecting and removing measurement blunders

in this case. The GPS-only solution and the UWB-only solution suffered from very

poor redundancy and detecting and removing measurement outliers was problematic.

The measurement redundancy obtained using tight-coupling for estimation allowed de-

tection of UWB and GPS measurement blunders. Loose-coupling of the GPS-only

and UWB-only solution did not have this benefit and thus the tightly-coupled solution

clearly outperformed the loosely-coupled solution.

Surveyors using RTK expect horizontal positioning accuracy at the 1-3 cm level.

Adding more UWB reference stations would help to improve the solution accuracy

in the difficult urban canyon test with improved solution geometry and improved non-

line-of-sight UWB measurement rejection. It is unfortunate that carrier phase lock

could not be maintained in the difficult urban canyon test. Because of this, the phase

measurements that were obtained did not contribute to the solution and a fixed so-

lution could not be obtained. The fixed solution available away from the building

was useful in improving the estimated UWB error states. This environment may have

been too difficult to achieve RTK quality results but augmentation with UWB ranging

technology clearly benefits the solution accuracy considerably.
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7.2 Conclusions

The main conclusions resulting from this work are as follows:

• UWB range measurements have the potential to achieve 1 to 10 cm precision
based on Cramer-Rao lower bound analysis.

• Current UWB range measurements obtained using two different UWB radio types
that employ the two-way time-of-flight ranging method achieve 0.5 to 1 m accu-
racy without compensation for systematic errors.

• Line-of-sight UWB range measurement errors can be modeled reasonably well by
a bias term and a scale factor term with residual systematic errors typically less
than 10 cm RMS. The bias term is the turn-around-time bias associated with the
two-way time-of-flight ranging method. The scale factor term arises because of
systematic errors in fine-timing of UWB pulses.

• The bias and scale factor errors are stable during a typical survey period (e.g. 1
hour) while the units are powered continuously. However, they changed signif-
icantly each time the UWB radios were powered off and on. Thus, calibration
was not optimal and real-time estimation of the parameters was needed. It is
possible to estimate the bias and scale factor terms for each UWB range pair
using an initialization walk prior to performing a GPS+UWB survey.

• UWB measurement blunders due to non-line-of-sight signal measurements are a
concern.

• In marginal GPS conditions (i.e. 4 to 5 satellites available), RTK level (1-3 cm, 1σ
horizontal) accuracy was maintained by the tightly-coupled GPS+UWB solution.
In testing of this case, the GPS-only solution did not succeed in computing a
correct fixed ambiguity solution and could only decimetre level accuracy.

• In non-functional GPS RTK conditions (i.e. less than 4 satellites and no GPS-
only solution), 5-10 cm level accuracy was maintained using the tightly-coupled
GPS+UWB solution in the case of signal masking using an artificial signal mask.

• In testing compared to GPS-only, UWB-only, and loosely-coupled solutions, the
tightly-coupled GPS+UWB solution provided the best ability to detect and ex-
clude measurement blunders and the best positioning accuracy.

• In testing in a severe urban canyon environment, the tightly-coupled GPS+UWB
solution maintained sub-metre accuracy.
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7.3 Future work

The method used to deploy the UWB reference stations and perform the survey has

yet to be fully evaluated in a realistic challenging surveying environment (i.e. where

some GPS carrier phase measurements can be maintained and used). This topic is the

focus of further investigation during the summer of 2009.

The estimation method used in this research relied on only GPS L1 measurements and

short baselines since this was sufficient to meet the objectives of this research. The

use of GPS L2 measurements would improve the estimation performance for longer

baselines and improve the time to fix ambiguities. The estimator should also make use

of GLONASS and SBAS satellite observations to improve performance in poor GPS

visibility environments.

The next research step, after improving the performance of the UWB radios and en-

abling more satellite observations in the tightly-coupled estimation method, is to assess

the practical application of GPS+UWB for commercial RTK surveying. This requires

test cases and working with appropriate industry groups.

7.4 Outlook

UWB ranging is receiving a lot of attention for indoor based positioning and navi-

gation systems. It is limited in outdoor usage due to FCC restrictions to non-fixed

infrastructure applications; however, with low cost, low complexity, and relatively easy

deployment, UWB ranging can be used outdoors to augment GPS and GNSS for high

precision surveying. The primary limitation of the technology is its operational range

which for the UWB radios evaluated was limited to 200 m. With reduced pulse repeti-

tion frequencies, higher individual pulse energies, and time dithering of repeated pulses,
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it is possible that the operational range of UWB technology can be increased to the

kilometre level. The fact that non-FCC compliant equipment in Fontana (2002) has

already been demonstrated 2 km level ranging suggests that the range can be extended.

The question is how to do so with unlicensed UWB ranging technology.

UWB ranging radio technology is not yet specialized for high accuracy sub-metre ap-

plications. The use of better quality oscillators and better fine timing discriminators in

the UWB radios would improve UWB range measurement accuracy by reducing bias

and scale factor errors.

Tightly-coupled GPS+UWB for RTK surveying is a promising new technology that

extends RTK surveying to new environments. In addition, in marginal GPS-only sur-

veying environments, position accuracy and RTK solution availability are improved

substantially. With improved performance and new potential application areas, it is

hoped that this technology is commercialized in the near future.
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