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ABSTRACT 

The introduction of the pilot channel in addition to the navigation data is one of 

the major developments in the modernized GPS and the new Global Navigation Satellite 

Systems (GNSS). Although both data and pilot channels pass through the same 

communication channel before reaching the receiver antenna, joint data/pilot processing 

is often overlooked as it risks compromising the advantages of utilizing the pilot  alone. 

This dissertation identifies and provides a detailed analysis of issues related to joint 

data/pilot carrier frequency and phase tracking. Two different methods are proposed to 

overcome these issues: (i) an adaptive bandwidth joint data/pilot phase tracking loop, and 

(ii) a Kalman filter based joint data/pilot tracking. Both the adaptive bandwidth algorithm 

and the Kalman filter utilize carrier-to-noise density ratio (C/N0) estimates as a measure 

of thermal noise. Hence, it was necessary to have a reliable technique for estimating C/N0 

and a comprehensive analysis of the C/N0 estimation process with emphasis on the use of 

both the data and pilot channels as input is provided. This analysis is utilized for the 

design of a novel iterative joint data/pilot C/N0 estimator, which is shown to be reliable 

(in terms of bias and noise variance) under weak signal environments. The C/N0 

estimator has been integrated with the proposed tracking strategies that have been 

analyzed with respect to pilot-only tracking. The results indicate no significant 

performance loss in terms of tracking sensitivity when using joint data/pilot tracking. On 

the contrary, joint data/pilot tracking is more effective under weak signal and dynamic 

conditions. 
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CHAPTER ONE: INTRODUCTION 

Civilian use of satellite-based navigation systems is growing steadily. The Global 

Positioning System (GPS) is a constellation of medium earth orbit satellites. Although 

GPS was developed primarily for military applications, it has been serving an increasing 

number of civilian users since fully operational capability (FOC) was declared. Civilian 

usage accelerated with the removal of Selective Availability (SA) from the civilian signal 

on May 1, 2000 (The White House 2000). This commitment to increased civilian 

accuracy was reaffirmed with the decision to procure future GPS III satellites without the 

SA feature (PNT 2007). Although the removal of SA improved the attainable accuracy 

with legacy GPS L1 coarse/acquisition (C/A) signals, system performance is still limited 

by the fact that signal design was based on 1970s-era technologies, with rack mounted 

receivers capable of 5-channel analog signal processing. Current technology can house 

nearly fifty channels with over a million correlators, along with other interfacing options, 

all in a few millimetres of integrated circuit footprint, with power consumption on the 

order of milliwatts and at a very low cost (U-blox 2008). This advance in technology, 

together with the ever-increasing number of applications, made it necessary to improve 

the availability and accuracy of GPS signals, making them usable in harsh environments, 

particularly in the presence of 

i. Massive signal attenuation 

ii. Intentional or unintentional interference, and 

iii. Multipath effects. 

In such environments, the receiver performance is severely degraded, as the signal 

design of legacy GPS was originally intended for line-of-sight (LOS) positioning. 
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Moreover, the primary purpose of coarse/acquisition (C/A)-code modulation, the only 

publically available legacy GPS signal, was aiding acquisition of the P(Y) military signal. 

Thus, the emerging applications for GPS demand a higher standard of performance under 

environments for which it was not originally designed. This change in the way GPS is 

used has motivated its modernization. This dissertation identifies possible improvements 

in tracking performance using modernized signals.  

1.1 Modernization Efforts 

To overcome the inherent limitations of legacy GPS signals and to meet the 

increasing demands of location-based services (LBS), the GPS constellation is being 

modernized to include new signals at the L1 (1575.42 MHz), L2 (1127.6 MHz) and L5 

(1176.45 MHz) frequencies. These modernizations are listed below in the expected order 

of availability: 

i. A new civilian signal, the L2-civil (L2C) on the L2 frequency, is targeted 

at the development of low-cost, dual-frequency civilian GPS receivers 

with the ability to correct for ionospheric errors.  

ii. A civilian signal in the L5 band, which lies in the aeronautical and radio 

navigation services band, intended for safety-of-life applications. 

iii. A civilian signal on the L1 frequency, L1C, in addition to the existing 

legacy C/A signal, to maintain interoperability with the European Union’s 

GALILEO system and Japan’s Quasi-Zenith Satellite System (QZSS) 

(Betz et al 2007) and provide improved performance.  

The proposed signal design for these modernizations is the result of extensive 

research and the vast experience gained with the existing system over the years. The most 
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significant change included in the modernized signals is the use of longer spreading 

codes and the addition of dataless channels (pilot). Longer spreading codes provide better 

correlation properties and help to reduce self-interference effects. Self-interference is the 

condition whereby a strong cross-correlation peak is greater in magnitude than the 

autocorrelation peak of a weaker signal. The pilot channel aids weak signal tracking. 

Modernization has also ensured complementary signal designs that will enhance the 

performance of a multi-frequency GPS receiver. Thus, very high accuracies can be 

obtained by combining carrier phase measurements from all the civilian signals (Kaplan 

2006). Apart from combining, there is also the option to choose one signal over another 

based on their reliability; this is important in applications where integrity is of concern, 

such as safety-critical applications including aviation and marine navigation.  

Apart from GPS modernization, a number of other Global Navigation Satellite 

Systems (GNSS) are being built to provide civilian users with reliable positioning 

anywhere.  GLONASS – Global Navigation Satellite System, the Russian counterpart 

originally initiated in 1976, was revived in 2003, with new satellite launches and signals 

still being added. At the time of this writing, the GLONASS constellation had 16 

satellites in operational capability on three orbital planes, toward the target of a full 

constellation of 24 satellites (Polischuk et al 2002, Information-Analytical Centre 2009). 

The proposed GLONASS modernization includes doubling the power on the L2 signal in 

the M-satellites, precise cesium clocks and, more importantly, open code division 

multiple access (CDMA) signals with binary offset carrier (BOC) modulation at 1575.42 

MHz and 1176.45 MHz, in addition to the existing frequency division multiple access 

(FDMA) GLONASS signals (Gibbons 2008). The latter is of importance since it 
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improves the interoperability of the system with the existing GPS signals, and also with 

the other CDMA-based GNSS currently being built by other countries. These new 

CDMA signals are scheduled to be transmitted by the third generation of GLONASS-K 

satellites.  

The other major GNSS under development is GALILEO, a project of the 

European Union, which aims to produce a system of 30 satellites transmitting signals in 

four bands, namely the E5a (coinciding with L5 – 1176.45 MHz), E5b (1207.14 MHz), 

E6 (1278.75 MHz) and L1 (1575.42 MHz) bands. With the exception of the E6 signal, 

these modulations carry an open access signal for civilian users. Apart from a higher 

minimum received signal power, as compared to the existing GPS L1, and the usage of 

BOC modulations, a notable feature of the signal design for all four GALILEO bands is 

that they will contain both data and pilot channels (OS SIS ICD 2006). Further, the signal 

design also ensures interoperability with GPS signals, thus significantly reducing the 

complexity of future multi-frequency, multi-constellation receivers. At the time of this 

writing, two Galileo in-orbit validation element (GIOVE-A and B) satellites are 

operational (GIOVE 2008). 

Other navigation systems currently being built include the Chinese Compass 

(Beidou – 2) System and the Indian Regional Navigational Satellite System (IRNSS). 

The former is proposed to be a constellation of 35 satellites, of which 5 are geostationary 

and 30 are medium earth orbit satellites, whereas the latter is aimed at providing regional 

navigational capabilities within India using geostationary and geo-synchronous (inclined) 

orbit satellites (Gao et al 2008, SATNAV 2006). Further, the Japanese Quasi-Zenith 
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Satellite System (QZSS) is proposed as system of three satellites to augment the GPS 

within the country and also to aid in regional time transfer.  

1.2 Motivation 

To summarize the modernization efforts across different constellations, the 

following are considered to be the major changes in GNSS signal design as compared to 

the legacy GPS L1 C/A signal: 

i. Spreading codes with better correlation properties; 

ii. Enhanced modulation techniques; 

iii. Increased nominal received signal power; 

iv. Faster chipping rates for the spreading sequences and larger bandwidth; 

v. Inclusion of a pilot (dataless) channel in addition to the navigation data 

channel. 

Not all the changes mentioned above are included in each proposed modernized 

signal. However, the inclusion of a dataless (pilot) channel is found across most of the 

modernized signals. This is because the use of a pilot channel is widely considered a 

necessity for improving performance under weak signal environments. Although there is 

a 3 dB loss due to equal power sharing associated with transmitting an additional signal 

from a satellite, the advantages outweigh this limitation. The advantages include (i) the 

ability to average the signal longer under heavy attenuations, and (ii) more robust carrier 

phase tracking, which is often described as the weakest link in the signal processing 

blocks of a receiver (Ward et al 2006).  

Apart from these advantages, the Doppler shift and code delay of a pilot channel 

are identical to that of a data channel. Hence, the pilot channel can be considered as an 
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additional observation. Further, the noise corrupting the data and pilot channels are 

statistically independent due to one or more of the following features, depending on the 

signal under consideration: 

i. Transmission using orthogonal carrier components;  

ii. Usage of time-multiplexed data/pilot signals; and 

iii. Usage of different spreading codes for data and pilot channel. 

In the third case, even if the receiver noise corrupting the data and pilot channels 

is identical, the two channels are despread using their respective codes. After 

despreading, the correlation between the noise corrupting the accumulated correlator 

outputs of the data and pilot channels is given by the cross-correlation between their 

respective spreading codes (Van Dierendonck et al 1992). This cross-correlation is 

negligible, and the two correlator outputs can be considered to be affected by independent 

noise. Thus, the pilot channel provides an extra and independent observation for the 

parameters that are to be estimated. This makes joint data/pilot processing an 

advantageous option to improve signal tracking performance in a receiver. Apart from 

signal tracking, other blocks, such as carrier-to-noise density (C/N0) estimators, can also 

benefit from data/pilot combining. Hence, the motivation of this thesis is to develop 

signal tracking and C/N0 estimation algorithms that effectively make use of the available 

data and pilot channels, without losing the advantages of tracking the pilot channel alone. 

For validation and analysis of the proposed algorithms, the GPS-L2C signal was 

used in this thesis. The reasons for this choice are:  

i. Availability of live GPS-L2C signals currently being transmitted by 8 IIR-

M satellites (USNO 2009);  
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ii. Availability of a Spirent GSS7700 GPS hardware simulator capable of 

generating the L2C signals for analysis under controlled environments.  

Although the algorithms proposed in this thesis are evaluated with one variant of 

the modernized navigation signal, they are general in nature and can be extended to other 

signals with little or no modifications. 

1.3 Relevant Research 

Methods found in the literature to use both data and pilot channels for signal 

tracking mostly address this problem in the context of GPS L5 signals. However, these 

algorithms are general and can be applied to any signal with a data/pilot structure. Spilker 

& Van Dierendonck (1999) suggest a non-coherent combination of the data and pilot 

channels in order to improve code tracking performance for L5 signals. However, they 

suggest using the pilot channel alone for carrier phase tracking. Similar recommendations 

can also be found in Ries et al (2002) and Macabiau et al (2003). This is because a pure 

phase locked loop (PLL) can be used to track a pilot channel. Tracking a pilot channel 

with a pure PLL aids in weak signal tracking, i.e. the minimum C/N0 required for 

tracking a signal using a pure PLL is 6 dB lower than that of Costas loops (Kaplan 2006). 

By including the data channel in the design of tracking loops, there is the risk of losing 

the inherent advantages of using a pure PLL. Still, methods are found in the literature to 

reduce tracking jitter under nominal C/N0 conditions (C/N0 greater than 25 dB-Hz) by 

utilizing joint data/pilot tracking.  

Methods available for joint data/pilot tracking can be classified based on the stage 

at which the information from the data and pilot channels are combined. One possible 

option is to combine the data and pilot channel accumulated correlator outputs based on 
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the maximum power constraint (Mongrédien et al 2006). In this case, the data bit is 

accounted for using a hard decision approach, the reliability of which is limited by the 

bit-error-rate (BER) as C/N0 is reduced. Another option is a discriminator-level 

combination as suggested by Hegarty (1999). In this approach, the accumulated 

correlator outputs from the data and pilot channels are allowed to pass through their 

respective discriminators. The discriminator outputs are weighted and combined to obtain 

an improved estimate of the phase or frequency error. This combination provides a 3 dB 

noise reduction under ideal conditions (Hegarty 1999, Tran & Hegarty 2002). Further, 

when the design of the discriminators and the choice of weights are made properly, it is 

possible to exploit the joint data/pilot tracking, even under weak C/N0 conditions, without 

losing the inherent advantages of a pure PLL on the pilot channel alone.  

However, the implementation of weighted discriminator combination is not 

straightforward due to various issues including the choice of discriminator and the 

presence of data bits on the data channel. When these issues are not addressed properly, 

the advantages of using the pilot channel alone are lost in joint data/pilot tracking. 

Methods to overcome some of these issues for carrier phase tracking have been suggested 

by Ries et al (2002), Tran & Hegarty (2002) and Julien (2005). A detailed study of issues 

concerning the weighted discriminator combination and methods available in literature to 

overcome these issues will be presented in later chapters.  

Through performance analysis of joint data/pilot tracking algorithms based on 

their tracking thresholds, it is possible to quantify the extent to which the advantages of 

pilot-only tracking are sacrificed. Tracking threshold is defined as the minimum C/N0 

required to track the signal with tracking jitter less than a predefined threshold (Kaplan 
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2006). Tran & Hegarty (2003) report a degradation of approximately 2.5 dB in tracking 

threshold by using joint data/pilot tracking as compared to the pilot channel alone, for a 

stationary as well as an airborne receiver utilizing either the GPS L2C or L5 signals. This 

difference in performance has been reduced by utilizing the following approach in this 

thesis: 

(i) Ensuring the validity of weights used in the discriminator combination 

under weak C/N0 conditions; the weights are usually fixed based on the 

theoretical models available in the literature (Tran & Hegarty 2002). 

However, these theoretical models fail under weak C/N0 conditions due to 

the non-linear nature of the discriminators. This issue is not addressed in 

the existing literature.  Proper weights can be obtained by computing them 

on-the-fly. 

(ii) Design of a discriminator combination whose phase pull-in region and 

linear relationship between the input and output phase errors are not 

significantly degraded under weak C/N0 conditions, as compared to that of 

a pure PLL discriminator; this helps in reducing the bias in phase error 

estimates and maintaining phase lock under weak C/N0 conditions. This 

methodology has not been considered in the design of joint data/pilot 

tracking methods available in the current literature. 

(iii) Adaptively choosing an optimum noise bandwidth for a given situation; 

the tracking threshold is a function of the loop noise bandwidth (𝐵𝐵𝑛𝑛 ) used 

by the tracking loops. A large 𝐵𝐵𝑛𝑛  helps reduce the effect of dynamic stress, 

whereas a small 𝐵𝐵𝑛𝑛  reduces the effect of thermal noise on the tracking 
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loops. Thus, the correct choice of 𝐵𝐵𝑛𝑛  can help in maintaining lock under 

weak C/N0 conditions. Further, adaptive tuning of noise bandwidth can 

also help in bringing out an advantage of using joint data/pilot tracking as 

compared to single channel tracking. Since the effect of thermal noise is 

reduced in joint data/pilot tracking, it is possible to use a larger noise 

bandwidth as compared to single channel tracking. This helps in 

maintaining lock under environments where user dynamics and signal 

power levels are close to the tracking threshold.  

The above approaches for improving the performance of joint data/pilot carrier 

phase tracking are based on a standard tracking architecture, which is a closed loop 

system with a discriminator, a loop filter (LF) and a numerically-controlled oscillator 

(NCO). Kalman filter (KF)-based tracking has gained the attention of the navigation 

community for its improved performance (Psiaki & Jung 2002, Petovello & Lachapelle 

2006, Mongrédien et al 2007). A KF can be employed to track both the data and pilot 

channels by using the maximum power constraint for accumulating the data/pilot 

correlator outputs. The combined accumulated correlator outputs are then fed as 

observations to the KF for estimating the tracking parameters. In this case, no significant 

changes are required in the KF model as compared to the model available in the literature 

for GPS L1 signals. This was demonstrated for L5 signals by Mongrédien et al (2007). 

Similarly, KF-based tracking that utilizes accumulated correlator outputs over multiple 

data bit periods from data and pilot channels is found in Ziedan (2005). Here again, the 

data and pilot channel accumulated correlator outputs are combined and used as 

observations for the KF. In both implementations, the KF is not used to weight the data 
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and pilot channel observations directly. The possibility of using a KF to weight the data 

and pilot channel observations directly can help in realizing the advantages of joint 

data/pilot tracking without losing the inherent advantages of pilot-only tracking.  

Moreover, the analysis available in the literature for joint data/pilot tracking has 

been done only for carrier phase and code tracking. The design choices affecting the 

combination for carrier frequency tracking need to be studied thoroughly, and a detailed 

performance analysis is required to quantify the advantages and disadvantages of joint 

data/pilot frequency tracking under weak C/N0 conditions.  

The performance analysis for joint data/pilot carrier phase and frequency can be 

done under weak C/N0 conditions in terms of tracking threshold. This involves 

quantifying the minimum required C/N0 to track a signal. C/N0 levels are usually 

estimated by a receiver using the standard estimator (SE) proposed by Van Dierendonck 

(1995). The performance of this estimator gets progressively biased as C/N0 decreases 

below approximately 23 dB-Hz (Muthuraman et al 2008). Further, the adaptive noise 

bandwidth algorithm and KF-based tracking both use C/N0 estimates as a measure of the 

thermal noise level. Poor estimates of C/N0 can affect the performance of these 

algorithms as well. Not limited to the analysis presented in this thesis, most weak GPS 

signal tracking algorithms found in the literature are analyzed based on their ability to 

track signals against the C/N0 levels measured at the receiver end (Kazemi & O’Driscoll 

2008, Lashley & Bevly 2008 etc.). Thus, it is important to have a reliable technique to 

estimate C/N0. Also, the theoretical framework of C/N0 estimation has been only 

marginally developed in the context of GNSS signals. The problem of C/N0 estimation 

can be considered a scaled signal-to-noise ratio (SNR) estimation. Theoretical analysis 
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for the problem of SNR estimation can be found widely in the communications context 

(Pauluzzi & Beaulieu 2000, Alagha 2001, Li et al 2002, Chen & Beaulieu 2005 etc.). 

Still, an analysis of theoretical bounds and achievable performance (in terms of bias and 

variance) specific to the context of GNSS signals would be more useful to the navigation 

community.  

In the context of GNSS signals, Ramasubramanian & Nadig (2006) address the 

theoretical analysis by deriving the Cramer-Rao lower bound (CRLB) for C/N0 

estimation for one particular case, where 1 ms accumulated correlator outputs from the 

data channel are used as observations. Apart from that, C/N0 estimators derived 

analytically can be found in Groves (2005), Schmid & Neubauer (2005), Pany & Eisfeller 

(2006) and Muthuraman et al (2008). These approaches make use of the statistics of the 

accumulated correlator outputs in order to derive the estimator. The following are 

limitations of the available literature with regard to C/N0 estimation: 

i. Bias in C/N0 estimates under weak C/N0 conditions and methods to 

overcome this issue are not addressed; 

ii. Effect of the length of the predetection interval (𝑇𝑇𝑐𝑐𝑐𝑐ℎ), which is the time 

period over which the correlator outputs are accumulated and used as 

inputs for C/N0 estimators, on C/N0 estimation; the methods available in 

the literature use 1 ms accumulated correlator outputs as inputs to C/N0 

estimators (Van Dierendonck 1995). The choice of 1 ms is for 

implementation ease in receivers using the GPS L1 C/A code, where the 

C/A code period is 1 ms. However, the period of the spreading codes used 
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in the modernized signals is different. The advantages and disadvantages 

in using longer 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  for C/N0 estimation require analysis.  

iii. Possibility of utilizing both the data and pilot channels for C/N0 

estimation; the data and pilot channels are transmitted at identical power 

levels on most modernized GNSS signals, and hence can be used together 

to estimate the C/N0. A detailed theoretical analysis can bring out the 

advantages in using the pilot channel in addition to the data channel, 

particularly in the case of weak C/N0 estimation.  

1.4 Thesis Objectives 

In light of the above-mentioned limitations of the methods available in the 

literature for joint data/pilot tracking and C/N0 estimation, the objectives of this thesis can 

be summarized as follows: 

a) Development of a reliable technique to estimate C/N0 under weak signal 

conditions; the derived estimator will be used in the performance analysis 

of the proposed signal tracking algorithms and as a measure of thermal 

noise in adaptive bandwidth and Kalman filter based tracking methods. 

b) Performance analysis of joint data/pilot carrier frequency tracking using 

weighted combination of discriminators with emphasis on weak signal 

environments; this involves identifying the issues, analysing their effects 

on the signal tracking quality, and proposing solutions to overcome the 

issues. 

c) Comprehensive design of joint data/pilot carrier phase tracking which 

does not suffer from performance degradation under weak signal scenarios 
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as compared to a pure-PLL operating on the pilot channel; issues specific 

to the case of joint data/pilot carrier phase tracking needs to be identified 

followed by a detailed design procedure for joint data/pilot tracking using 

(i) an extension of the standard tracking architecture and (ii) a Kalman 

filter based tracking architecture. 

d) Design of an adaptive noise bandwidth algorithm; this will help in 

obtaining a robust tracking loop design for a given scenario and for a fair 

comparison of the standard tracking with Kalman filter based tracking 

architecture. 

e) Performance analysis of the proposed methods under weak signal 

environments and scenarios with some user dynamics in order to quantify 

the degradation, if any, and to analyse the advantages in using joint 

data/pilot tracking as compared to using pure-PLL. 

The following section describes the organization of the thesis and the research 

flow, with a brief outline of the contributions made. 

1.5 Thesis Outline and Contributions 

This dissertation is organized into three broad sections, following a brief review 

of legacy and modernized GNSS signals in Chapter 2: 

(i) C/N0 Estimation: Chapter 3 provides a comprehensive theoretical analysis 

of the C/N0 estimation process. The emphasis of this chapter is on the 

theoretical framework for C/N0 estimation using both the data and pilot 

channels. A theoretical bound on the amount of noise reduction achievable 
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in the C/N0 estimates (using both the data and pilot channels) is derived. 

The derivation and use of this bound for the analysis of C/N0 estimators is 

considered one of the novel contributions of this chapter. Maximum 

likelihood (ML) estimators that use either the data channel alone or both 

data and pilot channels are derived, with a detailed analysis on the bias 

levels and noise variance under weak C/N0 conditions. A novel iterative 

method for C/N0 estimation is proposed initially for the data channel only 

and then extended to use both channels. The proposed iterative method has 

been shown to be reliable under weak C/N0 conditions. C/N0 estimates 

obtained using the proposed estimator are employed in the performance 

analysis of the methods in Chapters 4 – 6. 

(ii) Joint data/pilot carrier frequency tracking: Chapter 4 gives a detailed 

analysis of issues affecting joint data/pilot carrier frequency tracking using 

a weighted discriminator combination. Solutions to overcome some issues 

are provided and a performance analysis comparing joint data/pilot 

tracking with a single channel (either data or pilot) is given. The results 

are mainly used as a precursor in understanding the effects of joint 

data/pilot tracking under weak C/N0 conditions. This understanding is then 

utilized while designing joint data/pilot carrier phase tracking methods. 

(iii) Joint data/pilot carrier phase tracking: Chapters 5 and 6 provide an 

analysis of design choices and issues in joint data/pilot carrier phase 

tracking. Two novel methods to effectively make use of both data and 

pilot channels for carrier phase tracking, without significantly losing the 
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inherent advantages of a pure PLL, are described in Chapter 5. Further, the 

design of a novel adaptive noise bandwidth algorithm for the standard 

tracking architecture is given.  The results for the performance comparison 

of the proposed methods against pure PLL tracking under environments 

with weak C/N0 and user dynamics are provided in Chapter 6. 

Finally, Chapter 7 summarizes the thesis contributions, and the conclusions of the 

thesis are drawn. 
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CHAPTER TWO: LEGACY GPS-C/A CODE AND MODERNIZED GPS-L2C 
RECEIVER DESIGN 

This chapter briefly discusses the signal structure of the legacy GPS L1 C/A 

signal and the standard receiver architecture used to acquire and track the signal. 

Emphasis is given to the carrier tracking module and the received carrier-to-noise density 

(C/N0) calculations, which form the introductory material to the algorithms proposed in 

subsequent chapters. The limitations of the legacy L1 C/A signal structure are outlined 

and the need for signal modernization is clearly stated.  The important distinguishing 

features of the modernized GPS signal structure and their impact on receiver architecture 

are discussed. The signal structure, code properties, advantages, and limitations of the 

L2-civilian (L2C) signal are provided. A detailed description of the signal structure can 

be found in IS-GPS-200-D (2006). Finally, a brief introduction is given on the L2C 

software receiver developed for implementing and testing the algorithms proposed in this 

thesis. 

2.1 Legacy GPS Signal 

The primary GPS ranging signal is transmitted as a binary phase shift keying 

(BPSK) signal at 1575.42 MHz (L1). It carries navigation data with the coarse/acquisition 

(C/A) code in phase-quadrature with the precision (P) code. The P-code is the principal 

ranging code. The C/A code was originally intended as an acquisition aid to the longer P 

code, which has a code period of seven days at a chipping rate of 10.23 Mbps (Tran & 

Hegarty 2002). The P code allows more precise ranging than the C/A code. However it is 

encrypted and only authorized users have access to it. Thus, civilian users, using single 

frequency (L1) receivers, are limited to the positioning accuracy provided by the C/A 
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code. Survey grade receivers used in high accuracy applications, in addition to the L1 

carrier recovery, attempt to reconstruct the L2 carrier (1227.6 MHz) without the 

knowledge of the military code P(Y) transmitted on it. They are referred to as either 

semicodeless or codeless tracking based on the technique used for the L2 carrier 

recovery. Since they operate without the knowledge of the spreading code, semicodeless 

or codeless tracking suffer from low signal-to-noise (SNR) problems and lack robustness 

(Woo 1999).  

The use of the C/A code for positioning is referred to as standard positioning 

service (SPS).  The C/A code is a short code with a period of 210-1 (1023) bits transmitted 

at a chipping rate of 1.023 Mbps. Each satellite is assigned a unique C/A code, which is 

chosen from a family of Gold codes. Gold codes are obtained by modulo-2 addition of 

two maximum-length (m-sequence) sequences of equal period (in this case, 1023 bits). 

This C/A code is modulated by the navigation data bit sequence, which is transmitted at 

50 bps. Since the C/A code is aligned with the navigation data bit boundaries at the time 

of transmission, there are exactly 20 C/A code periods within each data bit. The resulting 

signal is then used to modulate the L1 carrier for transmission. By assigning a unique 

C/A code for each satellite, the C/A-code cross-correlation properties enable all the 

satellites to share the same frequency band with limited interference. Thus, the GPS 

satellites use code division multiple access (CDMA) for transmitting the ranging signals. 

Minimum received power of the GPS L1 C/A signals listed in IS-GPS-200-D (2006) is -

158.5 dBW (or -128.5 dBm). The minimum received power is defined as (IS-GPS-200-D 

2006)  
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“the power measured at the output of a 3dBi linearly polarized user receiving 

antenna (located near ground) at worst normal orientation, when the satellite 

vehicle (SV) is above a 5-degree elevation angle” 

The important factor contributing to power attenuation is the path loss as the 

signal travels approximately 20,000 to 25,000 km from the satellite to the user on the 

earth’s surface (Ray 2007). The path loss is calculated as 

𝑃𝑃𝑃𝑃𝑃𝑃ℎ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 10 𝑙𝑙𝑙𝑙𝑙𝑙10 �
1

4𝜋𝜋𝑑𝑑2�  dB (2.1)  

where 𝑑𝑑 is the distance in metres. For GPS signals, the path loss is approximately -157 to 

-159 dB. Further, atmospheric losses may add up to 2 dB of signal attenuation (Ray 

2007). For a satellite at the zenith transmitting the GPS signal at 14.3 dBW with 10.2 dB 

of satellite antenna gain, the received signal power per square metre is calculated as  

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 14.3 dBW + 10.2 dB − 157dB − 2 dB

=  −134.5 dBW 
(2.2)  

2.2 Legacy GPS Receiver Architecture 

With advances in technology, most modern day GPS receivers are digital. Figure 

2-1 shows the block diagram of a generic digital GPS receiver. The following sections 

briefly describe each stage of the processing involved in a GPS receiver from signal 

reception to user position computation. The emphasis is placed on the limitations of the 

legacy GPS signal structure for signal tracking, which is a part of the signal processing 

block. 
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2.2.1 Antenna and Low-Noise Amplifier 

The GPS signals of all satellite vehicles (SV) in view are received by a right hand 

circular polarized (RHCP) antenna. The GPS signals are RHCP on transmission and, 

hence, reflected signals are mostly left hand circular polarized (LHCP). However, the 

polarization of the reflected signal, as received at the antenna, depends on the reflecting 

surface and the number of reflections the signal underwent before reaching the receiver. 

Still, choosing an RHCP antenna helps to at least partially attenuate the reflected signals 

or multipath. The antenna gain pattern is nearly hemispherical with the main lobe 

pointing towards the sky.  This helps in attenuating ground reflected signals. The antenna 

gain for signals at zenith is typically around 4-5 dBic (u-blox ANN-MS 2009, NovAtel 
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701G 2009). The antenna gain for signals gradually rolls off from the zenith to the 

horizon.  

The power of the GPS signal received by an antenna on the ground is calculated 

as  

 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =
𝜆𝜆𝐿𝐿1

2

4𝜋𝜋
× 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠.𝑚𝑚 (2.3)  

where λL1
2

4π  is the effective antenna area and 𝜆𝜆𝐿𝐿1 is the wavelength of the GPS L1 carrier 

signal. When the nominal received power per square metre calculated in Eq. (2.2) is 

applied to Eq. (2.3), the effective received power is approximately -160 dBW. This 

calculation applies for the L1 C/A signal transmitted by the older II, IIA and IIR 

satellites. The effective received power of the L1 C/A signal transmitted by modernized 

satellites (IIR-M and IIF) has been increased to -158.5 dBW (IS-GPS-200-D 2006). 

 Most GPS antenna assemblies house a low noise amplifier (LNA), which rejects 

out of band signals and provides sufficient gain for the GPS signals (typically around 27-

29 dB). The noise figure (NF) of the LNA should be low (in the order of 1.5 – 2 dB) to 

reduce the effect of any further losses introduced by the components in the radio 

frequency (RF) chain that follows, e.g. cable loses, noise figure of other amplifiers, 

filters, etc. To stress the importance of the noise figure of the LNA in a receiver, a brief 

mathematical explanation is provided. The thermal noise spectral density (𝑁𝑁0) of a 

receiver is given by 

𝑁𝑁0 = 𝑘𝑘𝐵𝐵 × 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠  (2.4)  

where 𝑘𝑘𝐵𝐵  is Boltzmann’s constant (-228.6 dBW/kHz) and 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠  is the system noise 

temperature. 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠  is calculated as (Ray 2007) 
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Tsys = Tsky + TR  (2.5)  

where 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠  is the sky temperature (100 K) and 𝑇𝑇𝑅𝑅 is the receiver temperature. The 

receiver temperature depends on the losses and gains introduced by each element in the 

RF chain. 𝑇𝑇𝑅𝑅 is calculated using the Friis formula as 

TR = T0 ��LAnt /LNA − 1� + LAnt /LNA [NFLNA − 1] + LAnt /LNA �
L2 − 1
𝐺𝐺𝐿𝐿𝐿𝐿𝐿𝐿

�

+ 𝐿𝐿Ant /LNA 𝐿𝐿2 �
𝑁𝑁𝐹𝐹2 − 1
𝐺𝐺𝐿𝐿𝐿𝐿𝐿𝐿

� + 𝐿𝐿Ant /LNA 𝐿𝐿2 �
𝐿𝐿3 − 1
𝐺𝐺1𝐺𝐺2

� + ⋯� 

(2.6)  

where 𝑇𝑇0 is room temperature (~ 290 K), 𝐿𝐿𝐴𝐴𝐴𝐴𝐴𝐴/𝐿𝐿𝐿𝐿𝐿𝐿  is the loss introduced by the antenna 

and the LNA (often negligible, 0 dB), 𝑁𝑁𝐹𝐹𝐿𝐿𝐿𝐿𝐿𝐿  is the noise figure of the LNA, 𝐺𝐺𝐿𝐿𝐿𝐿𝐿𝐿  is the 

gain of the LNA and {𝑁𝑁𝐹𝐹𝑛𝑛 , 𝐿𝐿𝑛𝑛 , 𝐺𝐺𝑛𝑛} are the noise figure, loss, and gain introduced by 

element n in the RF chain, where n indicates the sequential order of the element in the 

chain. As given by Eq.(2.6), 𝑁𝑁𝐹𝐹𝐿𝐿𝐿𝐿𝐿𝐿  is the only element that linearly contributes to 𝑇𝑇𝑅𝑅 

without any scaling. In other words, all other 𝑁𝑁𝐹𝐹𝑛𝑛  are scaled by the product of the gain of 

the previous elements, thus reducing their effect. This also makes the LNA gain (𝐺𝐺𝐿𝐿𝐿𝐿𝐿𝐿) 

another important factor to reduce the effect of 𝑁𝑁𝐹𝐹𝑛𝑛  on the following elements. In 

summary, the gain and noise figure of the LNA essentially determine the noise figure of 

the system. 

2.2.2 Down Converters and Amplifiers 

A stable fundamental clock (𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐 , typically 10.23 MHz) is used to generate the 

local frequencies. Mixers beat the incoming signal and the resulting lower sidebands are 

filtered for further amplification using band pass filters (BPF). This down-conversion can 

be done at multiple stages (𝑋𝑋1,𝑋𝑋2 …𝑋𝑋𝑛𝑛 ), where 𝑋𝑋𝑛𝑛 = 𝑘𝑘𝑛𝑛𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐  is the frequency used by the 

nth mixer.  The scaling factor 𝑘𝑘𝑛𝑛  depends on the receiver design. These multiples of the 
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fundamental clock frequency are generated by a frequency synthesizer, which uses a 

phase locked loop (PLL) to lock to the reference clock. The resulting IF frequency is 

given by (1575.42 − ∑ 𝑋𝑋𝑛𝑛𝑛𝑛 ) 𝐻𝐻𝐻𝐻. The net gain provided by the amplifiers in the RF chain 

is approximately 100 dB.  

2.2.3 Automatic Gain Control (AGC) and Analog to Digital Converter (ADC) 

Most commercial receivers use 1-bit quantization or hard limiters (Van 

Dierendonck 1995). This implementation does not require an automatic gain control 

(AGC) but lacks the ability to provide a dynamic operating range due to gain variations 

and interference.  Receivers that process multi-bit, quantized, GPS signals include an 

AGC towards the end of their RF chain. An AGC works along with the analog to digital 

converter (ADC) to maintain the signal level at a sufficient amplitude range for reliable 

quantization. Until this stage, the GPS signal is below the noise floor. For example, the 

nominal C/N0, calculated as a ratio of Eq. (2.3) and (2.4), is approximately 42 dB-Hz. For 

a pre-correlation bandwidth (BW) of 2.5 MHz, which is wide enough for the main lobe of 

C/A code, the SNR of the signal is calculated as 

𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝑑𝑑  = (𝐶𝐶/𝑁𝑁0)𝑑𝑑𝑑𝑑−𝐻𝐻𝐻𝐻 − 10 𝑙𝑙𝑙𝑙𝑙𝑙10(𝐵𝐵𝑊𝑊𝐻𝐻𝐻𝐻) (2.7)  

which is approximately -22 dB. Thus, further processing is required to boost the signal 

power and this is done in the signal processing block. 

2.2.4 Signal Processing Block 

The signal processing block has multiple channels with one for each SV in view. 

In each channel, the receiver initially attempts to obtain a rough estimate of the code 

phase delay and Doppler information. The code phase delay estimate is required to 

properly remove the spreading code modulation from the signal, as an offset of 1 chip or 
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more in the local code phase can lead to a total loss of signal power. The Doppler is due 

to the relative motion between the satellite and the user. This stage is called the signal 

acquisition stage. 

Once the signal is acquired, the receiver has to track the signal continuously for 

changes due to satellite movement or user dynamics. The continuous tracking helps in the 

complete removal of the residual Doppler and phase (carrier and code phase) offsets. This 

is called the signal tracking stage. Signal tracking consists of carrier and code tracking. 

Carrier tracking estimates the residual carrier phase and frequency offset whereas code 

tracking estimates the residual code delay. These estimates are then applied as corrections 

to the respective local carrier and code generators. Carrier tracking is often described as 

the weaker link in signal tracking, as the thermal noise and dynamic stress have a more 

significant impact on the carrier phase. Hence, carrier tracking is of interest in this work 

and a more detailed introduction is provided below. Limitations on the performance of 

the carrier tracking algorithms due to the legacy GPS signal structure are included when 

appropriate. 

Carrier tracking can be done with either a frequency or phase tracking loop. 

Carrier phase tracking is the preferred state in a GPS receiver as it provides more error 

free data extraction (or demodulation) when compared to frequency tracking (Kaplan 

2006). The tracking algorithms start functioning after signal acquisition. Signal 

acquisition reduces the uncertainty in residual Doppler frequency to the size of a Doppler 

bin. Typically, a Doppler bin size of � 2
3𝑇𝑇𝑐𝑐𝑐𝑐 ℎ

�  𝐻𝐻𝐻𝐻 is used, where 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  is the predetection 

interval (Van Dierendonck 1995). There is a need to quickly acquire the remaining 
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Doppler offset to enable phase tracking. Although phase tracking loops can close-in on 

the residual frequency offset in the incoming signal, they are relatively slow compared to 

carrier frequency loops. For example, with a second order PLL, the time taken for 

frequency acquisition is proportional to the square of the initial frequency error. When 

carrier frequency tracking is used, the pull-in time reduces to the logarithm of the initial 

frequency error (Gardner 2005). Normally, receivers are initialized with frequency and 

code tracking following signal acquisition. After frequency lock is attained, phase 

tracking is initiated (Kaplan 2006). 

Figure 2-2 shows a generic block diagram of the carrier tracking loop. The pre-

detection integrators (𝛴𝛴𝑇𝑇𝑐𝑐𝑐𝑐 ℎ ), the discriminator and the loop filter (LF) characterize the 

tracking loop. The digitized incoming IF samples are subjected to IF and residual 

Doppler removal. The former is a known value whereas the latter is estimated 

continuously within the signal processing block. Then, the spreading code is removed by 

correlation with the output of a local code generator. 

The Doppler-removed and despreaded samples are then accumulated over a 

period of time, which is referred to as the predetection interval (𝑇𝑇𝑐𝑐𝑐𝑐ℎ). If the noise 

corrupting the IF samples is assumed to be additive white Gaussian noise (AWGN), then 

coherent accumulation of correlator outputs over 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  provides a SNR gain of   

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 (𝑑𝑑𝑑𝑑) = 10 𝑙𝑙𝑙𝑙𝑙𝑙10(𝐵𝐵𝐵𝐵 × 𝑇𝑇𝑐𝑐𝑐𝑐ℎ) (2.8)  

This corresponds to a gain of 34 dB with 1 ms of averaging and 2.5 MHz of pre-

correlation bandwidth (BW). Continuing from the example in Section 2.2.3, the signal at 

an SNR of -22 dB receives 34 dB of gain after a coherent integration of 1 ms. Thus 
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coherent integration effectively aids in bringing the signal power out of the noise floor for 

the proper operation of the tracking algorithms.  

 

The following limitations are encountered when increasing the gain described in 

Eq. (2.8):  

Limitation 1: Although Eq. (2.8) suggests that a longer predetection interval 

results in a higher gain, the presence of unknown data bits in the incoming signal limits 

the length of averaging. Hence, 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  cannot be extended beyond 10 ms without 

knowledge of the data bit boundary for single point positioning (Akos 2000). If the data 

bit boundaries are known, i.e. the samples at which the data bit sign changes are known, 

then the coherent integration can be done over the entire length of the data bit period. In 

this case, this limits the predetection interval to 20 ms for the GPS L1 C/A signal.  

Limitation 2: Acquisition provides a coarse estimate of the code phase within a 

C/A code period. However, since there are 20 C/A code repetitions within each data bit, a 
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Figure 2-2: Carrier tracking loop block diagram 
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separate bit synchronization algorithm is required to find the 1 ms epoch in which the 

data bit transition occurs. This bit synchronization stage adds overhead to the processing. 

The performance of the histogram method for bit synchronization used in most receivers 

degrades at low C/N0. This further complicates the problem of weak signal tracking (Van 

Dierendonck 1995, Anghileri et al 2006). 

The accumulated correlator outputs are then fed to the phase or frequency error 

estimators, which are referred to as discriminators. The phase-error discriminator is used 

for carrier-phase tracking and the frequency-error discriminator for carrier-frequency 

tracking. The effect of the data bit on the accumulated correlator outputs needs to be 

accounted for while estimating the phase or frequency error.  The reliable operating range 

of the frequency discriminators is defined as the range over which the estimated 

frequency error is approximately equal to the original frequency error.  

Limitation 3: The reliable operating range of the frequency discriminators, which 

account for the data bit presence, is one half of that of the discriminators that operate on a 

channel without data bit modulation (pilot).   

For carrier-phase tracking, the tracking loop architecture which makes use of 

discriminators that account for the data bit presence is called the Costas loop architecture. 

A pure PLL discriminator can be used only if there is no data modulation in the signal. A 

pure PLL discriminator (ATAN2 – four quadrant arctangent) has a wider linear region 

(phase pull-in range) of ±𝜋𝜋 radians and improves the signal tracking threshold by up to 6 

dB as compared to the Costas loop (Kaplan 2006). The signal tracking threshold is 

defined as the minimum signal power required to maintain the 3𝜎𝜎 jitter within one-fourth 

of the phase pull-in range of the discriminator in use.  
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Limitation 4: The presence of the data bit prevents the usage of the pure PLL for 

carrier-phase tracking. Thus the advantages such as increased pull-in range and improved 

signal tracking threshold are lost.  

Limitation 5: The use of the Costas loop introduces a ±𝜋𝜋 ambiguity in phase 

tracking, which necessitates a preamble (known sequence of data bits) in the data bit train 

transmitted to aid in resolving the ambiguity. 

The discriminator output is passed through a loop filter (LF) before the correction 

is applied to the local carrier generator, i.e. numerically controlled oscillator (NCO) in 

Figure 2-2. Apart from reducing noise, the LF plays an important role in determining the 

response of a tracking loop to different conditions. For example, a second order tracking 

loop is sensitive to acceleration stress (non-zero steady state error)  whereas a third order 

loop can zero the acceleration error as it approaches the steady state (Gardner 2005). The 

local carrier generator includes the correction from the LF for phase or frequency errors 

while generating the reference signal for the next epoch.   

2.2.5 User Position Computation 

Once carrier and code tracking are achieved, data bit synchronization is 

performed to detect the data bit boundaries. The data bits are then extracted. The 

preamble needs to be detected to find the start of a sub frame. Then the received data bits 

are arranged in the sub-frames from which the Z-Count information is extracted. Z-Count 

gives the time of transmission of the next sub-frame from that particular SV. 

Pseudoranges are calculated for every SV tracked at the same measurement time using 

their respective Z-Count and the receiver time. Pseudoranges measured across all the SVs 

in view are then used to compute the user position and the receiver time offset. 
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2.3 Limitations of the Legacy GPS Signal  

The L1 C/A signal structure design was originally intended for line-of-sight 

(LOS) positioning and as an acquisition aid to the military code. But with the growing 

integration of GPS modules in numerous civilian devices, the need for reliable and 

accurate positioning in challenging environments needs to be addressed.  Challenging 

environments include areas with heavy signal attenuation (20-30 dB), blockage, 

intentional or unintentional interference, and reflected signals (multipath).  

The focus of this thesis is on signal tracking for attenuated signals; hence it is 

described herein. The GPS signal experiences heavy attenuation as it passes through 

building walls and, as a consequence, the received signal power drops to as low as -200 

dBW (Dedes & Dempster 2005) or lower. The limitations discussed in Section 2.2.4 

make carrier tracking of the legacy GPS signals more challenging under such 

environments. The presence of data bits is one of the major factors which directly or 

indirectly cause the above limitations. Although data bits can be stripped off with the 

help of external aiding or with a reference antenna tracking stronger signals, these options 

are clearly not applicable to real-life situations (Haddrell & Pratt 2001). Tuning the 

standard receiver architecture to cope with the aforementioned limitations is an active 

field of research. Still, a change in the structure of the transmitted signal with the 

knowledge gained from the L1 C/A signal may effectively address current limitations as 

well as future demands from civilian users. 

2.4 GPS L2-Civilian (L2C) signal 

The current GPS satellite constellation is being modernized at L2 (1227.6) and L5 

(1176.45 MHz) frequencies to overcome the limitations of the legacy GPS L1 C/A signal. 
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The civilian signal on L2 (L2C) is targeted at the existing community of dual frequency 

users and future L2-only single frequency users (Fontana et al 2001). The L5 signal is 

mainly intended for safety-of-life applications including aviation (Tran & Hegarty 2003). 

The most distinguishable change incorporated in the signal structure of these modernized 

signals, as compared to the legacy L1 C/A signal, is the inclusion of a dataless channel 

(pilot channel) in addition to the navigation data channel. This assists in weak signal 

tracking. The available transmission power is equally shared between the data and pilot 

channels. This sharing results in a 3 dB lower signal power on each individual channel. 

Still, the ability to use a PLL to track the pilot channel provides a gain of 6 dB in tracking 

threshold, which enables L2 signal tracking at a 3 dB lower strength than the legacy L1 

C/A signal (Kaplan 2006). Since September 2005, the constellation is being modernized 

with IIR-M satellites capable of transmitting the L2C signal. The L2C signal will also be 

transmitted on future Block IIF and III satellites along with the other modernized signals. 

The availability of live L2C signals facilitates the option to evaluate the advantages 

gained by the presence of both the data and pilot signals from each SV. 

In this thesis, the L2C signal is used as a tool to validate and analyse the 

algorithms proposed to use either the data or pilot channel independently (or together) for 

carrier tracking and C/N0 estimation. The following sections give a brief introduction to 

the L2C signal structure and the receiver design changes required. For notational 

clarification, the term “channel” is often used in the literature to refer to a module that 

tracks the signal from a particular SV. Owing to the difficulty in extending this 

terminology for modernized signals due to the presence of a data and pilot signal from 

every SV, the term “data channel” herein refers to the channel in the receiver that tracks 
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the data signal and similarly the term “pilot channel” refers to the channel tracking the 

pilot signal.  

2.4.1 L2C Signal Structure 

The civilian signal on the L2 band is transmitted in phase quadrature to the 

military signal P(Y) on the same carrier frequency (Fontana et al 2001). The L2C signal 

carries two codes, the civil-moderate (CM) and civil-long (CL) codes. The CM code for 

each SV is 20 ms in length with a chipping rate of 511.5 Kbps (10230 chips). The CL 

code is 75 times longer than the CM code (767250 chips) with the same chipping rate 

(period = 1.5 s). The CM code is modulated by the navigation data whereas the CL code 

is not. Thus the former serves as the data channel and the latter as the pilot channel. Since 

both the data and pilot channels must be transmitted on a single carrier component, they 

are time-multiplexed on transmission, as shown in Figure 2-3. Thus the effective 

chipping rate of the time multiplexed code is 1.023 MHz, which is the same as the C/A 

code chipping rate. The CM code is aligned with the data bit boundaries, thus eliminating 

the need for a bit synchronization algorithm once signal acquisition is achieved. 

 Figure 2-3: Time multiplexed data and pilot channel generation 
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The CM and CL codes for all the SVs are generated using a 27 bit linear feedback 

shift register (LFSR) with fixed taps. The generator polynomial is given as 

G(x) = 1 + x3 + x4 + x5 + x6 + x9 + x11 + x13 + x16 + x19 + x21 + x24 + x27  (2.9)  

When allowed to run continuously, the LFSR described by Eq. (2.9) generates a 

m-sequence with a period of 227-1 chips. However for CM and CL code generation, the 

LFSR is short cycled to 10230 and 762750 chips, respectively. Distinct initial states of 

the LFSR generate different subsets of the original long-length m-sequence. The initial 

and final states of the LFSR corresponding to each SV are given in IS-GPS-200-D 

(2006). All the subset codes are chosen to be perfectly balanced, i.e. they have equal 

numbers of 1s and 0s (Fontana et al 2001). There are exactly 75 periods of CM code 

within each CL code and the CL code is synchronized with the Z-Count (1.5 s).  

The CM code is modulated with the civil navigation (CNAV) data. The CNAV 

data differs from the original navigation data (NAV) carried by the L1 C/A signal, as it 

includes new parameters for SV ephemerides that improve the accuracy of the satellite 

position determination and also has a flexible structure for frames (Mongrédien 2008). 

The CNAV data bit rate is originally 25 bps. It is coded by a rate ½ convolutional 

encoder which yields a 50 sps symbol stream. Convolutional coding helps to reduce the 

bit error rate during data bit extraction in the receiver. Although the CNAV modulation 

on the CM code is the intended design for the data channel, any of the following 

combinations can be broadcasted on the data channel during the initial phases of the IIR-

M satellites (IS-GPS-200-D 2006): 

i. NAV data as on L1 C/A at 50 bps modulated on CM code  

ii. NAV data with rate ½ convolutional encoder modulated on CM code 
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iii. NAV data modulated on C/A code  

iv. C/A code without data modulations 

v. CM code without data modulations 

vi. CNAV at 50 bps modulated on CM code 

2.4.2 Limitations of L2C signal 

As compared to the legacy L1 C/A signal, the following are considered the 

limitations or short comings of using a single frequency L2C receiver: 

i. The minimum received signal power of the L2C signals is 1.5 dB lower 

than that of the L1 C/A signals (IS-GPS-200-D 2006). However, the 

addition of the pilot channel and the longer length codes compensates for 

the difference in signal power. 

ii. The error introduced by the ionosphere is inversely proportional to the 

square of the carrier frequency. The L2 carrier is transmitted 

approximately 347 MHz lower than the L1 carrier frequency and thus has 

65% more ionospheric refraction error (Fontana et al 2001). A L1/L2 dual 

frequency receiver can effectively remove the ionospheric error by up to 

99% of the total delay (Skone 2005). 

Although a single frequency L2C receiver can be considered a robust alternative 

to the L1 C/A only receiver, due to the complementary signal properties of L2C, a dual 

frequency receiver using both civilian signals (L1 C/A and L2C) will be advantageous 

compared to a receiver using individual signals (Gernot et al 2008, Gernot et al 2007). 

Since the focus of this thesis is on evaluating the advantages of the pilot channel 
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availability in addition to the data channel for signal tracking, dual frequency processing 

is not considered in this thesis. 

2.5 L2C Software Receiver 

Hardware implementation of the GPS receiver is a feasible solution for 

commercial products when the algorithms used within the receiver are finalized. For 

research and analysis purposes however, software implementation of the signal 

processing algorithms allows flexibility and minimizes cost. Software receivers have 

received much interest in the past few years (Shanmugam 2008,  Mongrédien 2008, 

Ledvina et al 2004, Abbasiannik 2009, Petovello et al 2008 etc.).  

In software receivers, the down converted and digitized signal is acquired as a 

binary bit stream and the entire baseband signal processing (correlation, acquisition, 

tracking and position computation) is carried out in the post processing stage. This allows 

for the analysis of the performance of different algorithms with a data set collected in a 

given scenario. 

The global navigation satellite system (GNSS) software navigation receiver 

(GSNRxTM) is a Visual C++ based software receiver developed by the PLAN group at 

the University of Calgary (Petovello et al 2008). This software receiver, which was 

initially capable of tracking GPS L1 C/A signal only, was modified by the author to track 

L2C signals. The following sections describe the L2C specific changes included in the 

software receiver.  

2.5.1 Local Code Generation 

As described in Section 2.4.1, the incoming L2C signal carries time multiplexed 

spreading codes. It is not desirable to use an exact replica of the time-multiplexed version 
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for the local code generation to acquire the signal due to the presence of data modulation 

on the CM code (Tran & Hegarty 2002). Hence the local code generation must be 

appropriately modified.  Different methods for local code generation have been suggested 

in Tran & Hegarty (2003). They are: 

i. The local CM code generator is clocked at its original chipping rate of 

511.5 kHz while acquiring or tracking the data channel and, similarly, the 

pilot channel. This implementation introduces the CM-CL cross-

correlation noise in addition to the thermal noise and also flattens the 

autocorrelation peak (Dempster 2006), thus making acquisition and 

tracking vulnerable to multipath.   

ii. A zero-padded version of the code is used to acquire or track. For CM 

code acquisition, the CL segments are replaced with 0s, as shown in 

Figure 2-4. This option requires the return-to-zero form of the local code, 

which has three states (+1, -1, and 0) that cannot be applied directly to a 

simple XOR gate for hardware implementation. The number of code bins 

during acquisition would also double by using a zero padded version. The 

length of each CM code is 10230 chips. For a code search step of ½ chip, 

the number of code bins to search for is 20460 for the previous 

implementation (CM code clocked at 511.5 kHz) to ensure a maximum of 

25% power loss due to code misalignment. When using a zero-padded CM 

code, the local code length is doubled to 20460 chips and hence the 

number of code bins to search is also doubled. Similarly, for the CL code, 

the CM code segments are replaced with zeros.  
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As described above, both implementations incur a 3 dB loss of power since one 

channel is completely unused while processing the other. The latter option has an 

advantage over the former one, as it reduces the CM-CL cross correlation noise. The 

zero-padded versions of the CM and CL codes are used in this work. 

 

2.5.2 L2C Acquisition 

L2C acquisition starts with the CM code acquisition owing to the length of the CL 

code. First, (20 𝑚𝑚𝑚𝑚 × 𝑚𝑚 × 𝑓𝑓𝑠𝑠) samples from the digitized and down-converted data is 

read from the data file, where 𝑚𝑚 is the number of non-coherent summations required and 

𝑓𝑓𝑠𝑠 is the sampling rate. The zero-padded CM code is generated and sampled at 𝑓𝑓𝑠𝑠. This is 

then used to perform non-coherent acquisition with a fixed coherent integration period of 

20 ms. The number of non-coherent summations (𝑚𝑚) is varied depending on the strength 

of the incoming signal. When a peak is not detected, the input binary stream is read with 

a 1 ms offset (1 𝑚𝑚𝑚𝑚 × 𝑓𝑓𝑠𝑠 sample offset) and acquisition is reattempted. The offset is 

increased in multiples of 1 ms until a peak is detected. This helps in accounting for data 

Figure 2-4: Zero padded local code generation for L2C signals 
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bit transitions. Although this manner of CM acquisition is not a refined or preferred 

method, it is applied for the current research since the acquisition is done in post-

processing where the computational power or timing requirements are not as stringent as 

they would be in a hardware or real-time software receiver. Once the CM code 

acquisition is complete, due to the CM-CL code synchronization, the search for the CL 

code is restricted to only 75 different segments of the CL code corresponding to that CM 

code interval. 

In cold start, once the CL code is ‘correctly’ acquired for a given SV at the nth 

segment, where 1 ≤ 𝑛𝑛 ≤ 75, it is sufficient to search over only (𝑛𝑛 − 1, 𝑛𝑛, 𝑛𝑛 + 1) CL 

segments for the other SVs that are in view. This is based on the fact that the maximum 

difference in range between two SVs will not be more than about 5044 km with 𝜃𝜃𝑒𝑒 =

5° → 90°, where 𝜃𝜃𝑒𝑒  is the elevation angle of the satellite with respect to the receiver 

antenna (Ray 2007). This range difference maps to about 17,211 chips in length at a 

chipping rate of 1.023 MHz, which is less than the zero-padded CM code period (20460 

chips). This difference is used as an empirical test for possible false CL acquisition and 

hence no statistical proof is provided. 

Figure 2-5 shows a plot of the normalized autocorrelation values for a carrier 

Doppler shift of -350 Hz for the CM code acquisition of PRN 15. PRN 15/SVN 55 is one 

of the IIR-M satellites transmitting the L2C signal.  

Figure 2-6 shows the normalized correlation values corresponding to 75 different 

CL code segments computed with the aid of the CM code acquisition results. The 

segment number corresponding to the peak (shown by the red line in Figure 2-6) is then 
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used along with the CM code phase (corresponding to the peak in Figure 2-5 b) to 

compute the corresponding CL code phase for tracking. 

 

 

2.5.3 L2C Tracking 

The tracking loop shown in Figure 2-2 applies to the tracking of the L2C signal 

except for the following differences:  

Figure 2-6: Normalized correlation plot for 75 different segments of CL code 
for PRN 15  

(a) (b) 
Figure 2-5: CM code acquisition for PRN 15 (live data) (a) Normalized 

autocorrelation values across all code phase shifts for a Doppler of -350 Hz (b) 
Zoomed in view of autocorrelation peak 
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i. two such tracking modules or loops are required for every SV, one to track 

the data channel and the other for the pilot channel; 

ii. the local code generator is modified to generate the respective zero-padded 

codes as described in Section 2.5.1; and 

iii. the local carrier NCO is modified to generate the IF and Doppler 

corresponding to the L2 signal. 

There are other options to track the L2C signal. One of the two channels (data or 

pilot) can be used to derive the tracking error estimates and the error can be fed to both 

channels. For this architecture, utilizing the pilot channel to derive the tracking error 

estimates will be advantageous owing to the advantages in overcoming the limitations 

discussed in Section 2.3 (Ries et al 2002, Macabiau et al 2003). However, using single 

channel information to track both data and pilot channels is not optimum since one of the 

channels is not used.  

The following chapters discuss in detail the different carrier frequency and phase 

tracking algorithms that can make use of both the data and pilot channels. Since the focus 

of this thesis is on the carrier tracking algorithms, the implementation changes with 

respect to the code tracking algorithm is only mentioned when necessary. Unless 

otherwise mentioned, the code tracking follows the standard architecture given by Van 

Dierendonck (1995) and Kaplan (2006).  
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CHAPTER THREE: THEORETICAL BOUNDS AND RELIABLE C/N0 
ESTIMATION FOR MODERNIZED GNSS SIGNALS 

 To accomplish joint data/pilot weak GPS signal tracking, it is important to have a 

reliable method for estimating the carrier-to-noise density ratio (C/N0), which will be 

used to quantify the performance of the proposed tracking algorithms. This chapter 

provides a comprehensive theoretical analysis of the C/N0 estimation process with 

emphasis on the use of both data and pilot channels as input. The following are 

considered contributions of this thesis towards C/N0 estimation for modernized GNSS 

signals: 

i. The derivation of a theoretical bound on the gain achievable by using both 

the data and pilot channels for C/N0 estimation, and the use of this bound 

to analyse the performance of C/N0 estimators; 

ii. The analysis of the effect of the predetection interval on C/N0 estimates; 

iii. Maximum-likelihood (ML) estimators that use either the data channel 

alone or both the data and pilot channels are derived with detailed analysis 

of the bias levels and noise variance under weak signal conditions; 

iv. A novel iterative method for C/N0 estimation, proposed first for the data 

channel only, and then extended to use both channels. The proposed 

method has been shown to be reliable down to a C/N0 of 17 dB-Hz when 

applied to GPS L2C signals. Further, the algorithm provides a less noisy 

estimator (with lower variance) as compared to using the pilot channel 

alone. 



41 

 

3.1 Introduction 

Carrier-to-noise density (C/N0) estimates are considered the most important 

quality control parameter in GNSS receivers (Kaplan 2006). Apart from its role as a 

significant parameter to accept or reject satellite observations in the position solution, 

accurate C/N0 estimation is also required for:  

i. quantifying the performance of algorithms proposed for weak GNSS 

signals. Most weak GPS signal tracking algorithms found in the literature 

are analyzed based on their ability to track signals against the C/N0 levels 

measured at the receiver end (Kazemi & O’Driscoll 2008, Lashley & 

Bevly 2008 etc.); 

ii. algorithms that use C/N0 estimates as a measure of thermal noise. This 

includes Kalman filter (KF) based tracking algorithms, which use C/N0 

estimates as a measure of the noise in the accumulated correlator outputs 

and adaptive noise bandwidth tuning in phase locked loops, which helps in 

choosing an optimum bandwidth depending on the environment of the 

receiver (Psiaki & Jung 2002, Petovello & Lachapelle 2006, Mongrédien 

et al 2007, Muthuraman et al 2008 etc.). 

Although several algorithms are used for C/N0 estimation, the theoretical analysis 

of the C/N0 estimation process has been only marginally developed in the GNSS context. 

The most widely used C/N0 estimator, which is referred to here as the standard estimator 

(SE), relies on the computation of the narrow band power (NBP) versus wide band power 

(WBP) ratio (Van Dierendonck 1995). The SE uses 1 ms accumulated correlator 
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(complex) outputs to compute the narrow band power over the data bit period of 20 ms 

(assuming known bit boundary) as 

𝑁𝑁𝑁𝑁𝑃𝑃m = �� 𝐼𝐼𝑘𝑘

𝐾𝐾=20

𝑘𝑘=1

�
m

2

+ �� 𝑄𝑄𝑘𝑘

𝐾𝐾=20

𝑖𝑖=1

�
m

2

 (3.1)  

where 𝑁𝑁𝑁𝑁𝑃𝑃𝑚𝑚  is the narrow band power computed over the 𝑚𝑚-th data bit period, 𝐾𝐾 is the 

number of observations per data bit interval, and 𝑌𝑌𝑘𝑘 = 𝐼𝐼𝑘𝑘 + 𝑗𝑗 𝑄𝑄𝑘𝑘  represents the 1 ms 

accumulated correlator outputs. Similarly, the wide band power is calculated as the sum 

of square of 1 ms outputs as 

𝑊𝑊𝑊𝑊𝑊𝑊𝑚𝑚 = �� (𝐼𝐼𝑘𝑘2 + 𝑄𝑄𝑘𝑘2)
𝐾𝐾=20

𝑘𝑘=1

�
𝑚𝑚

. (3.2)  

The ratio 𝑁𝑁𝑃𝑃𝑚𝑚  is computed as 

𝑁𝑁𝑁𝑁𝑚𝑚 =
𝑁𝑁𝑁𝑁𝑃𝑃𝑚𝑚
𝑊𝑊𝑊𝑊𝑃𝑃𝑚𝑚

. (3.3)  

The mean of this ratio (𝜇𝜇𝑁𝑁𝑁𝑁) is given as 

μNP =
1
M
� NPm

M

m=1

  (3.4)  

where 𝑀𝑀 is the number of data bit periods over which the averaging is done. The ratio 

𝜇𝜇𝑁𝑁𝑁𝑁  is a function that monotonically increases with respect to C/N0. Thus, C/N0 can be 

uniquely estimated by inverting this function. Input blocks of 1 ms, which is the most 

common configuration, are chosen for ease of implementation in the GPS L1 C/A case 

(C/A code period = 1 ms). In Figure 3-1, the SE is used for estimating the C/N0 of a 

progressively attenuated signal generated using a Spirent GPS hardware simulator. More 

specifically, the mean and standard deviation of the simulated attenuation, with respect to 
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a 32 dB-Hz reference level, are shown.  Beyond 9 dB of attenuation (C/N0 of 23 dB-Hz 

and lower), the SE fails considerably in terms of bias in the estimate and is, therefore, not 

reliable for weak signals. 

 

Under such scenarios, C/N0 estimation can also benefit from the availability of the 

pilot channel usually present in modernized GNSS signals. For instance, the Cramer-Rao 

lower bound (CRLB) for the C/N0 estimation  using pilot channel observations is found 

to be lower than that using data channel observations (Alagha 2001). Rather than 

evaluating the bias and variance of the SE using pilot channel observations and K greater 

than 20, this chapter takes a different approach towards the problem of C/N0 estimation. 

The following approach is adopted: 

i. Definition of performance bounds (CRLB) of C/N0 estimation using either 

the data or pilot channel and for the joint data/pilot case; 

Figure 3-1: Analysis of the reliability of the standard C/N0 estimator 
(averaged across 6 satellites) 
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ii. Theoretical bound on the performance gain achievable by using both the 

data and pilot channels will be provided;  

iii. Analysis of the effect of the predetection interval (𝑇𝑇𝑐𝑐𝑐𝑐ℎ ) used for C/N0 

estimation on the performance bounds and optimum choice of 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  to be 

used with C/N0 estimators; 

iv. Derivation of approximated ML estimators for C/N0 for single channels 

(either data or pilot) and for the joint data/pilot case. Bias and variance 

analysis of derived estimators. 

v. Iterative solution for joint data/pilot C/N0 estimation, to account for the 

nonlinearity, and verification of its reliability for weak signals in the case 

of the GPS L2C signals. 

Although the problem of C/N0 estimation can be viewed as a scaled signal-to-

noise ratio (SNR) estimation and theoretical analysis for SNR estimation is widely 

available in the communications context (Pauluzzi & Beaulieu 2000), a detailed analysis 

in the specific context of GNSS signals is still missing in the literature. A comprehensive 

review of work, available in the literature, related to SNR estimation is provided in the 

following paragraph.   

The CRLB for SNR estimation using pilot symbols alone, with the amplitude and 

noise variance as unknown parameters, is commonly available in the literature (Kay 

1993). Alagha (2001) provides the CRLB using data channel observations and compares 

it with the estimation process which uses pilot channel observations. The assumptions 

used in the derivations and results presented by Alagha (2001) include one observation 

per data bit and equally probable data bits.  This was extended to the use of N data 
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symbols and M pilot symbols by Chen & Beaulieu (2005). The latter also propose an 

approximate maximum-likelihood (ML) estimator for similar input conditions. Further, it 

is clearly stated that, although the amplitude estimator, which uses both data and pilot 

inputs, can be viewed as a linear combination of independent amplitude estimators on 

each channel, the optimal SNR estimator using both channels is a nonlinear combination 

of the individual SNR estimators. Here again, one observation per data bit was assumed 

and the results were analyzed using the noise variance at the estimation output. But the 

approximation used in deriving the ML estimator fails at low SNR, thus leading to biased 

SNR estimates. Li et al (2002) proposes an iterative search algorithm for the amplitude 

estimate on the data channel, which tries to solve the ML equation by searching through 

the values within a given range of normalized amplitudes. As mentioned before, although 

the above work provides an intuitive insight into the performance of C/N0 estimation, an 

analysis of theoretical bounds and achievable performance (in terms of bias and variance) 

specific to the context of GNSS signals is required. 

Ramasubramanian & Nadig (2006) address the theoretical analysis by giving the 

CRLB for C/N0 estimation in GPS receivers for one particular case where 1 ms 

accumulated correlator outputs (20 observations per data bit) from the data channel (GPS 

L1 C/A) were used. Apart from this, C/N0 estimators derived with an analytical approach 

can be found in Groves (2005), Schmid & Neubauer (2005), Pany & Eisfeller (2006) and 

Muthuraman et al (2008). These approaches make use of the statistics of the accumulated 

correlator outputs to derive the estimator. 
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3.2 Signal Model 

The received GPS signal after code and carrier removal is accumulated coherently 

on early, prompt and late channels for 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  seconds. The accumulated correlator output 

on the prompt channel is the input (observation) to the C/N0 estimator. 

Let 𝑁𝑁 be the total number of observations to be used per C/N0 update per channel 

(either data or pilot). With the assumption of perfect code and carrier lock, this section 

provides the model and the probability density function used for data and pilot channel 

observations and the model used for C/N0 estimation. 

3.2.1 Data Channel Observations 

For the case of the data channel, the data bit boundaries are assumed to be known 

or detected before C/N0 estimation starts. This is often easily achieved with modernized 

GPS signals, since the code period on the data channel is the same as the data bit period 

and their boundaries are aligned. The accumulated correlator output vector on the data 

channel (𝒙𝒙𝑫𝑫) is given as 

𝒙𝒙𝑫𝑫 = �
𝑥𝑥1,1 … 𝑥𝑥1,𝐾𝐾�������

𝒙𝒙𝟏𝟏
′

…  𝑥𝑥𝑀𝑀,1 … 𝑥𝑥𝑀𝑀,𝐾𝐾���������
𝒙𝒙𝑴𝑴
′

 �������������������
𝑥𝑥1→𝑥𝑥𝑁𝑁

 �

𝑇𝑇

 (3.5)  

where observations are taken over 𝑀𝑀 data bit intervals, with 𝐾𝐾 observations per data bit 

period (𝑀𝑀 × 𝐾𝐾 = 𝑁𝑁 observations).  The parameter 𝑥𝑥𝑚𝑚 ,𝑘𝑘  denotes the 𝑘𝑘-th accumulated 

correlator output belonging to the 𝑚𝑚-th data bit. The parameter 𝒙𝒙𝒎𝒎′  is used to denote the 

set of observations belonging to the 𝑚𝑚-th data bit. Let 𝑥𝑥𝑛𝑛  denote the individual 

observations within the set before grouping them based on the data bit, where 𝑛𝑛 =

(𝑚𝑚 − 1)𝐾𝐾 + 𝑘𝑘  ∀ (1 ≤ 𝑛𝑛 ≤ 𝑁𝑁, 1 ≤ 𝑚𝑚 ≤ 𝑀𝑀, 1 ≤ 𝑘𝑘 ≤ 𝐾𝐾). 
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Then 

𝑥𝑥𝑛𝑛 =  𝑑𝑑𝑚𝑚𝐴𝐴 + 𝑤𝑤𝑛𝑛𝑛𝑛  (3.6)  

where 𝑑𝑑𝑚𝑚  is the 𝑚𝑚-th data bit which takes a value in the set {+1,−1} with equal 

probability.  Parameter 𝐴𝐴 is the signal amplitude (𝐴𝐴 ≥ 0) and 𝑤𝑤𝑛𝑛𝑛𝑛  is  zero mean AWGN 

noise with variance 𝜎𝜎𝑛𝑛2 . 

The vector of unknown parameters is given by 𝜽𝜽 = [𝐴𝐴  𝜎𝜎𝑛𝑛2]𝑇𝑇. The probability 

density function for the data channel observations belonging to the 𝑚𝑚-th data bit is given 

by 

𝑝𝑝�𝒙𝒙𝒎𝒎′ ;𝜽𝜽� =
1

(2𝜋𝜋𝜎𝜎𝑛𝑛2)
𝐾𝐾
2

exp�−
1

2𝜎𝜎𝑛𝑛2
��𝑥𝑥𝑚𝑚,𝑘𝑘

2

𝑘𝑘

+ 𝐴𝐴2�� cosh�
𝐴𝐴
𝜎𝜎𝑛𝑛2
�𝑥𝑥𝑚𝑚,𝑘𝑘
𝑘𝑘

�. (3.7)  

Thus the joint pdf of 𝒙𝒙𝑫𝑫 is given as 

𝑝𝑝(𝒙𝒙𝑫𝑫;𝜽𝜽) = �𝑝𝑝(𝒙𝒙𝒎𝒎′ ;𝜽𝜽)
𝑚𝑚

. (3.8)  

3.2.2 Pilot Channel Observations 

The observation vector for the pilot channel (𝒙𝒙𝑷𝑷) need not be grouped as in 𝒙𝒙𝑫𝑫 

due to the absence of data bits and is given as 

𝒙𝒙𝑷𝑷 = [𝑥𝑥𝑁𝑁+1 …  𝑥𝑥2𝑁𝑁]𝑇𝑇  (3.9)  

where 

𝑥𝑥𝑛𝑛 = 𝐴𝐴 + 𝑤𝑤𝑛𝑛𝑛𝑛  (3.10)  

for 𝑁𝑁 + 1 ≤ 𝑛𝑛 ≤ 2𝑁𝑁, where 𝑤𝑤𝑛𝑛𝑛𝑛  is the AWGN noise on the pilot channel accumulated 

correlator outputs characterized by the same distribution as 𝑤𝑤𝑛𝑛𝑛𝑛 . A shifted index (𝑁𝑁 +

1 → 2𝑁𝑁 instead of 1 → 𝑁𝑁) is used for the pilot channel for notational convenience. The 

pdf of 𝒙𝒙𝑷𝑷 is given by 
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𝑝𝑝(𝒙𝒙𝑷𝑷;𝜽𝜽) =  � 𝑝𝑝(𝑥𝑥𝑛𝑛 ;𝜽𝜽)
2𝑁𝑁

𝑛𝑛=𝑁𝑁+1

 (3.11)  

where 𝑝𝑝(𝑥𝑥𝑛𝑛 ;𝜽𝜽) denotes the pdf of individual pilot channel observations following a 

Gaussian distribution, 𝒩𝒩(𝐴𝐴,𝜎𝜎𝑛𝑛2). 

Further, the cross correlation between the noise corrupting the data and pilot channel 

accumulated correlator outputs is assumed to be zero, as discussed in Chapter 2: 

𝐸𝐸�𝑤𝑤𝑛𝑛𝑛𝑛  𝑤𝑤𝑛𝑛𝑛𝑛 � = 0 ∀𝑛𝑛. (3.12)  

3.2.3 C/N0 Estimation Model 

The C/N0 expressed in units of 𝑑𝑑𝑑𝑑 − 𝐻𝐻𝐻𝐻 is related to the post correlation SNR (𝛼𝛼) 

as (Kaplan 2006) 

�
𝐶𝐶
𝑁𝑁0
�
𝑑𝑑𝑑𝑑−𝐻𝐻𝐻𝐻

=  10 log10 �
𝐴𝐴2

2𝜎𝜎𝑛𝑛2
� − 10 log10 �

𝑇𝑇𝑐𝑐𝑐𝑐ℎ
2 �. (3.13)  

Since 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  is a known constant, the variance bound for C/N0 estimation is given by that 

of the post correlation SNR term expressed in dB �𝛼𝛼 = 𝐴𝐴2

2𝜎𝜎𝑛𝑛2
�. Thus, it is required to 

evaluate the CRLB of a function of  𝜽𝜽, given by 𝑔𝑔(𝜽𝜽) as 

𝑔𝑔(𝜽𝜽) = 10 log10 �
𝐴𝐴2

2𝜎𝜎𝑛𝑛2
� = 10 log10(𝛼𝛼). (3.14)  

3.3 CRLB for C/N0 estimation 

In this section, the CRLB for C/N0 estimation is derived, initially using either the 

pilot or data channel observations only and then for the joint data/pilot case. A detailed 

analysis of the results obtained is provided to make intuitive interpretations for practical 

scenarios.   
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3.3.1 Case – 1: Pilot Channel 

When observations from the pilot channel alone are used for C/N0 estimation, the 

problem of deriving a bound reduces to the simple SNR estimation analyzed in the 

standard literature (Kay 1993). For this case, the Fisher information matrix (𝐼𝐼𝑝𝑝(𝜽𝜽)) is 

given by 

𝐼𝐼𝑝𝑝(𝜽𝜽) =

⎣
⎢
⎢
⎡
𝑁𝑁
𝜎𝜎𝑛𝑛2

 0 

 0 
𝑁𝑁

2𝜎𝜎𝑛𝑛4⎦
⎥
⎥
⎤
 (3.15)  

and thus the CRLB for C/N0 estimation is given by (Alagha 2001) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑝𝑝(𝑔𝑔(𝜽𝜽)) =
200

𝑁𝑁(ln 10)2 �
1
𝛼𝛼

+ 1�  [𝑑𝑑𝐵𝐵2]. (3.16)  

3.3.2 Case – 2: Data Channel 

The CRLB bound provided by Ramasubramanian & Nadig (2006) is specific to 

the case of 𝐾𝐾 = 20, 𝑇𝑇𝑐𝑐𝑐𝑐ℎ = 1 𝑚𝑚𝑚𝑚. Since one objective of this work is to analyse the effect 

of the predetection interval (𝑇𝑇𝑐𝑐𝑐𝑐ℎ ) on the C/N0 estimation process, an extension of this 

work is provided in this section. The Fisher information matrix, calculated using Eq. 

(3.8), is given by 

𝐼𝐼𝑑𝑑(𝜽𝜽) =
𝑁𝑁
𝜎𝜎𝑛𝑛4

⎣
⎢
⎢
⎡𝜎𝜎𝑛𝑛2 − 𝜎𝜎𝑛𝑛2

ℎ(𝛼𝛼,𝐾𝐾)
𝐾𝐾

 𝐴𝐴
ℎ(𝛼𝛼,𝐾𝐾)
𝐾𝐾

𝐴𝐴
ℎ(𝛼𝛼,𝐾𝐾)
𝐾𝐾

 
1
2
−
𝐴𝐴2

𝜎𝜎𝑛𝑛2
ℎ(𝛼𝛼,𝐾𝐾)
𝐾𝐾 ⎦

⎥
⎥
⎤
 (3.17)  

where ℎ(𝛼𝛼,𝐾𝐾) is a scalar function defined as 

ℎ(𝛼𝛼,𝐾𝐾) =
exp(−𝐾𝐾𝐾𝐾)
√2𝜋𝜋𝜋𝜋

 �
𝑢𝑢2 exp �− 𝑢𝑢2

2𝐾𝐾�

cosh�𝑢𝑢√2𝛼𝛼�

+∞

−∞
 𝑑𝑑𝑑𝑑. (3.18)  
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A detailed characterisation of ℎ(𝛼𝛼,𝐾𝐾) is provided in Section 3.3.4 . Using the Fisher 

information matrix (Eq. (3.17)), the CRLB for C/N0 estimation on the data channel is 

given by 

𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑑𝑑(𝑔𝑔(𝜽𝜽)) = 𝐾𝐾 200
𝑁𝑁(ln 10)2

1
𝛼𝛼−

1
𝐾𝐾ℎ(𝛼𝛼 ,𝐾𝐾)+1

𝐾𝐾−4𝛼𝛼ℎ(𝛼𝛼 ,𝐾𝐾)−ℎ(𝛼𝛼 ,𝐾𝐾)
 [𝑑𝑑𝐵𝐵2]. (3.19)  

Substituting 𝐾𝐾 = 1 in Eq. (3.19) yields the CRLB for ‘one observation per data bit’, 

which is the case considered by Alagha (2001). 

3.3.3 Case – 3: Joint Data/Pilot 

The observations at the input of the C/N0 estimation process which uses both the 

data and pilot channels is given by 𝒙𝒙 = [𝒙𝒙𝑫𝑫𝑻𝑻   𝒙𝒙𝑷𝑷𝑻𝑻] 𝑇𝑇 . The joint pdf, 𝑝𝑝(𝒙𝒙;𝜽𝜽), is given by 

𝑝𝑝(𝒙𝒙;𝜽𝜽) = 𝑝𝑝(𝒙𝒙𝑫𝑫;𝜽𝜽) 𝑝𝑝(𝒙𝒙𝑷𝑷;𝜽𝜽). (3.20)  

Defining 𝑃𝑃 ≡ ln�𝑝𝑝(𝒙𝒙;𝜽𝜽)� and 𝑦𝑦𝑚𝑚 = �∑ 𝑥𝑥𝑚𝑚 ,𝑘𝑘
𝐾𝐾
𝑘𝑘=1 �, the following expression is obtained 

for 𝑃𝑃: 

𝑃𝑃 =  −𝑁𝑁 ln 2𝜋𝜋𝜎𝜎𝑛𝑛2 −
𝑁𝑁𝐴𝐴2

𝜎𝜎𝑛𝑛2
+
𝐴𝐴
𝜎𝜎𝑛𝑛2

� 𝑥𝑥𝑛𝑛

2𝑁𝑁

𝑛𝑛=𝑁𝑁+1

−
1

2𝜎𝜎𝑛𝑛2
�𝑥𝑥𝑛𝑛2
2𝑁𝑁

𝑛𝑛=1

+ � ln cosh�
𝐴𝐴
𝜎𝜎𝑛𝑛2

𝑦𝑦𝑚𝑚�
𝑀𝑀

𝑚𝑚=1

  (3.21)  

where the pdf of 𝑦𝑦𝑚𝑚  is given by 

𝑝𝑝(𝑦𝑦𝑚𝑚 ;𝜃𝜃) =
1

�2𝜋𝜋𝜋𝜋𝜎𝜎𝑛𝑛2
exp�−

1
2𝐾𝐾𝜎𝜎𝑛𝑛2

(𝑦𝑦𝑚𝑚2 + 𝐾𝐾2𝐴𝐴2)� cosh�
𝑦𝑦𝑚𝑚𝐴𝐴
𝜎𝜎𝑛𝑛2

�. (3.22)  

The CRLB for 𝑔𝑔(𝜽𝜽) for the joint data/pilot case is given by 

𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑑𝑑𝑑𝑑 �𝑔𝑔(𝜽𝜽)� =
𝜕𝜕𝜕𝜕(𝜽𝜽)
𝜕𝜕𝜽𝜽

𝐼𝐼𝑑𝑑𝑑𝑑−1(𝜃𝜃)�
𝜕𝜕𝜕𝜕(𝜽𝜽)
𝜕𝜕𝜽𝜽

�
𝑇𝑇

 (3.23)  

where 𝜕𝜕𝜕𝜕(𝜽𝜽)
𝜕𝜕𝜽𝜽  is the Jacobian matrix defined as 
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𝜕𝜕𝜕𝜕(𝜽𝜽)
𝜕𝜕𝜽𝜽

= �
𝜕𝜕𝜕𝜕(𝜽𝜽)
𝜕𝜕𝜕𝜕

 
𝜕𝜕𝜕𝜕(𝜽𝜽)
𝜕𝜕𝜎𝜎𝑛𝑛2

� (3.24)  

and the transformation 𝑔𝑔(𝜽𝜽) is defined in Eq. (3.14). The Fisher information matrix, 

𝐼𝐼𝑑𝑑𝑑𝑑 (𝜃𝜃), for the joint data/pilot case is given as 

�𝐼𝐼𝑑𝑑𝑑𝑑(𝜃𝜃)�
𝑖𝑖,𝑗𝑗

= −𝐸𝐸 �
𝜕𝜕2𝑃𝑃
𝜕𝜕𝜃𝜃𝑖𝑖𝜕𝜕𝜃𝜃𝑗𝑗

�. (3.25)  

The partial derivatives of Eq. (3.25) are given as  

𝜕𝜕2𝑃𝑃
𝜕𝜕𝐴𝐴2 =  −

2𝑁𝑁
𝜎𝜎𝑛𝑛2

+
1
𝜎𝜎𝑛𝑛4

��
𝑦𝑦𝑚𝑚2

cosh2 � 𝐴𝐴𝜎𝜎𝑛𝑛2
𝑦𝑦𝑚𝑚�

�
𝑀𝑀

𝑚𝑚=1

 (3.26)  

𝜕𝜕2𝑃𝑃
𝜕𝜕𝜕𝜕𝜕𝜕𝜎𝜎𝑛𝑛2

=
𝜕𝜕2𝑃𝑃
𝜕𝜕𝜎𝜎𝑛𝑛2𝜕𝜕𝜕𝜕

=
2𝑁𝑁𝑁𝑁
𝜎𝜎𝑛𝑛4

−
1
𝜎𝜎𝑛𝑛4

� 𝑥𝑥𝑛𝑛

2𝑁𝑁

𝑛𝑛=𝑁𝑁+1

−
1
𝜎𝜎𝑛𝑛4

� �
𝐴𝐴
𝜎𝜎𝑛𝑛2

𝑦𝑦𝑚𝑚2

cosh2 � 𝐴𝐴𝜎𝜎𝑛𝑛2
𝑦𝑦𝑚𝑚�

+  𝑦𝑦𝑚𝑚 tanh �
𝐴𝐴
𝜎𝜎𝑛𝑛2

𝑦𝑦𝑚𝑚��
𝑀𝑀

𝑚𝑚=1

 

(3.27)  

𝜕𝜕2𝑃𝑃
𝜕𝜕(𝜎𝜎𝑛𝑛2)2 =

𝑁𝑁
𝜎𝜎𝑛𝑛4

−
2𝑁𝑁𝐴𝐴2

𝜎𝜎𝑛𝑛6
+

2𝐴𝐴
𝜎𝜎𝑛𝑛6

� 𝑥𝑥𝑛𝑛

2𝑁𝑁

𝑛𝑛=𝑁𝑁+1

−
1
𝜎𝜎𝑛𝑛6

�𝑥𝑥𝑛𝑛2
2𝑁𝑁

𝑛𝑛=1

+
1
𝜎𝜎𝑛𝑛6

� �
𝑦𝑦𝑚𝑚2

cosh2 � 𝐴𝐴𝜎𝜎𝑛𝑛2
𝑦𝑦𝑚𝑚�

𝐴𝐴2

𝜎𝜎𝑛𝑛2
+  2𝐴𝐴 𝑦𝑦𝑚𝑚 tanh �

𝐴𝐴
𝜎𝜎𝑛𝑛2

𝑦𝑦𝑚𝑚��
𝑀𝑀

𝑚𝑚=1

. 

(3.28)  

The following identities are used to evaluate the expectation of the derivatives listed 

above. The proof of these identities is provided in Appendix B.  

Identity 1: 
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𝐸𝐸 �
𝑦𝑦𝑚𝑚2

cosh2 � 𝐴𝐴𝜎𝜎𝑛𝑛2
𝑦𝑦𝑚𝑚�

� = 𝜎𝜎𝑛𝑛2ℎ(𝛼𝛼,𝐾𝐾) (3.29)  

Identity 2:  

𝐸𝐸 �𝑟𝑟 tanh �
𝑟𝑟𝑟𝑟
𝜎𝜎𝑛𝑛2
�� =  𝐴𝐴 (3.30)  

where 𝑟𝑟 is a random variable that follows the distribution �𝑝𝑝(𝑟𝑟;𝜃𝜃)� given by 

𝑝𝑝(𝑟𝑟;𝜃𝜃) =
1

�2𝜋𝜋𝜎𝜎𝑛𝑛2
𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝑟𝑟2 + 𝐴𝐴2

2𝜎𝜎𝑛𝑛2
� 𝑐𝑐𝑐𝑐𝑐𝑐ℎ �

𝑟𝑟𝑟𝑟
𝜎𝜎𝑛𝑛2
�. (3.31)  

By using Identity 2, it can be shown that 

𝐸𝐸 �𝑦𝑦𝑚𝑚 tanh �
𝐴𝐴
𝜎𝜎𝑛𝑛2

𝑦𝑦𝑚𝑚�� = 𝐾𝐾𝐾𝐾. (3.32)  

Applying the expectation operation on the partial derivatives in Eq. (3.26), (3.27) and 

(3.28), the Fisher Information Matrix (𝐼𝐼𝑑𝑑𝑑𝑑 (𝜽𝜽)) becomes 

𝐼𝐼𝑑𝑑𝑑𝑑 (𝜽𝜽) =
2𝑁𝑁
𝜎𝜎𝑛𝑛4

⎣
⎢
⎢
⎢
⎡𝜎𝜎𝑛𝑛2 −

𝜎𝜎𝑛𝑛2

2𝐾𝐾
ℎ(𝛼𝛼,𝐾𝐾)

𝐴𝐴
2𝐾𝐾

ℎ(𝛼𝛼,𝐾𝐾)

 
𝐴𝐴

2𝐾𝐾
ℎ(𝛼𝛼,𝐾𝐾) 

1
2
−

1
2𝐾𝐾

𝐴𝐴2

𝜎𝜎𝑛𝑛2
 ℎ(𝛼𝛼,𝐾𝐾)

⎦
⎥
⎥
⎥
⎤
 (3.33)  

and the determinant is given by 

�𝐼𝐼𝑑𝑑𝑑𝑑 (𝜽𝜽)� =
2𝑁𝑁
𝜎𝜎𝑛𝑛4

�
𝜎𝜎𝑛𝑛2

2
−
𝐴𝐴2

2𝐾𝐾
ℎ(𝛼𝛼,𝐾𝐾) −

𝜎𝜎𝑛𝑛2

4𝐾𝐾
ℎ(𝛼𝛼,𝐾𝐾)�. (3.34)  

The CRLB for the estimation of 𝑔𝑔(𝜃𝜃) using both the data and pilot channels can be 

derived using Eq. (3.23) as 
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𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑑𝑑𝑑𝑑 (𝑔𝑔(𝜽𝜽))

=
1

�𝐼𝐼𝑑𝑑𝑑𝑑 �𝑔𝑔(𝜽𝜽)��
1

(𝑙𝑙𝑙𝑙 10)2 �
20
𝐴𝐴

−
10
𝜎𝜎𝑛𝑛2
�

⎣
⎢
⎢
⎢
⎡1
2
−

1
2𝐾𝐾

𝐴𝐴2

𝜎𝜎𝑛𝑛2
 ℎ(𝛼𝛼,𝐾𝐾) −

𝐴𝐴
2𝐾𝐾

ℎ(𝛼𝛼,𝐾𝐾)

−
𝐴𝐴

2𝐾𝐾
ℎ(𝛼𝛼,𝐾𝐾) 𝜎𝜎𝑛𝑛2 −

𝜎𝜎𝑛𝑛2

2𝐾𝐾
ℎ(𝛼𝛼,𝐾𝐾)⎦

⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎡

20
𝐴𝐴

−
10
𝜎𝜎𝑛𝑛2⎦
⎥
⎥
⎤
 

(3.35)  

which reduces to  

𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑑𝑑𝑑𝑑 �𝑔𝑔(𝜽𝜽)� = 𝐾𝐾
200

𝑁𝑁 (ln 10)2

 �1𝛼𝛼 −
1

2𝐾𝐾  ℎ(𝛼𝛼,𝐾𝐾) + 1�
2𝐾𝐾 − ℎ(𝛼𝛼,𝐾𝐾) − 4𝛼𝛼ℎ(𝛼𝛼,𝐾𝐾)

 [𝑑𝑑𝐵𝐵2]. (3.36)  

3.3.4 Properties of 𝒉𝒉(𝜶𝜶,𝑲𝑲) 

The integrand of Eq. (3.18) is plotted in Figure 3-2. The C/N0 for this case is 

chosen as 8 dB-Hz since the area under the curve diminishes for large C/N0. To 

numerically evaluate the function defined in Eq. (3.18), the integration limits have to be 

finite. For C/N0 values of interest to the GNSS community, the integrand of ℎ(𝛼𝛼,𝐾𝐾) is 

significant for |𝑢𝑢| < 20, where 𝑢𝑢 is a variable in the integrand in Eq. (3.18) and the 

integration is performed with respect to it.  Thus, to calculate the area under the curve, 

Figure 3-2: Plot of the integrand of h(α,K) for different Tcoh and K at a C/N0 
of 8 dB-Hz 
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numerical integration is performed for |𝑢𝑢| < 50 with a step size of 5 × 10−4 to allow for 

sufficient accuracy.    

 Figure 3-3 shows the area under the curve for different values of 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  (𝐾𝐾 =

20 𝑚𝑚𝑚𝑚/𝑇𝑇𝑐𝑐𝑐𝑐ℎ ). Theoretically, the choice of the predetection interval, 𝑇𝑇𝑐𝑐𝑐𝑐ℎ , will not have a 

significant impact on C/N0 estimation for received C/N0 > 25 dB-Hz, as ℎ(𝛼𝛼,𝐾𝐾) → 0. By 

substituting ℎ(𝛼𝛼,𝐾𝐾) → 0 in 𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑑𝑑�𝑔𝑔(𝜽𝜽)�, defined by Eq.(3.19), namely 

�𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑑𝑑�𝑔𝑔(𝜽𝜽)��
ℎ(𝛼𝛼 ,𝐾𝐾)→0

= 𝐾𝐾
200

𝑁𝑁 (𝑙𝑙𝑙𝑙 10)2

�1 + 1
𝛼𝛼�

𝐾𝐾
= 𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑝𝑝(𝑔𝑔(𝜽𝜽)), (3.37)  

it can be verified that 𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑑𝑑  approaches 𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑝𝑝  for large C/N0. ℎ(𝛼𝛼,𝐾𝐾) increases 

significantly for weak GNSS signals, and hence, the theoretical performance bounds for 

the data and pilot channels start to differ considerably. 

 

Figure 3-3: Plot of h(α,K) against C/N0 for different values of Tcoh and K = 
20/Tcoh 
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3.3.5 Theoretical Gain Analysis of Joint Data/Pilot C/N0 estimation 

3.3.5.1 Theoretical Bound on Achievable Gain 

The theoretical bound on performance gain in noise variance reduction by using 

both the data and pilot channels for C/N0 estimation against the use of the pilot channel 

alone is provided in this section.  

For very high C/N0, ℎ(𝛼𝛼,𝐾𝐾) → 0. Thus, comparing Eq. (3.16) and (3.36) leads to  

�𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑑𝑑𝑑𝑑
𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑝𝑝

�
ℎ(𝛼𝛼 ,𝐾𝐾)→0

=
1
2
⇒ 3 dB reduction in noise variance. (3.38)  

Thus, using both the data and pilot channel leads to a 3 dB reduction in noise variance 

(gain). For a very low C/N0 such as 5 dB-Hz, which corresponds to a scaled SNR of 

𝛼𝛼 = 0.0016 for 𝑇𝑇𝑐𝑐𝑐𝑐ℎ = 1 𝑚𝑚𝑚𝑚, and 𝐾𝐾 = 20), ℎ(𝛼𝛼,𝐾𝐾) is approximately equal to 18. 

Comparing the CRLB bound leads to 

�𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑑𝑑𝑑𝑑
𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝑝𝑝

�
ℎ(𝛼𝛼 ,𝐾𝐾)→18

⇒ 0.4 dB reduction in noise variance. (3.39)  

With the results from the above analysis for maximum and minimum values of C/N0 of 

interest, it is clear that the theoretical gain in noise variance reduction by using both 

channels decreases with the C/N0. To highlight the change in gain for weak signals, a 

numerical computation is performed for different choices of 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  (𝐾𝐾 = 20 𝑚𝑚𝑠𝑠/𝑇𝑇𝑐𝑐𝑐𝑐ℎ ). 

Figure 3-4 shows that a 3 dB gain in noise variance reduction is possible for C/N0 > 25 

dB-Hz. However, below 25 dB-Hz, the curves shows the effect of the value of 𝐾𝐾 (𝑇𝑇𝑐𝑐𝑐𝑐ℎ ) 

on C/N0 estimation. 
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3.3.5.2 Effect of Tcoh on achievable gain 

A choice of 1 ms for 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  with the knowledge of 𝐾𝐾 = 20 observations per data bit 

has a greater gain at low C/N0 as compared to the use of 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  = 20 ms where the data bit 

sign is uncorrelated across all observations. This difference in performance can be 

explained using the concept of sufficient statistics for data channel observations alone. 

When 𝒙𝒙𝑫𝑫 is populated with 1 ms observations, it can be considered a set which contains 

all the information required. Define 𝒙𝒙𝑫𝑫′  as the vector that contains accumulations of 𝒙𝒙𝑫𝑫 

over every data bit period (𝒙𝒙𝑫𝑫′ ⊂ 𝒙𝒙𝑫𝑫):  

𝒙𝒙𝑫𝑫′ = �𝑥𝑥𝐷𝐷′ (𝑚𝑚) = �𝑥𝑥𝑚𝑚 ,𝑘𝑘

20

𝑘𝑘=1

 ∀𝑚𝑚 = 1 …𝑀𝑀� . (3.40)  

The sufficient statistics for the vector (𝒙𝒙𝑫𝑫) are given by 𝑇𝑇1,𝑑𝑑(𝑥𝑥) and 𝑇𝑇2,𝑑𝑑(𝑥𝑥) where 

𝑇𝑇1,𝑑𝑑(𝑥𝑥) = ��𝑥𝑥𝑚𝑚 ,𝑘𝑘
𝑘𝑘

 ∀𝑚𝑚 = 1 …  𝑀𝑀� (3.41)  

Figure 3-4: Theoretical gain in noise variance reduction by using both the 
data and pilot channels for C/N0 estimation as compared to using pilot channel only 
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𝑇𝑇2,𝑑𝑑(𝑥𝑥) =  �𝑥𝑥𝑛𝑛2
𝑛𝑛

 ∀𝑛𝑛 = 1 …𝑁𝑁. (3.42)  

 If 𝒙𝒙𝑫𝑫′  can be shown to allow the computation of both 𝑇𝑇1,𝑑𝑑(𝑥𝑥) and 𝑇𝑇2,𝑑𝑑(𝑥𝑥), the 

performance would be the same regardless of the 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  chosen. 𝑇𝑇1,𝑑𝑑(𝑥𝑥) can be directly 

evaluated from 𝒙𝒙𝑫𝑫′ ,  but the information conveyed by 𝑇𝑇2,𝑑𝑑(𝑥𝑥) is lost in transforming 𝒙𝒙𝑫𝑫 to 

𝒙𝒙𝑫𝑫′ . This provides an intuitive explanation for the difference in performance based on the 

choice of 𝑇𝑇𝑐𝑐𝑐𝑐ℎ . A rather complicated way to prove this is to show that 𝑝𝑝(𝑇𝑇2,𝑑𝑑(𝑥𝑥)|𝒙𝒙𝑫𝑫′ ) 

does not depend on the unknown parameters (𝜽𝜽) (Kay 1993). 

3.4 Maximum Likelihood (ML) Estimators 

The CRLB analysis in the previous section addresses the theoretical bounds on 

the achievable gain by using both the data and pilot channels. This section derives 

estimators for weak GPS signals which perform close to the bounds without significant 

bias. A ML estimator using data channel inputs is derived and analyzed to outline the 

issue with the validity of the approximations under weak GPS signal conditions. An 

iterative solution to overcome the issue is then evaluated with emphasis on its 

convergence percentage. This is then carried forward to derive an estimator which uses 

both the data and pilot channels and effectively overcomes the problems faced in the 

iterative procedure. In both cases, 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  is fixed to 1 ms (𝐾𝐾 = 20) based on the previous 

analysis.  

3.4.1 ML Estimator – Data Channel 

Using the pdf function defined in Eq. (3.8), the partial derivatives of the 

likelihood function are computed with respect to 𝐴𝐴 and 𝜎𝜎𝑛𝑛2 as 
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� 𝜕𝜕
𝜕𝜕𝜕𝜕

[ln𝑝𝑝(𝒙𝒙𝑫𝑫;𝜽𝜽)]�
𝜃𝜃�

= 𝐴̂𝐴 −
1
𝑁𝑁
��𝑦𝑦𝑚𝑚 tanh�

𝐴̂𝐴
𝜎𝜎𝑛𝑛2�

 𝑦𝑦𝑚𝑚��
𝑚𝑚

= 0 (3.43)  

� 𝜕𝜕
𝜕𝜕𝜎𝜎𝑛𝑛2

[ln𝑝𝑝(𝒙𝒙𝑫𝑫;𝜽𝜽)]�
𝜃𝜃�

= 1 −
𝐴̂𝐴2

𝜎𝜎𝑛𝑛2�
−

1
𝜎𝜎𝑛𝑛2�

1
𝑁𝑁
�𝑥𝑥𝑛𝑛2
𝑛𝑛

+
2𝐴̂𝐴
𝜎𝜎𝑛𝑛2�

1
𝑁𝑁
��𝑦𝑦𝑚𝑚 tanh�

𝐴̂𝐴
𝜎𝜎𝑛𝑛2�

 𝑦𝑦𝑚𝑚��
𝑚𝑚

= 0. 

(3.44)  

The ML estimate for noise variance (𝜎𝜎𝑛𝑛2�) is obtained by substituting (3.43) into (3.44), 

and is 

𝜎𝜎𝑛𝑛2� =
1
𝑁𝑁
�𝑥𝑥𝑛𝑛2
𝑛𝑛

− 𝐴̂𝐴2. (3.45)  

The amplitude cannot be directly evaluated because of the presence of the 𝑡𝑡𝑡𝑡𝑡𝑡ℎ function. 

The following approximation can be used to simplify the computation (Li et al 2002): 

𝑦𝑦𝑚𝑚 tanh �𝑦𝑦𝑚𝑚
2𝛼𝛼�
𝐴̂𝐴
� ≈ 𝑦𝑦𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦𝑚𝑚) = |𝑦𝑦𝑚𝑚 |. (3.46)  

The approximation in Eq. (3.46) is valid for real, positive values of 𝛼𝛼� and 𝐴̂𝐴. Using Eq. 

(3.46) in Eq.(3.43) yields 

𝐴̂𝐴 =
1
𝑁𝑁
�|𝑦𝑦𝑚𝑚 |
𝑚𝑚

. (3.47)  

Using the invariance property (Kay 1993), the ML estimator for C/N0 is given by 

�
𝐶𝐶
𝑁𝑁0
�
𝑑𝑑𝑑𝑑−𝐻𝐻𝐻𝐻

 = 10 log10 𝛼𝛼� − 10 log10 �
𝑇𝑇𝑐𝑐𝑐𝑐ℎ

2 � (3.48)  

where 𝛼𝛼� = 𝐴𝐴�2

2𝜎𝜎𝑛𝑛2�
 is the ML estimate of the post correlation SNR. 
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To verify the validity of the approximation used, a numerical simulation was 

performed with unit amplitude, 𝑇𝑇𝑐𝑐𝑐𝑐ℎ = 1 𝑚𝑚𝑚𝑚, and 𝐾𝐾 = 20. The mean of the 𝑡𝑡𝑡𝑡𝑡𝑡ℎ 

function is plotted as a function of C/N0 in Figure 3-5 . The sign function in Eq. (3.46) 

maps the curve to {+1,−1} depending on the data bit sign. It is clear that the 

approximation is valid for C/N0 greater than 25 dB-Hz and starts to degrade for weak 

signals. This leads to a considerable bias in C/N0 estimation of weak GNSS signals.  

 

3.4.2 Iterative ML Estimator – Data Channel 

To overcome the problem of bias in the C/N0 estimate for weak signals, iterative 

approaches can be used (Li et at 2002). In this work, the Newton-Raphson method is used 

to solve Eq. (3.43), the ML equation for amplitude. Initial estimates for the iterative 

procedure are obtained using the estimates given by the approximate solution described 

above. Let 𝑔𝑔𝑑𝑑(𝑎𝑎) be 

Figure 3-5: The mean of tanh(2αym/A) evaluated as a function of C/N0 with 
unit amplitude (A=1). 
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𝑔𝑔𝑑𝑑(𝑎𝑎) = 𝑎𝑎 −
1
𝑁𝑁
��𝑦𝑦𝑚𝑚 tanh �

2𝛼𝛼
𝑎𝑎
𝑦𝑦𝑚𝑚��

𝑚𝑚

. (3.49)  

The roots of 𝑔𝑔𝑑𝑑(𝑎𝑎) correspond to the ML estimate of 𝐴𝐴. In this iterative method, 𝛼𝛼 is 

considered independent of 𝐴𝐴 and thus is treated as a constant in the partial derivative 

𝜕𝜕𝑔𝑔𝑑𝑑/𝜕𝜕𝜕𝜕. An optimization with respect to 𝐴𝐴 is performed to reduce the dimensionality of 

the search.  

The update for 𝐴̂𝐴𝑖𝑖+1 is obtained as 

𝐴̂𝐴𝑖𝑖+1 = 𝐴̂𝐴𝑖𝑖 −
𝑔𝑔𝑑𝑑�𝐴̂𝐴𝑖𝑖�
�𝜕𝜕𝑔𝑔𝑑𝑑(𝑎𝑎)
𝜕𝜕𝜕𝜕 �

𝐴𝐴�𝑖𝑖

 (3.50)  

where 𝐴̂𝐴𝑖𝑖  is the amplitude estimate at the 𝑖𝑖-th iteration and the partial derivative is given 

by 

𝜕𝜕𝑔𝑔𝑑𝑑(𝑎𝑎)
𝜕𝜕𝜕𝜕

= 1 +
1
𝑁𝑁

2𝛼𝛼
𝑎𝑎2 ��

𝑦𝑦𝑚𝑚
2

cosh2 �2𝛼𝛼
𝑎𝑎  𝑦𝑦𝑚𝑚�

�
𝑚𝑚

. (3.51)  

Once 𝐴̂𝐴𝑖𝑖+1 is obtained, 𝜎𝜎𝑛𝑛2�𝑖𝑖+1 is updated using Eq. (3.45), which is then used to compute 

𝛼𝛼�𝑖𝑖+1. The initial estimate, 𝐴̂𝐴1, is obtained using the approximate version of the ML 

estimator, as given by Eq. (3.47). The above implementation actually searches for a root 

of the equation 𝑔𝑔𝑀𝑀𝑀𝑀 ,𝑑𝑑(𝑎𝑎) = 0, given by 

𝑔𝑔𝑀𝑀𝑀𝑀 ,𝑑𝑑(𝑎𝑎) = 𝑎𝑎 −
1
𝑁𝑁
��𝑦𝑦𝑚𝑚 𝑡𝑡𝑡𝑡𝑡𝑡ℎ � 

𝑎𝑎
𝑃𝑃𝑑𝑑 − 𝑎𝑎2 𝑦𝑦𝑚𝑚��

𝑚𝑚

 (3.52)  

where 

𝑃𝑃𝑑𝑑 =
1
𝑁𝑁
�𝑥𝑥𝑛𝑛2
𝑛𝑛

. (3.53)  

Eq. (3.52) is obtained by substituting Eq. (3.45) into Eq. (3.43).  
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Figure 3-6 shows the improvement in performance obtained by using the iterative 

method to compute the C/N0 as compared to the MLE with approximation. The plot is 

obtained with 10 iterations per estimate with a C/N0 output rate of 500 ms (corresponding 

𝑇𝑇𝑐𝑐𝑐𝑐ℎ = 1 𝑚𝑚𝑚𝑚, 𝐾𝐾 = 20, 𝑁𝑁 = 500). A total of 104 estimates are averaged for each 

considered C/N0. As shown in Figure 3-6, the ML estimator with approximation is 

considerably biased for C/N0 values less than 20 dB-Hz, and hence does not parallel the 

CRLB bound for variance. The iterative method is significantly less biased than the 

approximate MLE. 

 

Although the iterative method involves computing the tanh⁡(. ) and cosh2(. ) 

functions, this can be performed in offline software receivers where computational 

complexity is not of significant concern. This is particularly helpful in determining the 

Figure 3-6: Performance analysis of iterative MLE against MLE with 
approximation using data channel only 
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performance of algorithms proposed for weak signal environments, where offline tests 

can be carried out. Another option is to use look-up tables for real-time applications.   

Since the initial estimate for the data channel only C/N0 estimator is obtained 

from the MLE with approximation, this might lead to poor initialization of the iterative 

algorithm. Further, as shown in Figure 3-7, the roots of 𝑔𝑔𝑀𝑀𝑀𝑀 ,𝑑𝑑(𝑎𝑎) includes {±𝐴𝐴, 0} even 

under noiseless conditions. Hence, depending on the initial estimates used for the 

iterative procedure, the iteration can converge to any one of the three roots. Ignoring the 

possibility of negative initialization for the amplitude estimate, the iteration can converge 

either close to the original amplitude (𝑎𝑎 = +𝐴𝐴) or the origin (𝑎𝑎 = 0). There are also some 

cases where the noise level is too high and the root 𝑎𝑎 = +𝐴𝐴 vanishes under such low 

SNR conditions. When the iteration converges to 𝑎𝑎 = 0, the C/N0 estimate becomes −∞. 

This condition is referred to as divergence. Convergence is declared when the iterative 

algorithm settles on a non-zero root (𝑎𝑎 > 0).  

 

Figure 3-7: Plot of gML,d(a) for a C/N0 of 15 dB-Hz under two different 
conditions (i) Convergence and (ii) Divergence. The reference curve corresponds to 
the noise-less condition. Original amplitude (A) is set as 10.  
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Hence, in order to analyse the convergence percentage, a simple detector is 

utilized. For each C/N0 estimate, the algorithm is allowed to run for 100 iterations to 

check for divergence. Since the maximum variance of the estimator can be of the order of 

102  (corresponding to a C/N0 of 5 dB-Hz), which translates to 1𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 = ±10 𝑑𝑑𝑑𝑑, 

convergence is declared when both of the following conditions are met: 

i. | Final Estimate – Initial Estimate from ML with approximation| < 30 

dB 

ii. |Final Estimate – True C/N0| < 10 dB 

The first condition is a rough check designed for early detection of divergence. The true 

C/N0 is the C/N0 used to simulate the input vectors and would not be available under live 

signal conditions. The results shown in Figure 3-8 are averaged across 104 such 

estimates.  

 

The convergence percentage of the iterative algorithm drops slowly below 20 dB-

Hz, but is approximately 70% or greater for C/N0 values which are of interest to weak 

Figure 3-8: Convergence percentage for the iterative ML estimator using 
data channel only 
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signal positioning users (10 dB-Hz and above). This problem can be minimized by 

making use of the presence of the pilot channel (i.e., pilot channel ML estimates can be 

used as initial C/N0 estimates). 

3.4.3 Joint Data/Pilot ML Estimator 

The ML Estimator for C/N0 using both the data and pilot channel observations is 

derived (i) using the 𝑡𝑡𝑡𝑡𝑡𝑡ℎ approximation, and (ii) using the iterative method as described 

in Section 3.4.2. 

With Approximation: 

Maximizing 𝑃𝑃 defined in Eq. (3.21) w.r.t 𝜽𝜽, one obtains 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= −
2𝑁𝑁𝑁𝑁
𝜎𝜎𝑛𝑛2

+
1
𝜎𝜎𝑛𝑛2

� 𝑥𝑥𝑛𝑛

2𝑁𝑁

𝑛𝑛=𝑁𝑁+1

+
1
𝜎𝜎𝑛𝑛2

��𝑦𝑦𝑚𝑚 𝑡𝑡𝑡𝑡𝑡𝑡ℎ �
𝐴𝐴
𝜎𝜎𝑛𝑛2

𝑦𝑦𝑚𝑚��
𝑚𝑚

= 0 (3.54)  

𝜕𝜕𝜕𝜕
𝜕𝜕𝜎𝜎𝑛𝑛2

=  −
𝑁𝑁
𝜎𝜎𝑛𝑛2

+
𝑁𝑁𝐴𝐴2

𝜎𝜎𝑛𝑛4
−
𝐴𝐴
𝜎𝜎𝑛𝑛4

� 𝑥𝑥𝑛𝑛

2𝑁𝑁

𝑛𝑛=𝑁𝑁+1

+
1

2𝜎𝜎𝑛𝑛4
�𝑥𝑥𝑛𝑛2
2𝑁𝑁

𝑛𝑛=1

−
𝐴𝐴
𝜎𝜎𝑛𝑛4

��𝑦𝑦𝑚𝑚 tanh�
𝐴𝐴
𝜎𝜎𝑛𝑛2

𝑦𝑦𝑚𝑚��
𝑚𝑚

= 0. 

(3.55)  

Eq. (3.54) can also be written as 

��𝑦𝑦𝑚𝑚 𝑡𝑡𝑡𝑡𝑡𝑡ℎ �
𝐴𝐴
𝜎𝜎𝑛𝑛2

𝑦𝑦𝑚𝑚��
𝑚𝑚

= 2𝑁𝑁𝑁𝑁 −  � 𝑥𝑥𝑛𝑛

2𝑁𝑁

𝑛𝑛=𝑁𝑁+1

. (3.56)  

Substituting Eq.(3.56) into Eq.(3.55), the ML estimate for variance is given as 

𝜎𝜎𝑛𝑛2� = �
1

2𝑁𝑁 �
�𝑥𝑥𝑛𝑛2
2𝑁𝑁

𝑛𝑛=1

�� − 𝐴̂𝐴2. (3.57)  

Applying the 𝑡𝑡𝑡𝑡𝑡𝑡ℎ approximation in Eq. (3.54), the amplitude estimate is given as 

𝐴̂𝐴 =
1

2𝑁𝑁�
�|𝑦𝑦𝑚𝑚 | +  � 𝑥𝑥𝑛𝑛

2𝑁𝑁

𝑛𝑛=𝑁𝑁+1𝑚𝑚

�. (3.58)  
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i. Iterative Procedure: 

Define a function 𝑔𝑔𝐷𝐷𝐷𝐷(𝑎𝑎) as  

𝑔𝑔𝐷𝐷𝐷𝐷(𝑎𝑎) = 2𝑎𝑎 −
1
𝑁𝑁

� 𝑥𝑥𝑛𝑛

2𝑁𝑁

𝑛𝑛=𝑁𝑁+1

−
1
𝑁𝑁
��𝑦𝑦𝑚𝑚 tanh �

2𝛼𝛼
𝑎𝑎

 𝑦𝑦𝑚𝑚��
𝑚𝑚

 (3.59)  

whose roots corresponds to the ML estimate of amplitude (𝐴̂𝐴). The partial derivative, with 

𝛼𝛼 considered independent of 𝐴𝐴, is given by 

𝜕𝜕𝑔𝑔𝐷𝐷𝐷𝐷(𝑎𝑎)
𝜕𝜕𝜕𝜕

= 2 +
1
𝑁𝑁

2𝛼𝛼
𝑎𝑎2  ��

𝑦𝑦𝑚𝑚2

cosh2 �2𝛼𝛼
𝑎𝑎  𝑦𝑦𝑚𝑚�

�
𝑚𝑚

. (3.60)  

The iterative procedure using both the data and pilot channel observations has an 

advantage compared to using the data channel alone. With the iterative procedure, a more 

valid initial estimate can be obtained using the pilot channel alone. This in turn ensures 

convergence even for weak signals and also reduces the noise variance.  

Thus initializing  𝐴̂𝐴1 and  𝛼𝛼�1 using the MLE on the pilot channel alone, the 

amplitude estimate is updated every iteration as 

𝐴̂𝐴𝑖𝑖+1 = 𝐴̂𝐴𝑖𝑖 −
𝑔𝑔𝐷𝐷𝐷𝐷�𝐴̂𝐴𝑖𝑖�

�𝜕𝜕𝑔𝑔𝐷𝐷𝐷𝐷(𝑎𝑎)
𝜕𝜕𝜕𝜕 �

𝐴𝐴�𝑖𝑖

. (3.61)  

3.4.4 Performance Analysis 

The joint data/pilot MLE, for both cases (i), with approximation, and (ii), 

iterative, is compared against the MLE for pilot channel alone using numerical 

simulations. The following simulation parameters are used: 

i. 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  = 1 𝑚𝑚𝑚𝑚, 𝐾𝐾 = 20 

ii. C/N0 update time of 500 ms (𝑁𝑁 = 500) 
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iii. 10 iterations per estimate (this is an empirical choice made using 

numerical simulations for the number of iterations required by the 

algorithm to settle on a root) 

iv. Initial estimates for 𝐴̂𝐴1 and  𝛼𝛼�1 correspond to the MLE obtained using the 

pilot channel alone 

v. Bias and variance are measured as the mean of 104 such estimates. 

 

Figure 3-9 shows the results obtained for the bias level and noise variance with 

the corresponding CRLB as reference. The joint data/pilot MLE with approximation 

performs similarly to the pilot channel in terms of bias for C/N0 > 20 dB-Hz and follows 

the derived CRLB. However, as the C/N0 drops below 20 dB-Hz, the joint data/pilot 

MLE with approximation gradually becomes biased and no longer follows the defined 

bound (since the bound is valid only for an unbiased estimator (Kay 1993)). Rather, the 

Figure 3-9: Comparison of MLE using both the data and pilot channels (DP) 
(i) with approximation (MLE-DP) (ii) iterative procedure (MLE-DP Iterative) against 
a MLE using pilot channel only (MLE-Pilot) 
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iterative joint data/pilot ML estimator is able to provide estimates with significantly less 

bias and reduced noise variance.  

Figure 3-10 compares the gain in noise variance reduction with the theoretical 

bound as plotted in Figure 3-4 for 𝑇𝑇𝑐𝑐𝑐𝑐ℎ = 1 𝑚𝑚𝑚𝑚 and 𝐾𝐾 = 20. The gain achieved using the 

iterative estimator closely follows the bound.  

 

Figure 3-11 compares the convergence percentage across C/N0 between the 

iterative ML estimator using the data channel alone, as described in Section 3.4.2, and the 

joint data/pilot iterative ML estimator. Convergence is declared based on conditions 

similar to those  described in Section 3.4.2. The convergence percentage of the iterative 

MLE using both channels is greater than 90% even for C/N0 as low as 10 dB-Hz, which is 

a considerable improvement compared to that obtained from the iterative MLE using the 

data channel only. A word of caution regarding the interpretation of the results presented 

in Figure 3-8 and Figure 3-11 is in order. Due to the second constraint imposed in 

declaring convergence, that is the final estimate should be within 1𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 = ±10 dB, any 

Figure 3-10: Comparison of gain in noise variance reduction by using both 
the data and pilot channels as compared to using pilot channel alone  
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estimate which falls outside this limit is also considered to have diverged even though the 

Newton-Raphon method converges to a positive amplitude estimate different from zero. 

 

3.5 Implementation Aspects 

To implement the above algorithm in practice, the following factors are of 

concern: 

i. the input to the C/N0 estimator is a complex signal (in-phase (𝐼𝐼) and 

quadrature (𝑄𝑄) components of 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  outputs); 

ii. non-zero phase and frequency errors in tracking degrade the effective 

C/N0. 

The data and pilot channel observations used in Section 3.4 to derive the ML 

estimators are assumed to be real. But in reality, due to phase tracking errors, the signal 

power is split across 𝐼𝐼 and 𝑄𝑄, and hence they are complex. A direct extension of the 

above algorithm is described in this section, where the operations in the real domain are 

transformed directly to the complex domain. Although optimality might be lost due to 

Figure 3-11: Comparison of convergence percentage between iterative MLE 
using data channel alone and iterative MLE using both the data and pilot channels 
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this transformation, the results indicate satisfactory performance as compared to the 

standard estimators. Further, longer coherent summations on the pilot channel, as 

demanded by the MLE, makes the C/N0 estimates sensitive to frequency errors. To avoid 

this, the maximum coherent summation on the pilot channel is limited to 𝐿𝐿𝑐𝑐𝑐𝑐ℎ  𝑚𝑚𝑚𝑚. 

The flow of the algorithm is described in Figure 3-12 for joint data/pilot MLE 

with approximation as well for joint data/pilot MLE with iteration. Initially, two 

quantities are derived from the 1 ms input blocks, one being a set of coherent summation 

outputs (𝑦𝑦𝑚𝑚 ,𝑑𝑑  computed over every data bit period for the data channel and 𝑦𝑦𝑚𝑚 ,𝑝𝑝  

computed over 𝐿𝐿𝑐𝑐𝑐𝑐ℎ  for pilot channel), and the other being the sum of squares of the 

1 𝑚𝑚𝑚𝑚 inputs. The tanh approximation is applied on the data channel coherent summation 

outputs (𝑦𝑦𝑚𝑚 ,𝑑𝑑 ). The amplitude and net power (signal power + noise power) estimates 

from both data and pilot channels are averaged to obtain final estimates. These final 

estimates of amplitude and net power are used to compute the C/N0 estimate. 

For the iterative joint data/pilot MLE, the amplitude estimate from the pilot 

channel alone and net power estimate, which is averaged across both channels, are used 

to initialize the iteration. Only the in-phase components of 𝑦𝑦𝑚𝑚 ,𝑑𝑑 , from the data channel, 

are used in the iteration module. Since only the in-phase components of data channel are 

used to compute the corrections for the amplitude estimate, carrier phase tracking errors 

are assumed to be low. However, for weak C/N0, this implementation might introduce a 

further bias into the estimates due to degradation in carrier phase tracking errors. From 

the results described in Section 3.7, it was verified that the level of bias in estimates 

including this effect is considerably low until a C/N0 of 17 dB-Hz. 
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Figure 3-12: Algorithm flow as implemented in the software receiver 
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3.6 Test Methodology 

For the analysis, a Spirent GSS7700 simulator was configured to generate L2C 

signals at a fixed signal power across the satellites in view. The signal power was reduced 

by 1.5 dB every 60 s. The initial power was fixed to produce a C/N0 of 35 dB-Hz. The 

choice of 35 dB-Hz was made in order to enable a stable reference C/N0 that would be 

without considerable bias. Two such data sets were collected and a total of 15 Satellite 

Vehicles (SVs) were included in the simulation. This gives, at a chosen C/N0 update rate 

of 500 ms, 

60 s × 2 Hz × 15 PRN = 1800 samples (3.62)  

of C/N0 estimates for every level of attenuation, thus providing reliable results. The 

down-converted and digitized data was collected using a National Instruments (NI) RF 

front-end (NI PXI-5661 2006) at a sampling rate of 2.5 MHz (complex samples). This 

data was then post-processed with a modified version of the PLAN group’s GSNRx 

sofware receiver (Petovello et al 2008). With a fixed architecture for tracking, the 1 ms 

accumulated correlator outputs from the prompt correlator were collected for further 

processing with MATLAB.  

3.7 Results 

The specifications of the estimator used are: 

i. 𝑇𝑇𝑐𝑐𝑐𝑐ℎ =   1 𝑚𝑚𝑚𝑚, 𝐾𝐾 = 20 

ii. C/N0 update rate of 500 ms, 𝑁𝑁 = 500, 𝑀𝑀 = 25 data bit periods 

iii. Maximum coherent summation on pilot channel observations limited to 

𝐿𝐿𝑐𝑐𝑐𝑐ℎ = 100 𝑚𝑚𝑚𝑚 

iv. Iterations per estimate 𝐼𝐼 = 10 
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Figure 3-13 shows the average bias in measured 𝐶𝐶/𝑁𝑁0 as compared to the 

reference 𝐶𝐶/𝑁𝑁0 along with the ±1𝜎𝜎 uncertainity. The ML estimator using both the data 

and pilot channels with the tanh approximation becomes biased for C/N0 values less than 

24.5 𝑑𝑑𝑑𝑑 − 𝐻𝐻𝐻𝐻 (bias greater than 0.5 dB). The ML estimator using both the data and pilot 

channels with iteration stays much closer to the reference compared to the pilot channel 

only estimator. Bias in the estimates using the iterative ML estimator with both channels 

remains low until 17 𝑑𝑑𝑑𝑑 − 𝐻𝐻𝐻𝐻. Only four of the 15 satellites were tracked for a C/N0 of 

15.5 𝑑𝑑𝑑𝑑 − 𝐻𝐻𝐻𝐻. Hence results for that point are not statistically significant. As mentioned 

in the implementation aspects (Section 3.5), it can be observed that the bias levels for the 

iterative procedure are significantly lower even though only the in-phase components of 

the data channel are used within the iteration module. 

 

Figure 3-14 compares the reduction in noise variance of the C/N0 estimates 

obtained by using both channels against using pilot channel alone. The CRLB bound on 

gain is given for reference. As mentioned previously, as the C/N0 drops below 24.5 

Figure 3-13: Bias in estimates obtained from different estimators across 
C/N0 
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dB − Hz, the joint data/pilot MLE with tanh approximation becomes significantly biased 

and, therefore, the CRLB bound is no longer valid for this estimator. Due to the 

significant bias in estimates at low C/N0, the joint data/pilot MLE with approximation is 

not reliable for weak signals. In other words, although the noise variance reduction factor 

for the joint data/pilot MLE with approximation is higher than the iterative procedure for 

weak signals, significant bias in the estimates makes the joint data/pilot MLE with 

approximation unusable under such situations. Further, the gain is less than 3 dB for 25 < 

C/N0 < 35 dB-Hz (≈ 2 − 2.5 𝑑𝑑𝑑𝑑). A gain of 3 dB was predicted under ideal conditions, 

which are encountered only for C/N0 greater than 35 dB-Hz. The ML estimator which 

uses both the data and pilot channels and performs iterations to resolve for the non-

linearity obeys the CRLB bound and continues to provide a gain even as the C/N0 drops 

to 17 𝑑𝑑𝑑𝑑 − 𝐻𝐻𝐻𝐻.  

 

Figure 3-14: Gain in noise variance reduction of data/pilot combined C/N0 
estimation as compared to MLE which uses pilot channel only 
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3.8 Summary 

 The theoretical analysis presented in this chapter gives the CRLB for the C/N0 

estimation process using the data and pilot channels individually, as well as the CRLB for 

the case where both channels are used simultaneously. The bound on achievable gain, by 

using both channels, can be used as a reference to evaluate the performance of any joint 

data/pilot estimator. In this work, maximum-likelihood estimators that use both channels 

are derived. Although significant reduction in noise variance of the C/N0 estimates can be 

obtained by using both channels, the use of the tanh approximation introduces significant 

bias in the estimates. Hence, the joint data/pilot C/N0 estimation with approximation is 

unreliable for weak signals. The use of the Newton-Raphson method for an iterative 

solution of the ML equations was presented and divergence problems due to poor initial 

estimates were discussed. The novel joint data/pilot iterative ML solution was shown to 

provide a reliable C/N0 estimate with significantly less bias, improved convergence 

percentage, and reduced noise variance. The results indicate that the estimator is reliable 

down to 17 dB-Hz. For C/N0 values lower than 17 dB-Hz standard tracking loops lose 

lock and the C/N0 cannot be estimated.  
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CHAPTER FOUR: JOINT DATA/PILOT CARRIER FREQUENCY TRACKING 

Normally, carrier tracking is initiated with carrier frequency and code tracking. 

Carrier phase tracking is initiated after achieving frequency lock. Carrier frequency 

tracking is preferred at the initial stages over phase tracking to reduce the pull-in time and 

achieve a faster frequency lock.  

This chapter gives a brief introduction to frequency discriminators commonly 

used for GPS L1 C/A signal tracking. Methods available in the literature for carrier 

frequency tracking of modernized GPS signals are discussed in brief, including the use of 

a pilot channel. The purpose of this chapter is to understand the issues and provide a 

detailed performance analysis of joint data/pilot frequency tracking using a weighted 

combination of discriminators. The analysis presented in this chapter is utilized as a 

precursor for designing joint data/pilot carrier phase tracking algorithms described in 

Chapters 5 and 6. The following are considered the contributions of this chapter: 

i. Detailed analysis of the issues in using the weighted combination of 

discriminators for joint data/pilot frequency tracking;  

ii. Application of a variance estimator, proposed by Moir (2001), to 

overcome one issue of weighted discriminator combination; 

iii. Evaluation of different possible weighted combinations of frequency 

discriminators based on their jitter performance and tracking threshold. 

Further, a C/N0 threshold is determined, above which weighted 

combinations of discriminators can provide a jitter reduction as compared 

to an FLL using the pilot channel only. 
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4.1 FLL Theory 

A description of frequency discriminators widely used in the context of GNSS 

signal tracking (Kaplan 2006) is provided in this section. The effect of thermal noise is 

not considered in the analysis presented in this section in order to better understand the 

working principles of a frequency discriminator. The GPS signal without a noise 

component at IF can be represented in analog form as 

𝑆𝑆(𝑡𝑡) =  𝐴𝐴 𝑑𝑑(𝑡𝑡)𝑐𝑐(𝑡𝑡 − 𝜏𝜏0) 𝑒𝑒𝑒𝑒𝑒𝑒�𝑗𝑗(𝜔𝜔0𝑡𝑡 + 𝜙𝜙0)� (4.1)  

where 𝐴𝐴 is the signal amplitude, 𝑑𝑑(𝑡𝑡) is the navigation data bit, 𝑐𝑐(𝑡𝑡) is the spreading 

code, 𝜏𝜏0 is the code phase delay, and 𝜔𝜔0 and 𝜙𝜙0 are the signal frequency and phase 

offsets. The 𝜔𝜔0 of a down-converted signal consists of two components: the known 

intermediate frequency (𝜔𝜔𝐼𝐼𝐼𝐼), and the Doppler frequency due to user-satellite relative 

motion (𝜔𝜔𝑑𝑑 ). The uncertainty in the Doppler frequency is in the order of ±5 kHz for 

static users. This is narrowed down to the size of a frequency bin by signal acquisition 

algorithms, where the frequency bin size is normally chosen as 2/3𝑇𝑇𝑐𝑐𝑐𝑐ℎ  (Van 

Dierendonck 1995). 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  is the predetection interval, or the period over which the 

correlator output is coherently accumulated. This estimate of the Doppler frequency ( 𝜔𝜔�𝑑𝑑 ) 

from the acquisition stage, along with 𝜔𝜔𝐼𝐼𝐼𝐼 , is used to initiate the local carrier generator. 

The locally generated signal (𝑆𝑆𝑟𝑟 ) is given by 

𝑆𝑆𝑟𝑟(𝑡𝑡) =  𝑐𝑐(𝑡𝑡 − 𝜏̂𝜏) 𝑒𝑒𝑒𝑒𝑒𝑒�𝑗𝑗(𝜔𝜔�𝑡𝑡 + 𝜙𝜙𝑟𝑟)� (4.2)  

where 𝜏̂𝜏 is the code phase estimate and 𝜔𝜔� = 𝜔𝜔𝐼𝐼𝐼𝐼 + 𝜔𝜔�𝑑𝑑  is the frequency estimate. 𝜙𝜙𝑟𝑟  

represents the initial phase offset of 𝑆𝑆𝑟𝑟(𝑡𝑡). The phase, frequency, and code phase errors 

(Δ𝜙𝜙,Δ𝜔𝜔, and Δ𝜏𝜏 respectively) are given as 
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𝛥𝛥𝛥𝛥 = 𝜙𝜙0 − 𝜙𝜙𝑟𝑟 , 𝛥𝛥𝛥𝛥 = 𝜔𝜔0 − 𝜔𝜔�, 𝛥𝛥𝛥𝛥 = 𝜏𝜏0 − 𝜏̂𝜏. (4.3)  

The incoming signal is correlated with the reference signal and accumulated over 

𝑇𝑇𝑐𝑐𝑐𝑐ℎ . Let 𝑡𝑡𝑘𝑘 − 𝑡𝑡𝑘𝑘−1 = 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  be the time interval over which the signal is coherently 

integrated. Then the accumulated correlator output at 𝑡𝑡𝑘𝑘  is given by 

𝑌𝑌𝑘𝑘 = 𝐼𝐼𝑘𝑘 + 𝑗𝑗𝑄𝑄𝑘𝑘 =
1
𝑇𝑇𝑐𝑐𝑐𝑐ℎ

� 𝑆𝑆(𝑡𝑡)
𝑡𝑡𝑘𝑘

𝑡𝑡𝑘𝑘−1

𝑆𝑆𝑟𝑟∗(𝑡𝑡) 𝑑𝑑𝑑𝑑 (4.4)  

where * represents complex conjugation. The accumulated correlator output (𝑌𝑌𝑘𝑘) can be 

represented in terms of its in-phase (𝐼𝐼𝑘𝑘) and quadrature (𝑄𝑄𝑘𝑘) components. Assuming that 

the integration in Eq.(4.4) is performed within a data bit period, i.e.,  𝑑𝑑(𝑡𝑡) = 𝑑𝑑𝑘𝑘  (𝑑𝑑𝑘𝑘 ∈

{−1, +1}) is constant over the interval 𝑡𝑡𝑘𝑘−1 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝑘𝑘 , and assuming perfect code 

synchronization  (Δ𝜏𝜏 = 0), the accumulated correlator output is given by (Van 

Dierendonck 1995)  

𝑌𝑌𝑘𝑘 = 𝐴𝐴 𝑑𝑑𝑘𝑘  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(Δ𝑓𝑓 𝑇𝑇𝑐𝑐𝑐𝑐ℎ) exp�𝑗𝑗 �Δ𝜔𝜔 �𝑡𝑡𝑘𝑘−1 +
𝑇𝑇𝑐𝑐𝑐𝑐ℎ

2
� + Δ𝜙𝜙�� (4.5)  

where 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) = sin 𝜋𝜋𝜋𝜋
𝜋𝜋𝜋𝜋

 is the normalized sinc function, and Δ𝑓𝑓 = Δ𝜔𝜔
2𝜋𝜋

 is the frequency 

error in units of Hz. To remove the amplitude term present in Eq. (4.5), normalization is 

necessary before feeding the accumulated correlator outputs to the frequency 

discriminators. This normalization is normally done with respect to |𝑌𝑌𝑘𝑘 | for ease of 

implementation. The normalized correlator output (𝑌𝑌�𝑘𝑘) is given by 

𝑌𝑌�𝑘𝑘 = 𝑑𝑑𝑘𝑘  exp�𝑗𝑗 �Δ𝜔𝜔 �𝑡𝑡𝑘𝑘−1 +
𝑇𝑇𝑐𝑐𝑐𝑐ℎ

2
� + Δ𝜙𝜙�� (4.6)  

Similarly, 𝑌𝑌�𝑘𝑘−1 represents the previous accumulated correlator output, and is 

given by 



78 

 

𝑌𝑌�𝑘𝑘−1 =  𝑑𝑑𝑘𝑘−1 exp�𝑗𝑗 �Δ𝜔𝜔 �𝑡𝑡𝑘𝑘−1 −
𝑇𝑇𝑐𝑐𝑐𝑐ℎ

2
� + Δ𝜙𝜙�� (4.7)  

where 𝑑𝑑(𝑡𝑡) = 𝑑𝑑𝑘𝑘−1 for 𝑡𝑡𝑘𝑘−2 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝑘𝑘−1. Further, 𝜔𝜔� and 𝜔𝜔0 are assumed to be constant 

over the integration intervals in Eq.(4.6) and Eq.(4.7), and hence Δ𝜔𝜔 is assumed to be 

constant as well. 

The cross product discriminator, which makes use of the current and previous 

accumulated correlator outputs to derive the frequency error estimate, is shown in Figure 

4-1. 

 

The discriminator output 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑡𝑡) is given by 

𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑘𝑘) =
ℑ[𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1

∗ ]
𝑇𝑇𝑐𝑐𝑐𝑐ℎ

 (4.8)  

where ℑ[. ] represents the imaginary part. If the two accumulated correlator outputs 

belong to the same data bit period (𝑑𝑑𝑘𝑘 = 𝑑𝑑𝑘𝑘−1), then the cross product discriminator 

output is 

𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑘𝑘) = [2𝜋𝜋 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(2Δ𝑓𝑓𝑇𝑇𝑐𝑐𝑐𝑐ℎ)] Δ𝑓𝑓 = 𝑘𝑘𝑑𝑑(Δ𝑓𝑓,𝑇𝑇𝑐𝑐𝑐𝑐ℎ) Δ𝑓𝑓 (4.9)  

where 𝑘𝑘𝑑𝑑(Δ𝑓𝑓,𝑇𝑇𝑐𝑐𝑜𝑜ℎ) is the gain of the frequency discriminator and varies as a function of 

the frequency error and the predetection interval.  Figure 4-2 shows a plot of the cross 

product discriminator gain as a function of input frequency error for three different 

choices of 𝑇𝑇𝑐𝑐𝑐𝑐ℎ . For the frequency discriminator to provide a valid estimate of frequency 

Ik + j Qk Normalize 

𝑧𝑧−1 ∗ 

ℑ[. ]
𝑇𝑇𝑐𝑐𝑐𝑐ℎ

 

Figure 4-1: Cross product frequency discriminator 
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error, the gain has to be positive, i.e. the input frequency error should be within the main 

lobe of the 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 function in Figure 4-2 (Ling 1996). For example, if a predetection 

interval of 1 ms is chosen, the frequency pull in range of the cross product discriminator 

is ± 500 Hz, whereas it is limited to ± 50 Hz for a predetection interval of 20 ms. Thus, 

the maximum predetection interval chosen for carrier frequency tracking depends on the 

accuracy of the frequency estimate provided by the acquisition stage. Another important 

factor, which is evident from the gain curve, is the presence of zero-gain, 𝑘𝑘𝑑𝑑(Δ𝑓𝑓,𝑇𝑇𝑐𝑐𝑐𝑐ℎ) =

0, for non-zero frequency errors. This implies the possibility of false lock in carrier 

frequency tracking when 𝑘𝑘𝑑𝑑(Δ𝑓𝑓,𝑇𝑇𝑐𝑐𝑐𝑐ℎ) approaches zero-gain. The tracking error variance 

of an FLL using cross product discriminator can be found in Natali (1986). 

 

Another possible frequency discriminator is the four-quadrant arctangent 

discriminator (ATAN2). The ATAN2 discriminator is given by 

Figure 4-2: Normalized cross product frequency discriminator gain  
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𝐷𝐷𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2(𝑘𝑘) =
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎2�ℑ(𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1

∗ ),ℜ(𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1
∗ )�

𝑇𝑇𝑐𝑐𝑐𝑐ℎ
 (4.10)  

ATAN2 provides unity gain as shown in Figure 4-3.  ATAN2 is the maximum-likelihood 

estimator (MLE) for the phase from the differentiated accumulated correlator output 

(𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1
∗ ), which corresponds to the frequency error in 𝑌𝑌𝑘𝑘�  (Kaplan 2006). For the same 

𝑇𝑇𝑐𝑐𝑐𝑐ℎ , the main lobe width of the ATAN2 discriminator gain curve is the same as that of 

the cross product discriminator. In other words, both cross product and ATAN2 

frequency discriminators have a single-sided frequency pull-in range equal to half the 

pre-detection bandwidth (1/2𝑇𝑇𝑐𝑐𝑐𝑐ℎ). 

 

When the utilized accumulated correlator outputs belong to different data bit 

periods (𝑑𝑑𝑘𝑘 ≠ 𝑑𝑑𝑘𝑘−1), then the cross product discriminator output is given as 

𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑘𝑘) = 𝑑𝑑𝑘𝑘𝑑𝑑𝑘𝑘−1[2𝜋𝜋 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(2Δ𝑓𝑓𝑇𝑇𝑐𝑐𝑐𝑐ℎ)] Δ𝑓𝑓. (4.11)  

Figure 4-3: Normalized four-quadrant arctangent (ATAN2) 
discriminator gain 
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To remove the effect of the data bit sign change (𝑑𝑑𝑘𝑘𝑑𝑑𝑘𝑘−1), the cross product output 

(ℑ[𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1
∗ ]) is multiplied by the sign of the dot product output (ℜ[𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1

∗ ]) (Natali 

1986). This is referred to as the cross product discriminator with decision feedback (𝐷𝐷𝑑𝑑𝑑𝑑 ), 

given by   

𝐷𝐷𝑑𝑑𝑑𝑑 (𝑘𝑘) =
𝑠𝑠𝑠𝑠𝑠𝑠(ℜ[𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1

∗ ])ℑ[𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1
∗ ]

𝑇𝑇𝑐𝑐𝑐𝑐ℎ
 (4.12)  

where 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) denotes the sign function that extracts the sign of a real number 𝑥𝑥, i.e. 

𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) = �
−1 𝑥𝑥 < 0
0 𝑥𝑥 = 0

+1 𝑥𝑥 > 0
 �. (4.13)  

For 𝑠𝑠𝑠𝑠𝑠𝑠(ℜ[𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1
∗ ]) to produce the exact effect of 𝑑𝑑𝑘𝑘𝑑𝑑𝑘𝑘−1, the following condition must 

be met: 

𝑠𝑠𝑠𝑠𝑠𝑠�ℜ[𝑌𝑌�𝑘𝑘𝑌𝑌�𝑘𝑘−1
∗ ]� = 𝑠𝑠𝑠𝑠𝑠𝑠[𝑑𝑑𝑘𝑘𝑑𝑑𝑘𝑘−1 𝑐𝑐𝑐𝑐𝑐𝑐(𝛥𝛥𝛥𝛥𝑇𝑇𝑐𝑐𝑐𝑐ℎ)]

= 𝑑𝑑𝑘𝑘𝑑𝑑𝑘𝑘−1  if  |𝛥𝛥𝛥𝛥| <
1

4𝑇𝑇𝑐𝑐𝑐𝑐ℎ
 . 

(4.14)  

Thus, the frequency pull-in range of 𝐷𝐷𝑑𝑑𝑑𝑑  for a given predetection interval, as shown in 

Figure 4-4, is half that of 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  and 𝐷𝐷𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2. The noise performance of the cross product 

discriminator with decision feedback is given by Natali (1986). 
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4.2 Joint Data/Pilot Tracking 

  The frequency discriminators mentioned in Section 4.1 use information 

(accumulated correlator outputs) from either the data or pilot channel. However, both 

data and pilot channels undergo identical phase and frequency shifts. Further, the receiver 

noise processes corrupting the accumulated correlator outputs of data and pilot channels 

are statistically independent for the following reasons: 

i. Use of time-multiplexed data and pilot channels. For example, GPS-L2C 

signal carries time-multiplexed data (CM+CNAV) and pilot (CL) 

channels on a single carrier component.  

ii. Use of orthogonal carrier components for data and pilot channels. GPS-

L5 signal carries data and pilot channels in phase quadrature. 

iii. Cross correlation properties of the spreading codes used in data and pilot 

channels. Noise that enters the data channel and pilot channel 

Figure 4-4: Normalized cross product with decision feedback discriminator 
gain 
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accumulators are spread by their respective codes before accumulation. 

Hence, the noise cross-correlation between the accumulated correlator 

outputs of both data and pilot channels depends on the cross-correlation 

properties of the spreading codes (Van Dierendonck et. al. 1992).   

Thus, frequency discriminators operating on the data and pilot channels evaluate 

estimates of the same frequency error, but those estimates are corrupted by independent 

noise processes. Hence, it is advantageous to combine the two frequency discriminator 

outputs.  

A weighted combination of data and pilot discriminator outputs has been 

suggested by Tran & Hegarty (2002). The weights are calculated based on the noise 

variance of the discriminator outputs. Further, the weights should be normalized in order 

to preserve the frequency error in the combination. Let 𝜎𝜎𝐷𝐷2 and 𝜎𝜎𝑃𝑃2 be the noise variances 

of the data and pilot channel discriminator outputs. The weights 𝑤𝑤𝐷𝐷 and 𝑤𝑤𝑃𝑃 are 

calculated based on the following constraints:  

𝑤𝑤𝐷𝐷 ∝
1
𝜎𝜎𝐷𝐷2

, 𝑤𝑤𝑃𝑃 ∝
1
𝜎𝜎𝑃𝑃2

 (4.15)  

𝑤𝑤𝐷𝐷 + 𝑤𝑤𝑃𝑃 = 1 (4.16)  

where 𝑤𝑤𝐷𝐷 and 𝑤𝑤𝑃𝑃 are the weights applied to the data and pilot channel discriminator 

outputs respectively. The weights 𝑤𝑤𝐷𝐷 and 𝑤𝑤𝑃𝑃 are computed as follows: 

𝑤𝑤𝐷𝐷 =
𝜎𝜎𝑃𝑃2

𝜎𝜎𝐷𝐷2 + 𝜎𝜎𝑃𝑃2
,𝑤𝑤𝑆𝑆𝑆𝑆 =

𝜎𝜎𝐷𝐷2

𝜎𝜎𝐷𝐷2 + 𝜎𝜎𝑃𝑃2
 . (4.17)  

Other factors that need to be considered while combining data and pilot channels 

for frequency tracking are: 
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i. Choice of discriminator on pilot channel - Since the decision feedback 

discriminator operating on a data channel has a reduced frequency pull-in range as 

compared to other discriminators, the initial frequency error needs to be resolved within 

the frequency pull-in range of the decision feedback discriminator in order to enable 

reliable joint data/pilot tracking.  

ii. Discriminator gain variation – Both cross product and decision feedback 

discriminators have the same gain for |Δ𝑓𝑓| < 1/4𝑇𝑇𝑐𝑐𝑐𝑐ℎ  under moderate-to-high C/N0. But 

ATAN2 provides a unity gain. This difference in gain needs to be accounted for during 

the combination. Since the interest of this work is in measuring the steady state noise 

variance of FLL, the gain from the cross product and decision feedback discriminators 

can be safely approximated as unity for |4 Δ𝑓𝑓 𝑇𝑇𝑐𝑐𝑐𝑐ℎ | ≪ 1. 

iii. Weight estimation – The weight calculation in Eq. (4.17) depends on 𝜎𝜎𝐷𝐷2 

and 𝜎𝜎𝑃𝑃2. These variances vary with C/N0 and the choice of discriminators. C/N0 of the 

received signal changes with the altitude and elevation of the satellite, user environment, 

etc. The estimates from the ATAN2 discriminator used on the pilot channel are noisier 

than its theoretically predicted noise variance at low C/N0 (Julien 2005). Similarly, in the 

data channel, the decision feedback cross product discriminator introduces data-

prediction errors due to the effect of thermal noise in the decision feedback process 

(Natali 1986). This data-prediction error increases as the C/N0 drops. Thus, fixing the 

weights based on theoretical equations is not valid for low C/N0. There is a need to 

compute 𝜎𝜎𝐷𝐷2 and 𝜎𝜎𝑃𝑃2 “on the fly” in order to weight the discriminator outputs based on 

their variance.  
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4.3 On-The-Fly Variance Estimation 

In this work, the variance estimation loop as proposed by Moir (2001) is used 

to estimate the noise variance at the discriminator output. The block diagram of the 

variance estimation loop (Figure 4-5) and a brief analytical explanation of its functioning 

are repeated here for completeness. 

The variance estimation loop, as shown in Figure 4-5, has two closed loops 

arranged in sequence. The first loop accepting a zero-mean input signal �𝑓𝑓𝑖𝑖(𝑡𝑡)�, whose 

variance needs to be estimated, produces an output signal �𝑦𝑦(𝑡𝑡)� with variance inversely 

equal to that of the input i.e., 𝐸𝐸[𝑦𝑦2(𝑡𝑡)] ≈ 1
𝐸𝐸�𝑓𝑓𝑖𝑖

2(𝑡𝑡)�
. The second loop is used to compute 

𝐸𝐸[𝑓𝑓𝑖𝑖2(𝑡𝑡)] by computing the inverse of 𝐸𝐸[𝑦𝑦2(𝑡𝑡)]. Thus, the loops together serve as a 

variance estimator. 

 

 The other input to the loops includes a scaling factor, 𝑣𝑣(𝑡𝑡), for the noise variance 

to be estimated. This is set to unity as no scaling is required. The operation of the loops 

can be explained as follows: the closed-loop system response of the first loop is given as  

1
𝑘𝑘1

𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 𝑣𝑣(𝑡𝑡) − (𝑓𝑓𝑖𝑖(𝑡𝑡)𝑦𝑦(𝑡𝑡))2 (4.18)  

where 𝑘𝑘1 is the gain of the integrator. For 𝑘𝑘1 ≫ 1,  

𝑦𝑦2(𝑡𝑡) 

𝑒𝑒2(𝑡𝑡) 𝑒𝑒(𝑡𝑡) 

𝑦𝑦(𝑡𝑡) 
- 

 
- 

Squarer 

 
Squarer 

  𝑘𝑘2∫  

  + 
𝑣𝑣(𝑡𝑡) = 1 

+ 
𝑣𝑣(𝑡𝑡) = 1 

𝑓𝑓𝑖𝑖(𝑡𝑡) 
𝑓𝑓𝑜𝑜(𝑡𝑡) 

Figure 4-5: Block diagram of Variance Estimation Loop (Moir 2001) 

𝑘𝑘1∫  
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𝑣𝑣(𝑡𝑡) ≈ (𝑓𝑓𝑖𝑖(𝑡𝑡)𝑦𝑦(𝑡𝑡))2 = 𝑓𝑓𝑜𝑜2(𝑡𝑡) (4.19)  

where 𝑓𝑓𝑜𝑜(𝑡𝑡) is the multiplier output as shown in Figure 4-5. With the assumption that 

𝑦𝑦(𝑡𝑡) is statistically independent of 𝑓𝑓𝑖𝑖(𝑡𝑡), 𝐸𝐸[𝑓𝑓𝑜𝑜2(𝑡𝑡)] is given by 

𝐸𝐸[𝑓𝑓𝑜𝑜2(𝑡𝑡)] =  𝐸𝐸[𝑓𝑓𝑖𝑖2(𝑡𝑡)] 𝐸𝐸[𝑦𝑦2(𝑡𝑡)] ≈ 𝐸𝐸[𝑣𝑣2(𝑡𝑡)] = 1 (4.20)  

𝐸𝐸�𝑓𝑓𝑖𝑖
2(𝑡𝑡)� ≈

1
𝐸𝐸[𝑦𝑦2(𝑡𝑡)] . (4.21)  

From Eq.(4.21), the variance of the input signal is inversely related to the mean-square 

value of 𝑦𝑦(𝑡𝑡). The second loop is used to replace the division in Eq. (4.21) and hence, 

accepts 𝑦𝑦2(𝑡𝑡) as the input and gives the output signal as 𝑦𝑦2(𝑡𝑡) = 𝐸𝐸[𝑓𝑓𝑖𝑖2(𝑡𝑡)], which is the 

variance estimate.  

The discriminator output (𝐷𝐷(𝑘𝑘)) is fed as an input signal to the variance 

estimation loop. To meet the requirements of the variance estimator, the mean of the 

input signal should be removed. This is accomplished by using an exponential filter with 

a weight (𝛽𝛽): 

𝜇𝜇(𝑘𝑘) = 𝛽𝛽𝛽𝛽(𝑘𝑘 − 1) + (1 − 𝛽𝛽)𝐷𝐷(𝑘𝑘). (4.22)  

For this application, 𝛽𝛽 = 0.95 was found to fit well, based on trial and error. This 

estimated mean is removed from 𝐷𝐷(𝑘𝑘) before it is fed to the variance estimation loop.  

The variance estimation loop, implemented at the output of frequency 

discriminators, is validated with live as well as simulated signals, the simulated signals 

being generated by a Spirent GPS simulator (GSS7700). Figure 4-6 shows the output of 

the variance estimation loop for a sample run on a data set collected from the Spirent 

GPS simulator. The simulator is configured to generate a 35 dB-Hz L2C signal at start 

and the signal power is reduced in known steps of 1.5 dB every minute. The data is 1-bit 
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quantized complex samples (1 bit I and 1 bit Q) collected at a sampling rate of 2.5 MHz.  

The receiver is configured to use a predetection interval of 5 ms, an FLL noise bandwidth 

(𝐵𝐵𝑛𝑛 ) of 4 Hz, and a DLL noise bandwidth of 2 Hz. The FLL and DLL are allowed to run 

over the entire available data set without switching to phase tracking mode. The decision-

directed cross product discriminator is used in the data channel, and ATAN2 is used in 

the pilot channel. As shown in Figure 4-6, the measured standard deviations of the 

discriminator outputs on both data and pilot channels are identical for C/N0 greater than 

32 dB-Hz. So, the discriminator outputs, corresponding to this C/N0 range, are weighted 

equally in the data/pilot combination. For weak signals (C/N0 < 32 dB-Hz), ATAN2 

shows a larger standard deviation in the estimate as described in Section 4.2, and hence 

will be weighted less in the combination. Further, Figure 4-6 shows the ability of the 

variance estimation loop to respond to the changing C/N0, thus allowing on-the-fly 

Figure 4-6: Measured standard deviations of data and pilot channel 
frequency discriminator outputs. Corresponding C/N0 for each time interval is given 
in dB-Hz above the arrows. 
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weight computations for optimum combination.  

4.4 Results 

4.4.1 Numerical Simulation 

4.4.1.1 Scenario Description 

A numerical simulation is run in order to compare the performance attained by 

using different discriminators. The input signal (data and pilot channel) is generated with 

a constant frequency offset (Δ𝑓𝑓) of 20 Hz, and an acceleration offset of 1 Hz/s2. The 

former is an arbitrary frequency offset to allow the FLL to gain lock, and the latter is to 

test the ability of the FLL to track a signal with maximum frequency rate as faced by a 

static GPS receiver (Tsui 2000). Four different FLL implementations are allowed to track 

the input signal simultaneously. The implementations differ by the choice of 

discriminator: 

i. data channel only with 𝐷𝐷𝑑𝑑𝑑𝑑 , 

ii. pilot channel only with 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 , 

iii. standard discriminator combination with 𝐷𝐷𝑑𝑑𝑑𝑑  and 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 , and 

iv. Costas discriminator combination with 𝐷𝐷𝑑𝑑𝑑𝑑  on both data and pilot 

channels. 

4.4.1.2 Test Methodology 

The noise bandwidth of all the implementations is fixed to 4 Hz for fair 

comparisons and the loop filters designed in the analog domain are implemented using 

bilinear transformations. The predetection interval is set to 5 ms. Since this is a numerical 

simulation, instantaneous values of original input frequency and acceleration are known. 

These are compared with the frequency estimates used by the local oscillator in order to 
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measure the average frequency error of each predetection interval. A total of 3000 such 

frequency error values, measured in steady state, are then used to compute the frequency 

jitter due to thermal noise (𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ) and the steady-state error (Δ𝑓𝑓𝑠𝑠𝑠𝑠). As defined by 

Kaplan (2006), frequency lock is declared if the frequency jitter (𝜎𝜎𝑛𝑛𝑛𝑛𝑛𝑛 ) satisfies the 

condition 

3σnet = 3σFLL + Δfss ≤
1

4Tcoh
  (Hz) (4.23)  

where the threshold of 1
4𝑇𝑇𝑐𝑐𝑐𝑐 ℎ

 corresponds to the pull-in range of the cross product 

discriminator with decision feedback (𝐷𝐷𝑑𝑑𝑑𝑑 ). Although the pull-in range of the cross 

product discriminator (𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is twice as that of 𝐷𝐷𝑑𝑑𝑑𝑑 , this threshold is chosen based on 

the minimum pull-in range in the combination. For statistical reliability of the results, 

𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  and Δ𝑓𝑓𝑠𝑠𝑠𝑠  are averaged across 100 such independent runs of the FLL for each 

considered C/N0. For each run, the FLL transient is allowed to settle, and the errors are 

measured at steady state. Only those points that have a probability of frequency lock of at 

least 75% for a given C/N0 are used in the analysis. The frequency jitter is measured for a 

C/N0 in the 15 to 40 dB-Hz range.  

4.4.1.3 Analysis of Results 

Figure 4-7 shows the simulation results. For C/N0 greater than 33 dB-Hz, the 

performance of 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  on the pilot channel and 𝐷𝐷𝑑𝑑𝑑𝑑  on the data channel are the same. 

Data bit predictions are more reliable under this situation; hence, there is no significant 

difference in performance. Under these C/N0 conditions, the standard and Costas 

discriminator combination provides a 3 dB noise variance reduction.  
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For C/N0 lower than 33 dB-Hz, increased noise is introduced by the data bit 

decision process (Natali 1986). This is observed on the curve corresponding to the FLL 

on the data channel (𝐷𝐷𝑑𝑑𝑑𝑑 ). The Costas discriminator combination, which suffers from the 

same drawback, continues to provide nearly a 3 dB noise variance reduction with respect 

to 𝐷𝐷𝑑𝑑𝑑𝑑 . The standard discriminator combination shows a slightly degraded performance 

in comparison with the pilot channel only for low C/N0. The reason for this degradation 

in performance is explained by analyzing the noise performance of 𝐷𝐷𝑑𝑑𝑑𝑑  used in the 

combination.  

The 𝐷𝐷𝑑𝑑𝑑𝑑  relies on a differential data bit decision (𝑠𝑠𝑠𝑠𝑠𝑠(ℜ[. ])) to account for the 

effect of the data bit presence. The noise �𝜖𝜖(𝑡𝑡)� introduced by the data bit decision part 

of the discriminator can be given by a model approximated to the first order as (Natali 

1986): 

Figure 4-7: Comparison of frequency jitter across different implementations 
to track data and pilot channels 
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ϵ(t) = E[ϵ(t)] + ϵ1(t) = (1 − 2Pe) + ϵ1(t) (4.24)  

Pe =
1
2

exp �−
𝐶𝐶
𝑁𝑁0

𝑇𝑇𝑐𝑐𝑐𝑐ℎ� (4.25)  

where 𝑃𝑃𝑒𝑒  is the probability of data bit error (Pe), 𝐸𝐸[𝜖𝜖(𝑡𝑡)] = (1 − 2𝑃𝑃𝑒𝑒) accounts for the 

change in discriminator gain due to data bit errors, and 𝜖𝜖1(𝑡𝑡) accounts for the noise 

introduced by faulty decisions. The autocorrelation function �𝑅𝑅𝜖𝜖1 (𝜏𝜏)� of 𝜖𝜖1(𝑡𝑡) is given by 

(Natali 1986): 

𝑅𝑅𝜖𝜖1
(𝜏𝜏) =

⎩
⎪
⎨

⎪
⎧2𝑃𝑃𝑒𝑒 �[2(1 − 𝑃𝑃𝑒𝑒)] − �

𝜏𝜏
𝑇𝑇𝑐𝑐𝑐𝑐ℎ

� � 0 < 𝜏𝜏 < 𝑇𝑇𝑐𝑐𝑐𝑐ℎ

2𝑃𝑃𝑒𝑒(1 − 2𝑃𝑃𝑒𝑒) �2 − �
𝜏𝜏

𝑇𝑇𝑐𝑐𝑐𝑐ℎ
�� 𝑇𝑇𝑐𝑐𝑐𝑐ℎ < 𝜏𝜏 < 2𝑇𝑇𝑐𝑐𝑐𝑐ℎ

0 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 � .  (4.26)  

Although the difference in noise variance at the discriminator output of 𝐷𝐷𝑑𝑑𝑑𝑑  and 𝐷𝐷𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜   

in a standard combination is accounted for by the weighting approach, the change in gain 

across 𝐷𝐷𝑑𝑑𝑑𝑑  and 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  at lower C/N0, as given by 𝐸𝐸[𝜖𝜖(𝑡𝑡)]  in Eq.(4.24), is unaccounted 

for in the combination. Hence, a difference in performance is observed. 

  In terms of the minimum C/N0 required for tracking, as observed from Figure 

4-7, the pilot channel has a frequency tracking threshold that is 6 dB lower than the data 

channel. The standard discriminator combination performs quite close (1 dB difference in 

minimum required C/N0) to the pilot-channel-only frequency tracking, whereas the 

Costas discriminator combination performs close to the data-channel-only frequency 

tracking.  
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4.4.2 Validation of Results with Live Signals 

4.4.2.1 Test Methodology 

 To confirm the result shown in Figure 4-7, live data from SVN 48/ PRN 07 was 

collected. SVN 48 is an IIR-M satellite transmitting the L2C signal along with the L1 

C/A signal. In this case, true Doppler values will not be available to compute the 

frequency jitter as before. The data collection setup shown in Figure 4-8 is used to 

overcome this difficulty. Live signals are collected when the satellite is at an elevation 

greater than 600. This ensures a high C/N0 signal (greater than 40 dB − Hz). The signal 

from the antenna/LNA assembly is then passed through a power splitter. One output of 

the power splitter is treated as a reference signal and the other output is passed through a 

digital attenuator. Both channels are then amplified independently, and the down-

converted IF samples are logged synchronously using a National Instruments (NI) front-

end at a sampling rate of 5 MHz (NI PXI-5661 2006). As described in Chapter 2, the 

results of signal acquisition are then passed to a modified version of GSNRxTM  for signal 

Attenuated Channel 

Reference Channel 

Amplifier 

Amplifier 

Synchronized RF 
Samples Logger 

Signal 
Acquisition 

Modified 
Version of 
GSNRxTM 

Figure 4-8: Block diagram of data collection and processing setup 
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tracking (Petovello et al 2008).  

The attenuation level on the digital attenuator is gradually increased in known 

steps at known intervals. The time interval between every attenuation level change is 

fixed at approximately 60 seconds. For C/N0 less than 18 dB-Hz, this interval is increased 

to 120 seconds for reliable analysis. Attenuation is increased in steps of 2 dB, from an 

initial attenuation of 9 dB, with respect to the reference channel. Since the attenuator is 

present only after the LNA in the RF chain, the effect of these attenuation levels on signal 

C/N0 is given by the Friis formula, as described in Chapter 2. Hence, C/N0 estimates 

measured in the receiver are used in the results. The C/N0 estimates from the attenuated 

and reference channel are shown in Figure 4-9. Joint data/pilot MLE with iteration as 

described in Chapter 3 is used for C/N0 estimation.  

 

Further, a minimum possible noise bandwidth is chosen for carrier phase tracking 

of the reference channel (Muthuraman et. al. 2008). This ensures minimum noise 

Figure 4-9: Measured C/N0 of reference and attenuated channels 
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variance in the Doppler estimates without losing lock. Later, GSNRxTM is configured to 

track the attenuated channel with a FLL and DLL over the entire length of the data set. 

The noise bandwidth of the FLL used is fixed to 4 Hz, and a predetection interval of 5 ms 

is adopted. These values are similar to those used in the numerical simulation performed 

above. A first-order polynomial is fitted to the Doppler estimates from the reference 

channel for every 60-second interval. A first order fit is sufficient for Doppler estimates, 

as the scenario under consideration is static and the dynamics experienced are only due to 

the satellite motion. The polynomial fitting is necessary as the phase tracking on the 

reference channel is updated at the end of every CM code period (20 ms), whereas in 

FLL tracking of the attenuated channel, the update is performed every 5 ms. Polynomial 

fitting helps in providing a smooth reference for Doppler estimates. The error in Doppler 

estimates of the attenuated channel is derived by comparing it with the reference. The 

frequency jitter is computed using Eq. (4.23), and the result is plotted in Figure 4-10.  

4.4.2.2  Analysis of Results 

The results follow the same trend as obtained with the numerical simulation. The 

performance obtained by using 𝐷𝐷𝑑𝑑𝑑𝑑  on the data channel is similar to that of 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  on the 

pilot channel for 𝐶𝐶/𝑁𝑁0 greater than 33 dB-Hz. Further, under these C/N0 conditions, both 

the standard discriminator combination and the Costas discriminator combination provide 

approximately 3 dB gain.  Similarly, the Costas discriminator combination continues to 

provide a jitter reduction as compared to an FLL running on the data channel (𝐷𝐷𝑑𝑑𝑑𝑑 ), and 

provides a degraded performance for C/N0 less than 33 dB-Hz as compared to either a 

standard discriminator combination or 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  running on the pilot channel only. Both the 

Costas discriminator combination and data-channel-only FLL lose lock for C/N0 less than 
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25 dB-Hz. By contrast, the standard discriminator combination performs closely to 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  

in terms of the minimum C/N0 required to maintain frequency tracking.  

  

 Thus, in conclusion, weighted combinations of discriminators are proven to be 

useful for reducing the net frequency jitter only for C/N0 greater than 33 dB-Hz. This 

result depends on the choice of 𝐵𝐵𝑛𝑛  and 𝑇𝑇𝑐𝑐𝑐𝑐ℎ . For C/N0 lower than 33 dB-Hz, it is better to 

use a cross product discriminator on the pilot channel alone. Further, using only the pilot 

channel for carrier frequency tracking helps reduce the frequency tracking threshold by 6 

dB, as compared to that of an FLL using only the data channel. When a standard 

discriminator combination is employed without an option to switch to pilot-channel-only 

FLL tracking for lower C/N0, it has been shown that the degradation in 𝜎𝜎𝑛𝑛𝑛𝑛𝑛𝑛  is minimal 

for C/N0 less than 30 dB-Hz.  

Figure 4-10: Frequency jitter comparison across different discriminator 
implementations with live data for Bn = 4 Hz and Tcoh = 5 ms 
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CHAPTER FIVE: METHODS FOR JOINT DATA/PILOT CARRIER PHASE 
TRACKING 

 Joint data/pilot tracking is not straight-forward, most of all for carrier phase 

tracking. The inherent advantages of using a pure phase locked loop (PLL) on the pilot 

channel alone risk to be lost when including the data channel in the loop design. One of 

the advantages of using a pure PLL is its ability to track weaker signals, corresponding to 

a lower tracking threshold (Kaplan 2006). Tracking threshold is defined as the minimum 

required C/N0 to track the signal reliably. Reliable carrier phase tracking of a signal is 

declared when the tracking jitter stays within a threshold, which is given by one fourth of 

the phase pull-in range of the discriminator in use (Kaplan 2006).  The 3𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃  rule can be 

stated as 

3𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃 = 3�𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒2 + 𝜎𝜎𝑣𝑣2 + 𝜃𝜃𝐴𝐴2 + 𝛥𝛥𝜙𝜙𝑠𝑠𝑠𝑠 ≤
1
4

(𝑃𝑃ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑖𝑖𝑖𝑖 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) (5.1)  

where 𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒2  is the tracking jitter due to thermal noise, 𝜎𝜎𝑣𝑣2 is the variance induced by 

vibrations, 𝜃𝜃𝐴𝐴2 is the oscillator jitter induced by the Allan variance, and Δ𝜙𝜙𝑠𝑠𝑠𝑠  is the error 

due to dynamic stress. The motivation of this chapter is to design tracking algorithms 

which use both data and pilot channels to improve the tracking performance without a 

significant loss in tracking sensitivity. The components of tracking jitter induced by the 

oscillator (𝜎𝜎𝑣𝑣2 and 𝜃𝜃𝐴𝐴2) are not considered in the design of joint data/pilot tracking 

algorithms, as their impact will be similar on both single channel (data or pilot) and joint 

data/pilot tracking. Hence, neglecting these contributions to the tracking jitter, Eq. (5.1) 

becomes 

𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃 = 𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 +
𝛥𝛥𝜙𝜙𝑠𝑠𝑠𝑠

3
≤

1
12

(𝑃𝑃ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑖𝑖𝑖𝑖 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟). (5.2)  
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The following are considered contributions of this thesis toward the design of 

joint data/pilot tracking algorithms: 

i. A detailed analysis of joint data/pilot carrier phase tracking algorithms 

using a weighted combination of discriminators; 

ii. Two novel methods for combining data and pilot channel information for 

carrier phase tracking without significantly compromising the advantages 

gained by using a pure PLL; 

iii. An adaptive noise bandwidth tuning algorithm, whose design is carried 

out using both analog and digital design procedures; 

iv. A detailed performance analysis of the proposed methods. 

The chapter starts with an overview of carrier phase discriminators and provides a 

brief review of the existing literature for joint data/pilot tracking. A justification for 

choosing the weighted combination of discriminators for joint data/pilot tracking will be 

provided, along with the issues associated with these types of loops. As an extension of 

the weighted discriminator combination architecture, a way to use four-quadrant 

arctangent discriminators on both data and pilot channels will be given, with emphasis on 

the possible advantages of such a combination. The above algorithms were proposed as 

modifications of the standard tracking architecture described in Chapter 2. The standard 

tracking architecture is further extended to include an adaptive bandwidth tuner that 

selects the loop bandwidth depending on the noise and dynamic conditions. Another 

possibility, based on the use of an extended Kalman filter (EKF), for joint data/pilot 

tracking, will be presented.  
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5.1 Phase Discriminator Overview 

As described in Chapter 2, a standard tracking architecture consists of a phase 

discriminator (or phase error estimator), a loop filter and a numerically controlled 

oscillator (NCO). The choice of phase discriminator makes the loop a Costas loop (for 

the data channel) or a pure PLL (for the pilot channel). Discriminators used in a Costas 

loop are insensitive to the presence of data bits with a ±𝜋𝜋 ambiguity in phase tracking. 

Costas loop discriminators also have a reduced phase-pull-in region as compared to pure 

PLL phase discriminators. Examples of Costas discriminators are given in Table 5-1 

(Kaplan 2006).  

Table 5-1: Costas Loop Discriminators 

Discriminator Type Output Phase Error 

𝑄𝑄 × 𝐼𝐼 sin(2Δ𝜙𝜙) 

𝑄𝑄 × 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝐼𝐼) sin⁡(Δ𝜙𝜙) 

𝑄𝑄
𝐼𝐼  tan(Δ𝜙𝜙) 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 �
𝑄𝑄
𝐼𝐼
� Δ𝜙𝜙 

Pure PLL phase discriminators can operate only on dataless channels (pilot 

channels), as they are sensitive to the data bits. Rather, they have an extended pull-in 

region that aids weak signal tracking. Pure PLL tracking has a 6 dB higher tracking 

sensitivity with respect to Costas loops (Kaplan 2006). A typical pure PLL phase 

discriminator is the four quadrant arctangent (ATAN2).  

In this work, ATAN and ATAN2 will be used as Costas and the pure PLL 

discriminators, respectively. The motivations for this choice are as follows:  
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i. ATAN is the maximum-likelihood phase estimator for data channel 

observations; similarly, the ATAN2 is the maximum-likelihood phase 

estimator on pilot channel observations.  

ii. The two discriminators have a linear relationship between input phase 

error and control signal provided to the loop. 

iii. Both discriminators have equal gain in the ± 𝜋𝜋
2
 input phase error range. 

This helps avoiding biases in the estimates when a weighted combination 

of their output is used. 

On the other hand, both ATAN and ATAN2 discriminators require the highest 

computational burden and are normally implemented in hardware receivers using lookup 

tables (Kaplan 2006). In this work, tracking is performed in post-processing, using a 

software receiver. Hence, a direct implementation of the arctangent discriminator is used. 

5.2 Literature Review 

Different methods have been proposed in the literature to effectively exploit the 

pilot channel available in new GNSS signals. Data-pilot combinations can be performed 

at different stages in a receiver, mostly after accumulating the correlator outputs. One 

possible option is to combine the data and pilot channel accumulated correlator outputs 

based on the maximum power constraint (Mongrédien et al 2006), as 

𝑌𝑌𝑘𝑘 ,𝑑𝑑𝑑𝑑 = �
𝑌𝑌𝑘𝑘 ,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑌𝑌𝑘𝑘 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 , �𝑌𝑌𝑘𝑘 ,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑌𝑌𝑘𝑘 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 � ≥ �𝑌𝑌𝑘𝑘 ,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑌𝑌𝑘𝑘 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 �
𝑌𝑌𝑘𝑘 ,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑌𝑌𝑘𝑘 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 , �𝑌𝑌𝑘𝑘 ,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑌𝑌𝑘𝑘 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 � > �𝑌𝑌𝑘𝑘 ,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑌𝑌𝑘𝑘 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 �

� (5.3)  

where 𝑌𝑌𝑘𝑘 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  and 𝑌𝑌𝑘𝑘 ,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  are the complex accumulated correlator outputs at the 𝑘𝑘th 

instant on the data and pilot channels, respectively. The combined accumulated correlator 

output, 𝑌𝑌𝑘𝑘 ,𝑑𝑑𝑑𝑑 , will be used for further processing in the tracking channel. Here the data bit 
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is accounted for by the hard decision approach, whose reliability is limited by the bit-

error-rate (BER) at lower C/N0.  

Another possible option is allowing the data and pilot channel accumulated 

correlator outputs to pass through their respective discriminators and use a weighted 

combination of discriminator outputs as the estimate of error, as described in Chapter 4 

(Hegarty 1999). Weights, inversely proportional to the discriminator output noise 

variance, are used and hence the resulting phase combination is optimal in the sense that 

the variance of the discriminator output after combination is minimized. However, as for 

the carrier frequency tracking considered in Chapter 4, this method is not straightforward 

to implement and the following issues are of concern: 

i. Identical predetection intervals (𝑇𝑇𝑐𝑐𝑐𝑐ℎ) will be assumed across channels in 

order to reduce the implementation complexity of the algorithm. However, 

an alternative option to overcome this limitation is given in Tran & 

Hegarty (2002) and Ries et al (2002).  

ii. The second limitation arises from the choice of the discriminators. As 

described in Section 5.1, only Costas discriminators account for the data 

bit presence. So the obvious option is to use a Costas discriminator on 

both channels. However, the inherent advantages of using a pure PLL are 

lost in such a formulation. The other possible option is to use a Costas 

discriminator on the data channel and a pure PLL discriminator on the 

pilot channel. The critical problem to be addressed in this case is the 

difference in the discriminator pull-in regions. The phase pull-in range of a 

Costas discriminator is ± 𝜋𝜋
2
, whereas a pure PLL discriminator has a pull-
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in range of ±𝜋𝜋. Methods to detect and/or compensate for phase jumps in 

the data channel, due to the presence of dynamics or low C/N0, can be 

found in Ries et al (2002), Tran & Hegarty (2002) and Julien (2005). Here 

again the performance depends on the reliability of the decision algorithms 

for low C/N0.  

iii. Further, the noise variance of the arctangent discriminators (ATAN and 

ATAN2 ) deviates considerably (Julien 2005) from the theoretical values 

at low C/N0, thus rendering any pre-calculated weights to be incorrect. In 

this work, as described in Chapter 4, this problem is solved by using on-

the-fly weight estimation.  

 The methods available in the literature for joint data/pilot tracking were mostly 

evaluated for their tracking performance under moderate-to-high C/N0 (above 25 dB-Hz), 

where the data bit decision errors are minimal and the results are in favor of the 

combination. However, Ries et al (2002) and Macabiau et al (2003) suggested tracking 

the pilot channel alone using a pure PLL for weak signal environments. This choice is 

justified by the fact that it is important to continue tracking the signal even when the C/N0 

drops, and any advantage in tracking jitter reduction should be considered only after the 

tracking sensitivity specifications are met. 

5.3 Motivation and Proposed Methods 

The purpose of this chapter is to design joint data/pilot tracking algorithms, which 

provide reduced tracking jitter without losing the advantages of pilot channel only 

tracking (using a simple pure PLL) in terms of tracking sensitivity. Toward attaining this 
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goal, two different methods are proposed and analyzed for their performance under weak 

signal conditions. They are: 

i. Utilizing four-quadrant arctangent discriminators on both data and pilot 

channels, after accounting for the data bit presence on data channel. An 

adaptive noise bandwidth tuner is also used to adjust the loop parameters 

depending on thermal noise and dynamic conditions. 

ii. Using a Kalman filter based tracking architecture for joint data/pilot 

tracking. 

The first method is proposed as an extension to the weighted discriminator 

combination approach described in Section 5.2, and hence uses the standard tracking 

architecture (discriminator, loop filter and NCO). The second method uses a Kalman 

filter to estimate the tracking errors directly from the accumulated correlator outputs. The 

tracking sensitivity and tracking jitter, which are the parameters of interest in this work, 

depend on the choice of noise bandwidth for the standard tracking architecture. In the 

case of a Kalman filter based architecture, the Kalman gain is computed by making use of 

the estimated C/N0, 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  and predicted trajectory (dynamics). Thus, it can be considered 

an equivalent of adaptive noise bandwidth tuning based on thermal noise level and 

dynamic stress (O’Driscoll & Lachapelle 2009). Hence, to achieve similar performance 

with the two architectures, a novel yet computationally simple adaptive noise bandwidth 

algorithm is proposed and integrated with the standard tracking architecture. The design 

procedures are carried out in both the analog and digital domains, and a detailed 

performance analysis is provided.  
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5.4 Methods for Joint Data/Pilot Tracking 

5.4.1 Method 1: Weighted Discriminator Combination with ATAN2 Discriminator 

on Both Channels 

The arctangent discriminators ATAN (Costas) and ATAN2 (PLL) provide unity 

gain over the linear regions corresponding to input phase errors of ± 𝜋𝜋
2
 and ±𝜋𝜋, 

respectively. But as the C/N0 decreases, the linear operating regions gradually start to 

degrade around their respective boundaries. This is due to the phase wrapping effect of 

these discriminators. As a result, the estimates become biased and also perform poorly in 

terms of output noise variance (Kay 1993). Under such situations, the larger the phase 

pull-in region/linear region, the better the chances of maintaining signal lock.  Thus 

utilizing an ATAN2 discriminator on the data channel as well helps in reducing the bias 

in estimates and maintaining signal tracking. However, to use an ATAN2 discriminator 

on the data channel, it is necessary to account for the effect of data bit sign changes. This 

is accomplished by comparing the phase error estimates of the data channel with those of 

the pilot channel and applying a correction whenever the phase error estimate ( Δ𝜙𝜙�𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ) 

on the data channel falls outside the region defined by �Δ𝜙𝜙�𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ± 𝜋𝜋
2
�.  The reduction of 

the bias in the estimates is shown in Figure 5-1 with a numerical simulation for different 

true phase errors (Δ𝜙𝜙) across C/N0. The bias degradation by using ATAN2 on the data 

channel (after data bit correction) is better than that of ATAN on the data channel alone. 

This improvement is significant for weak signals (C/N0 < 25 dB-Hz) and as Δ𝜙𝜙 increases. 
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5.4.2 Method 2: Kalman Filter based Joint Data/Pilot Tracking 

Kalman filter (KF) based tracking has gained the attention of the navigation 

community (Psiaki & Jung 2002, Petovello & Lachapelle 2006,  Mongrédien et al 2007) 

for its improved tracking performance and for the possibility to specify the noise and 

signal models. A Kalman filter for tracking is normally designed to accept the 

accumulated correlator outputs of the early, prompt, and late channels as input and to 

estimate the following five states as follows: 

i. 𝐴𝐴 – signal amplitude  

ii. Δ𝜏𝜏 − code phase error 

iii. Δ𝜙𝜙 − carrier phase error 

iv. Δ𝜔𝜔 − carrier frequency error 

v. 𝑎𝑎 − carrier frequency drift.  

Figure 5-1: Bias in phase error estimate using ATAN and ATAN2 (with 
correction for data bits) on the data channel for phase errors (ΔΦ) (i) 150 (ii) 300 
(iii) 450  
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In this work the standard models for state space and observations, as described in 

Petovello & Lachapelle (2006), are used. Design details are provided in Appendix A. A 

KF can be designed to accept pilot channel observations alone, and its estimates can be 

used to track both data and pilot channels. It is also possible to combine the accumulated 

correlator outputs across both channels before feeding the result to the KF. In these two 

cases, the observation model does not change as compared to the standard KF model 

described in the literature for GPS signals.  This was demonstrated for the L5 signal by  

Mongrédien et al (2007). A similar approach can be found in Ziedan (2005) for the L2C 

and L5 signals. The main difference is that the former uses a hard decision based on the 

maximum power combining approach, whereas the latter uses ML estimation of possible 

data bit combinations across the predetection interval, which is chosen to be greater than 

20 ms. In both methods, the KF is not used to weight the data and pilot channel 

observations. Thus, the performance of these techniques under weak signal environments 

relies on the method used to combine the accumulated correlator outputs. Any 

degradation in this combination will significantly degrade the performance of KF based 

tracking.  

In this work, the data and pilot channel accumulated correlator outputs are 

directly passed to the Kalman filter as independent observations. This allows the KF to 

weight the data channel observations against that of the pilot channel. In the proposed 

method, the model for standard KF tracking remains the same, except for two changes: (i) 

the number of observations is increased to 12 (real and imaginary parts of early, prompt, 

and late channel accumulated correlator outputs from data and pilot channels) and (ii) the 

observation covariance matrix is updated accordingly.  
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The Kalman filter based tracking architecture described in this section makes use 

of the C/N0 estimates and the estimated trajectory (dynamics) in order to choose the 

Kalman gain. To obtain fair performance measures across standard and Kalman filter 

based tracking architectures, the noise bandwidth of the standard tracking architecture 

needs to be adaptively tuned based on the signal dynamics and thermal noise level.  

5.5 Adaptive Bandwidth Tuning 

 This section provides the design procedures for adaptive bandwidth tuning of a 

second order PLL. The choice of a second order system is for mathematical ease and the 

proposed algorithms can be extended to third order PLLs using numerical techniques. In 

a third order PLL the error due to dynamics is from the jerk rather than phase acceleration 

as in the case of a second order PLL. In a conventional GNSS receiver, the loop filter is 

designed in the analog domain and digitally implemented using the bilinear transform 

technique (Kaplan 2006). The same procedure is followed in the first stage of this work. 

Limitations of this technique are highlighted. In the second stage, the design is carried out 

directly in the digital domain by carefully modeling the effect of thermal noise and 

dynamic stress. The algorithm proposed for bandwidth tuning is general, and can be used 

for single channel processing. A simple extension, required to include the weighted 

discriminator combination is also given. 

5.5.1 Design in the Analog Domain 

In the proposed algorithm the PLL noise bandwidth is chosen depending on the 

thermal noise and dynamic stress. The thermal noise for an arctangent PLL is given by 

(Kaplan 2006) 
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𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,   𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = �
𝐵𝐵𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴

(𝐶𝐶/𝑁𝑁0)𝑟𝑟
�1 +

1
2𝑇𝑇𝑐𝑐𝑐𝑐ℎ(𝐶𝐶/𝑁𝑁0)𝑟𝑟

�   (5.4)  

where 𝐵𝐵𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  is the noise bandwidth, (𝐶𝐶/𝑁𝑁0)𝑟𝑟  is the C/N0 expressed in linear units, and 

𝑇𝑇𝑐𝑐𝑐𝑐ℎ  is the predetection interval (Kaplan 2006). Similarly, the error (Δ𝜙𝜙𝑠𝑠𝑠𝑠 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ) due to 

acceleration stress on a second order PLL is given by (Gardner 2005) 

𝛥𝛥𝜙𝜙𝑠𝑠𝑠𝑠,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑎𝑎
𝜔𝜔𝑛𝑛2

 (5.5)  

where 𝑎𝑎 is the acceleration stress and 𝜔𝜔𝑛𝑛  is the undamped natural frequency of the 

second order system under consideration. Ignoring the other sources of phase jitter, the 

goal is to choose a value for 𝐵𝐵𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  that minimizes the tracking jitter, 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 , as defined 

in Eq. (5.2). Hence, the noise bandwidth estimate �𝐵𝐵�𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴� is obtained as 

𝐵𝐵�𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑚𝑚𝑚𝑚𝑚𝑚
𝐵𝐵𝑛𝑛

 (𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴) = 𝑚𝑚𝑚𝑚𝑚𝑚
𝐵𝐵𝑛𝑛

�𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑙𝑙,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 +
𝛥𝛥𝜙𝜙𝑠𝑠𝑠𝑠,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴

3 �. (5.6)  

Loop stability is imposed as a constraint on the minimization defined in Eq. (5.6). 

For loop stability, poles of the system (𝐻𝐻(𝑠𝑠)) should lie in the left half of the s-plane, 

with 𝐻𝐻(𝑠𝑠) defined as 

𝐻𝐻(𝑠𝑠) =
2𝜂𝜂𝜔𝜔𝑛𝑛𝑠𝑠 + 𝜔𝜔𝑛𝑛2

𝑠𝑠2 + 2𝜂𝜂𝜔𝜔𝑛𝑛𝑠𝑠 + 𝜔𝜔𝑛𝑛2
 (5.7)  

where 𝜂𝜂 is the damping factor. The poles are – 𝜂𝜂𝜔𝜔𝑛𝑛 ±  𝑗𝑗𝜔𝜔𝑛𝑛�1 − 𝜂𝜂2. Assuming 𝜂𝜂 =

0.707, which is suitable for most tracking applications, a second order PLL is stable for 

all positive values of 𝜔𝜔𝑛𝑛  (Gardner (2005), Kaplan (2006)). This can be verified using the 

Routh stability criterion as well. For a given 𝜂𝜂 and 𝜔𝜔𝑛𝑛 , the noise bandwidth 𝐵𝐵𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  is 

given by (Gardner 2005) 
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𝐵𝐵𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝜔𝜔𝑛𝑛
2 �𝜂𝜂 +

1
4𝜂𝜂�

= 𝛾𝛾𝜔𝜔𝑛𝑛  (5.8)  

where 𝛾𝛾 = 0.5303 for 𝜂𝜂 = 0.707. Hence, for stability, it is sufficient to ensure that the 

adaptive algorithm chooses a positive value for noise bandwidth.  

Upon minimizing the cost function defined in Eq. (5.6) using the first derivative 

test, the noise bandwidth estimate is found to be 

𝐵𝐵�𝑛𝑛,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = �16 𝑎𝑎2 𝛾𝛾
4

9𝛽𝛽
5

 (5.9)  

where 𝛽𝛽 = 1
(𝐶𝐶/𝑁𝑁0)𝑟𝑟

�1 + 1
2𝑇𝑇𝑐𝑐𝑐𝑐 ℎ (𝐶𝐶/𝑁𝑁0)𝑟𝑟

�. A positive estimate of noise bandwidth ensures that 

the second derivative test for minima is met (since 𝛽𝛽, 𝑎𝑎 and 𝛾𝛾 are all non-zero positive 

quantities). 

When C/N0 approaches infinity, 𝛽𝛽 approaches zero, which makes 𝐵𝐵�𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  

approach ∞. This is expected. But for the other condition, as 𝑎𝑎 approaches zero, the noise 

bandwidth estimate also approaches zero. This violates the stability criterion. One way to 

overcome this is by setting a hard minimum value on the allowed range of the noise 

bandwidth estimate. In this work, the hard minimum is fixed as 𝐵𝐵�𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 0.25 Hz.  

So far in the formulation, the dynamic stress (𝑎𝑎) is assumed to be a known value, 

but in real-world applications it needs to be estimated. A solution to estimate the effect of 

dynamic stress is to use a filtered version of the phase discriminator output. This is based 

on the fact that phase acceleration will produce a non-zero mean term at the discriminator 

output, as described by Eq. (5.5). This is demonstrated in the following with the aid of a 

numerical simulation. A Doppler trajectory corresponding to a vehicle making turns at 

fixed intervals is simulated as shown in Figure 5-2. A second order PLL is allowed to 
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track the signal with a constant noise bandwidth and the discriminator outputs are plotted. 

A moderate C/N0 of 35 dB-Hz was assumed for this scenario. As observed from Figure 

5-2, the change in Doppler trajectory is reflected clearly at the output of phase 

discriminator and this can be used as information about the dynamic stress level to adjust 

the noise bandwidth. A filter with a narrow-bandwidth is used to reduce the noise at the 

discriminator output. To distinguish this filter from the loop filter of the PLL, it will be 

referred to as the dynamic error filter.  

 

The magnitude of the effect of dynamic stress as measured by the dynamic error 

filter depends on the noise bandwidth used by the PLL, as described in Eq. (5.5). Hence, 

appropriate scaling by 𝜔𝜔𝑛𝑛2 is required to account for the effect of noise bandwidth. Figure 

5-3 shows the 𝜔𝜔𝑛𝑛2 scaled outputs of the dynamic error filter running on two independent 

implementations of the PLL tracking the reference Doppler trajectory described in Figure 

5-2. The PLLs differ only by the noise bandwidth, one configured to use 1.5 Hz and the 

Figure 5-2: Effect of dynamic stress on discriminator outputs 
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other to use 5 Hz. The output of the dynamic error filter on each PLL is scaled by the 

respective 𝜔𝜔𝑛𝑛2 and is plotted against the reference in Figure 5-3. As shown in the figure, 

scaling removes the noise bandwidth dependence in the measurement of the dynamic 

stress. 

 

The numerical simulations described above were carried out with constant noise 

bandwidth in order to demonstrate the ability to measure the dynamic stress. When this is 

integrated into the PLL and the noise bandwidth is adapted using the scaled dynamic 

error filter outputs and the C/N0 estimates, care should be taken to account for the effect 

of changing noise bandwidth on the dynamic error filter’s input and output. This is 

explained in the following paragraph by better describing the proposed algorithm. 

Let the phase discriminator output at the kth instant be denoted by Δϕ�k . Then the 

output of the dynamic error filter (Δϕ�ss ) is calculated as 

𝛥𝛥𝜙𝜙�𝑠𝑠𝑠𝑠(𝑘𝑘) =  �𝑐𝑐𝑛𝑛  𝛥𝛥𝜙𝜙�𝑘𝑘−𝑛𝑛

2

𝑛𝑛=0

+  �𝑑𝑑𝑛𝑛𝛥𝛥𝜙𝜙�𝑠𝑠𝑠𝑠(𝑘𝑘 − 𝑛𝑛)
2

𝑛𝑛=1

 (5.10)  

Figure 5-3: Dynamic stress measured by two independent PLL with different 
noise bandwidth is scaled by their respective ωn

2 and plotted against the true 
reference. 
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where 𝑐𝑐𝑛𝑛  and 𝑑𝑑𝑛𝑛  are the filter coefficients. Assume that the noise bandwidth of the loop 

filter is constant over the time instants corresponding to the inputs Δ𝜙𝜙�𝑘𝑘 , Δ𝜙𝜙�𝑘𝑘−1, and 

Δ𝜙𝜙�𝑘𝑘−2. Then, the flow of the algorithm is given as follows: 

i. The estimate of the dynamic stress (𝑎𝑎) at time 𝑘𝑘 is given by Δ𝜙𝜙�𝑠𝑠𝑠𝑠(𝑘𝑘).𝜔𝜔𝑛𝑛2(𝑘𝑘), 

where 𝜔𝜔𝑛𝑛(𝑘𝑘) corresponds to the undamped natural frequency at time 𝑘𝑘.  

ii. The estimate of noise bandwidth, given 𝑎𝑎 and C/N0, at the time instant (𝑘𝑘 + 1)  

can be calculated using Eq. (5.9).  

iii. The update of 𝜔𝜔𝑛𝑛(𝑘𝑘 + 1) can be obtained based on the new noise bandwidth 

estimate. 

iv. The next estimate of error due to dynamic stress, Δ𝜙𝜙�𝑠𝑠𝑠𝑠(𝑘𝑘 + 1), should be 

computed after scaling the previous inputs (Δ𝜙𝜙�𝑘𝑘 , Δ𝜙𝜙�𝑘𝑘−1) and outputs (Δ𝜙𝜙�𝑠𝑠𝑠𝑠(𝑘𝑘), 

Δ𝜙𝜙�𝑠𝑠𝑠𝑠(𝑘𝑘 − 1)) of the dynamic error filter to account for the changing 𝜔𝜔𝑛𝑛  (or 𝐵𝐵𝑛𝑛 ). 

The scaling factor (𝑆𝑆𝑆𝑆) is given by 

𝑆𝑆𝐹𝐹𝑘𝑘+1 =
𝜔𝜔𝑛𝑛2(𝑘𝑘)

𝜔𝜔𝑛𝑛2(𝑘𝑘 + 1)
. (5.11)  

The above scaling has been empirically found to aid in reducing the magnitude by 

which the transient of the noise bandwidth estimates shoots up. Thus, it reduces the risk 

of using a very high noise bandwidth during the transients.  

5.5.2 Algorithm Validation 

The algorithm is initially validated using numerical simulations and then with live 

L2C signals transmitted by IIR-M satellites. For validation of the adaptive noise 

bandwidth algorithm, live signals under clear sky conditions are used. Under this 

condition, the dynamic stress is only due to the satellite motion. Since a second order 
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PLL is sensitive to acceleration stress, the goal is to verify whether the noise bandwidth 

estimated by the algorithm matches the theoretically predicted noise bandwidth. The 

theoretically predicted noise bandwidth or reference is obtained by directly using an 

average of the C/N0 estimates and the acceleration stress, computed using a first-order fit 

of the estimated Doppler, in the noise bandwidth estimate described by Eq. (5.9).  

Figure 5-4 shows the Doppler plot obtained for PRN 31 at a C/N0 of 32 dB-Hz 

over a period of 120 s along with a linear fit of the obtained estimates. The linear fit 

provides a rough estimate of the acceleration (approximately 0.17 Hz/s2). Using this 

information in Eq. (5.9), the noise bandwidth should be set to approximately 3 Hz.  

 Figure 5-5 shows the time series for the noise bandwidth estimated by the 

proposed algorithm running independently on data and pilot channels. The obtained 

Figure 5-4: Doppler Estimate for PRN 31 with a linear fit of the obtained 
estimates. 
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bandwidth agrees with the value expected from the linear fit. In Figure 5-5, a constant 

noise bandwidth of 10 Hz at the initial stages is the result of PLL being initiated after 

achieving carrier frequency lock using a FLL with a constant noise bandwidth of 10 Hz. 

 

5.5.3 Issues 

The performance of the method described in Section 5.5.1 degrades under two 

conditions:  

i. Low C/N0: Under low C/N0 conditions, theoretical models for tracking jitter due 

to thermal noise (Eq. (5.4)) fail because of the non-linear nature of the arctangent 

discriminator. 

ii. Large value for the product of noise bandwidth and update rate (𝐵𝐵𝑛𝑛𝑇𝑇𝑐𝑐𝑐𝑐ℎ ): Since 

the design is carried out in the analog domain, for large 𝐵𝐵𝑛𝑛𝑇𝑇𝑐𝑐𝑐𝑐ℎ  values, the 

Figure 5-5: Noise bandwidth estimates (Bn,APLL) obtained using the adaptive 
noise bandwidth algorithm for PRN 31 
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bilinear transform fails to correctly map the analog filter to the digital domain. 

Thus, unstable digital loops will be obtained under such conditions. Kazemi & 

O’Driscoll (2008) have shown that using digital techniques for the loop filter 

design allow stable operation even under these extreme conditions.  

Further, digital techniques allow accurate modelling of the cost function described 

in Eq. (5.2). Thus, a design in the digital domain can aid in better choice of noise 

bandwidth for a given condition.  

5.5.4 All-Digital Adaptive Bandwidth Tracking Design 

The linear model of the digital phase-locked loop (DPLL) system along with the 

proposed adaptive noise bandwidth algorithm is shown in Figure 5-6. The phase of the 

incoming signal is given by 𝜙𝜙𝑟𝑟  and the phase of the locally generated carrier is denoted 

by 𝜙𝜙0. The phase error Δ𝜙𝜙 = 𝜙𝜙𝑟𝑟 − 𝜙𝜙0 is subjected to the discriminator gain, 𝐺𝐺𝑑𝑑 , (unity 

gain for arctangent discriminators). The noise corrupting the discriminator output is given 

by 𝑛𝑛Δ𝜙𝜙 . Two coefficients which determine the loop filter response are given by 𝑘𝑘1 and 

𝑘𝑘2. For bandwidth adaptation, the effect of thermal noise and dynamic stress on the 

Figure 5-6: Linear model of DPLL with the proposed adaptive noise 
bandwidth algorithm 
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system needs to be derived as a function of the two coefficients 𝑘𝑘1 and 𝑘𝑘2.  

5.5.4.1 Expression for Dynamic Stress Error 

The transfer function (𝐻𝐻2(𝑧𝑧)) of the system represented in Figure 5-6 is given by 

(Gardner 2005) 

𝐻𝐻2(𝑧𝑧) =
𝜙𝜙0(𝑧𝑧)
𝜙𝜙𝑟𝑟(𝑧𝑧) =

𝑘𝑘1 𝑧𝑧−1�1− 𝑧𝑧−1 + 𝑘𝑘2𝑧𝑧−1�
(1− 𝑧𝑧−1)2 + 𝑘𝑘1 𝑧𝑧−1[1− 𝑧𝑧−1 + 𝑘𝑘2𝑧𝑧−1]  (5.12)  

and the error transfer function, 𝐸𝐸2(𝑧𝑧), is given by 

𝐸𝐸2(𝑧𝑧) =
𝜙𝜙𝑟𝑟(𝑧𝑧) − 𝜙𝜙0(𝑧𝑧)

𝜙𝜙𝑟𝑟(𝑧𝑧) =
𝛥𝛥𝛥𝛥(𝑧𝑧)
𝜙𝜙𝑟𝑟(𝑧𝑧) = 1 − 𝐻𝐻2(𝑧𝑧)

=
(1 − 𝑧𝑧−1)2

(1 − 𝑧𝑧−1)2 + 𝑘𝑘1 𝑧𝑧−1[1 − 𝑧𝑧−1 + 𝑘𝑘2𝑧𝑧−1]. 

(5.13)  

Further, a second order system is sensitive to acceleration stress (𝑎𝑎), which is given by 

𝜙𝜙𝑟𝑟[𝑛𝑛] =
𝑎𝑎𝑎𝑎𝑐𝑐𝑐𝑐ℎ2

2
𝑛𝑛2𝑢𝑢[𝑛𝑛] (5.14)  

and its Z-transform is given by 

𝜙𝜙𝑟𝑟(𝑧𝑧) =  
𝑎𝑎 𝑇𝑇𝑐𝑐𝑐𝑐ℎ2

2
𝑧𝑧−1 (1 + 𝑧𝑧−1 )

(1 − 𝑧𝑧−1)3 . (5.15)  

The steady state value of an arbitrary transfer function 𝑋𝑋(𝑧𝑧) is computed using the 

final value theorem (Oppenheim & Schafer 1999) as 

𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

𝑥𝑥[𝑛𝑛] = 𝑙𝑙𝑙𝑙𝑙𝑙
𝑧𝑧→1 

 (1 − 𝑧𝑧−1)𝑋𝑋(𝑧𝑧).  (5.16)  

Using this relationship, the steady state error of a system described by 𝐻𝐻2(𝑧𝑧) due to a 

dynamic stress given by 𝜙𝜙𝑟𝑟(𝑧𝑧) is computed as 

𝛥𝛥𝜙𝜙𝑠𝑠𝑠𝑠,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑙𝑙𝑙𝑙𝑙𝑙
𝑧𝑧→1 

 (1 − 𝑧𝑧−1)𝜙𝜙𝑟𝑟(𝑧𝑧)𝐸𝐸2(𝑧𝑧) =
𝑎𝑎𝑎𝑎𝑐𝑐𝑐𝑐ℎ2

𝑘𝑘1𝑘𝑘2
. (5.17)  
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5.5.4.2 Expression for Tracking Jitter due to Thermal Noise 

In order to derive an expression for 𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
2 , the variance (𝜎𝜎𝑛𝑛𝛥𝛥𝛥𝛥

2 ) of the noise 

(𝑛𝑛Δ𝜙𝜙 ) at the output of the discriminator needs to be modelled. An arctangent 

discriminator is used in this thesis. The noise variance of an arctangent discriminator is 

given by (Crosta 2009) 

𝜎𝜎𝑛𝑛𝛥𝛥𝛥𝛥
2 =

𝜋𝜋2

3
 𝑒𝑒−

𝐴𝐴2

2 +
𝐴𝐴

2√2𝜋𝜋
 � 𝜙𝜙2𝑒𝑒−

𝐴𝐴2

2 𝑠𝑠𝑠𝑠𝑠𝑠 2 𝜙𝜙  𝑐𝑐𝑐𝑐𝑐𝑐(𝜙𝜙) �1 + 𝑒𝑒𝑒𝑒𝑒𝑒 �𝐴𝐴
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
√2

� �  𝑑𝑑𝑑𝑑
+𝜋𝜋

−𝜋𝜋
 (5.18)  

 where 𝐴𝐴 is the amplitude of the signal normalized with respect to the noise variance of 

the accumulated correlator outputs and 𝑒𝑒𝑒𝑒𝑒𝑒  is the error function given by 

erf(𝑥𝑥) =
2
√𝜋𝜋

� 𝑒𝑒−𝑡𝑡2𝑑𝑑𝑑𝑑
𝑥𝑥

0
. (5.19)  

For ease of implementation and in order to avoid the numerical computation of the 

integral in Eq. (5.18), at each bandwidth update (i.e., every 20 ms), a curve interpolating 

the variance defined by Eq. (5.18) is used. The proposed interpolation is based on the 

CRLB for phase estimation: a cubic spline is used to account for the difference with 

respect to 𝜎𝜎𝑛𝑛Δ𝜙𝜙
2 . The CRLB derivation is provided in Appendix C and provides a good 

approximation for  𝜎𝜎𝑛𝑛Δ𝜙𝜙
2 for C/N0 greater than 25 dB-Hz. Thus, the expression for the 

interpolated model (𝜎𝜎�𝑛𝑛Δ𝜙𝜙
2  ) is given as 

𝜎𝜎�𝑛𝑛Δ𝜙𝜙
2 =

⎩
⎪⎪
⎨

⎪⎪
⎧

1

2 � 𝐶𝐶𝑁𝑁0
�
𝑟𝑟

 𝑇𝑇𝑐𝑐𝑐𝑐ℎ
, (𝐶𝐶/𝑁𝑁0)𝑑𝑑𝑑𝑑−𝐻𝐻𝐻𝐻 ≥ 25 

𝑓𝑓(𝑧𝑧) +
1

2 � 𝐶𝐶𝑁𝑁0
�
𝑟𝑟

 𝑇𝑇𝑐𝑐𝑐𝑐ℎ
, (𝐶𝐶/𝑁𝑁0)𝑑𝑑𝑑𝑑−𝐻𝐻𝐻𝐻 <  25 

� (5.20)  
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where 𝑓𝑓(𝑧𝑧) is a cubic fit of the difference between the actual variance and CRLB under 

weak C/N0 conditions. Figure 5-7 shows the agreement between the interpolated model, 

Monte Carlo simulation and Eq. (5.18).  

 

Having derived a model for the discriminator output noise variance, the next step 

is to derive an expression for the tracking jitter due to thermal noise (𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷2 ). 

Since the noise 𝑛𝑛Δ𝜙𝜙  is white with variance, 𝜎𝜎𝑛𝑛Δ𝜙𝜙
2 , the autocorrelation function �𝑅𝑅𝑛𝑛Δ𝜙𝜙 � 

and the power spectrum density �𝑆𝑆𝑛𝑛Δ𝜙𝜙 � are given by 

𝑅𝑅𝑛𝑛𝛥𝛥𝛥𝛥 (𝜏𝜏) = 𝜎𝜎𝑛𝑛𝛥𝛥𝛥𝛥
2 𝛿𝛿(𝜏𝜏) (5.21)  

𝑆𝑆𝑛𝑛𝛥𝛥𝛥𝛥 (𝜔𝜔) = 𝜎𝜎𝑛𝑛𝛥𝛥𝛥𝛥
2 . (5.22)  

Given the power spectrum density �𝑆𝑆𝑛𝑛Δ𝜙𝜙 � of the input and the system transfer function 

�𝐻𝐻2(𝑧𝑧)�, the noise variance at the output of the system, or the tracking jitter due to 

thermal noise, is given by 

Figure 5-7: Comparison of fit of different models for noise variance at the 
output of arc tangent discriminator 



118 

 

𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
2 = 𝒵𝒵−1 �𝐻𝐻2(𝑧𝑧)𝐻𝐻2(𝑧𝑧−1) 𝑆𝑆𝑛𝑛𝛥𝛥𝛥𝛥 (𝜔𝜔)�

=
𝜎𝜎𝑛𝑛𝛥𝛥𝛥𝛥

2

2𝜋𝜋𝜋𝜋
� 𝐻𝐻2(𝑧𝑧)𝐻𝐻2(𝑧𝑧−1)𝑧𝑧−1𝑑𝑑𝑑𝑑

|𝑧𝑧|=1
. 

(5.23)  

The integral in the Eq. (5.23) and the noise bandwidth (𝐵𝐵𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 ) of the system are related 

as (Gardner 2005) 

2𝐵𝐵𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝑐𝑐𝑐𝑐ℎ =
1

2𝜋𝜋𝜋𝜋
� 𝐻𝐻2(𝑧𝑧)𝐻𝐻2(𝑧𝑧−1)𝑧𝑧−1𝑑𝑑𝑑𝑑

|𝑧𝑧|=1
. (5.24)  

Hence, the expression for 𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
2  can be rewritten as 

𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
2 = 2𝐵𝐵𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝑐𝑐𝑐𝑐ℎ𝜎𝜎�𝑛𝑛𝛥𝛥𝛥𝛥

2  (5.25)  

where 𝐵𝐵𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  is the noise bandwidth of the second order DPLL, given by (Gardner 

2005) 

𝐵𝐵𝑛𝑛,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 =  
𝑘𝑘1

4𝑇𝑇𝑐𝑐𝑐𝑐ℎ

1 + 𝑘𝑘2
𝑘𝑘1
− 𝑘𝑘2

2 (3− 𝑘𝑘2)

1− 𝑘𝑘2 −
𝑘𝑘1
4 �2− 𝑘𝑘2 + 𝑘𝑘2

2�
. (5.26)  

5.5.4.3 Model Validation 

The model derived is initially validated using numerical simulations. This section 

describes the scenario set for the simulation and compares the obtained results with the 

derived model based on the design in both the analog and digital domains. The 

parameters used for the scenario are as follows: 

i. 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  = 20 ms 

ii. 𝐵𝐵𝑛𝑛  (design noise bandwidth) is chosen in the 0.5 to 30 Hz range, in steps 

of 0.5 Hz 
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iii. For every 𝐵𝐵𝑛𝑛  under consideration, 50 independent runs of PLL (both 

digital and analog designs) are simulated. 𝐵𝐵𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  and 𝐵𝐵𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  are set to be 

equal to the chosen 𝐵𝐵𝑛𝑛 . 𝐵𝐵𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  is mapped to the loop filter coefficients 

using a bilinear transform. 𝐵𝐵𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  is used to compute the coefficients 𝑘𝑘1 

and 𝑘𝑘2 of the digital loop filter design using Eq. (5.26) and a constraint for 

identical poles (𝑘𝑘1 = 4𝑘𝑘2). The tracking jitter due to thermal noise is 

averaged across independent runs, provided that the measured tracking 

jitter for at least 75% of the runs stays with the tracking threshold, which 

in this case is 300 (one-fourth of the phase pull-in range of the ATAN2 

discriminator as, shown by Eq (5.2)).  

Figure 5-8 shows the measured tracking jitter due to thermal noise against the 

model for both APLL and DPLL implementations. The measured thermal jitter for the 

digital design closely matches the model defined in Eq. (5.25) and remains stable for 

Figure 5-8: Comparison of measured tracking jitter due to thermal noise for 
APLL and DPLL with their respective models for a C/N0 of 37 dB-Hz 
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large values of noise bandwidth. On the other hand, the measured jitter for APLL 

significantly deviates from the model described in Eq. (5.4), and becomes unstable for 

large values of 𝐵𝐵𝑛𝑛  as the assumption of 𝐵𝐵𝑛𝑛 ,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇𝑐𝑐𝑐𝑐ℎ ≪ 1 is no longer valid. The deviation 

in the case of APLL can be measured by calculating the true noise bandwidth after the 

bilinear transform has been applied using Eq. (5.26).  

The results for a C/N0 of 20 dB-Hz are shown in Figure 5-9. The model for the 

DPLL matches the measured thermal jitter, whereas the measured thermal jitter for APLL 

deviates from the theoretical model.  

 

5.5.4.4 Stability Constraints and Noise bandwidth Estimate for DPLL 

Conditions for the stability of a second order DPLL are (Gardner 2005) 

𝑘𝑘2 < 1 𝑎𝑎𝑎𝑎𝑎𝑎 𝑘𝑘1 <
4

2 − 𝑘𝑘2
. (5.27)  

Figure 5-9: Comparison of measured tracking jitter due to thermal noise for 
APLL and DPLL with their respective models for a C/N0 of 20 dB-Hz 



121 

 

The above conditions ensure that the poles of the closed loop system �𝐻𝐻2(𝑧𝑧)� lie within 

the unit circle (|𝑧𝑧| = 1).  The poles are given by 

𝑧𝑧𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 1 −
𝑘𝑘1

2
± �1 − �

4𝑘𝑘2

𝑘𝑘1
� . (5.28)  

To reduce the dimensionality of the problem, an extra constraint of coincident poles is 

imposed. For the poles to be coincident, the condition 𝑘𝑘1 = 4𝑘𝑘2 should be met. 

Substituting this constraint, the conditions for stability reduce to  

0 < 𝑘𝑘2 < 1. (5.29)  

Hence, the noise bandwidth estimate should minimize a cost function (𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 ), 

similar to Eq. (5.6), under the constraint defined in Eq. (5.29). In other words, since the 

relationship between 𝑘𝑘1 and 𝑘𝑘2 is fixed, the value of 𝑘𝑘2 that minimizes 𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  should be 

chosen as 

𝑘𝑘�2 = 𝑚𝑚𝑚𝑚𝑚𝑚
𝑘𝑘2

�𝜎𝜎𝑛𝑛𝛥𝛥𝛥𝛥 �
5𝑘𝑘2 − 6𝑘𝑘2

2 + 2𝑘𝑘2
3

2 − 6𝑘𝑘2 + 2𝑘𝑘2
2 − 2𝑘𝑘2

3 +
𝑎𝑎𝑇𝑇𝑐𝑐𝑐𝑐ℎ2

12𝑘𝑘2
2�. (5.30)  

Although the minimum can be found by solving the equation 𝜕𝜕𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
𝜕𝜕𝑘𝑘2

= 0, this approach is 

quite complex. Hence, the solution is obtained by using a gradient descent algorithm with 

a pre-defined step size (𝐵𝐵𝑛𝑛 ,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 0.25 Hz), which results in the following recursion: 

𝐵𝐵�𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 [𝑛𝑛] = 𝑚𝑚𝑚𝑚𝑚𝑚
𝐵𝐵𝑛𝑛

��2�𝐵𝐵�𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 [𝑛𝑛 − 1] ±  𝐵𝐵𝑛𝑛 ,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �𝑇𝑇𝑐𝑐𝑐𝑐ℎ𝜎𝜎𝑛𝑛𝛥𝛥𝛥𝛥2 +
𝛥𝛥𝜙𝜙𝑠𝑠𝑠𝑠,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

3
�. (5.31)  

5.5.4.5 Validation of Adaptive Noise Bandwidth Algorithm 

The adaptive noise bandwidth algorithm is validated using numerical simulations. 

The parameters for the simulation are identical to those described in section 5.5.4.3. 
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Additionally, the incoming signal is subjected to an acceleration stress of 1 Hz/s2. This is 

the maximum acceleration stress due to satellite motion that a static receiver needs to 

handle (Tsui 2000). Figure 5-10 shows a plot of the theoretical and measured cost 

functions across different design noise bandwidth values for a 37 dB-Hz C/N0. The figure 

also gives the noise bandwidth as estimated by the adaptive bandwidth algorithm running 

on the APLL and DPLL. As expected, as the noise bandwidth increases, the measured 

cost function of the APLL deviates significantly from the theoretical model, whereas the 

digital model fits well with the measured cost function. Further, it can be observed that 

the adaptive noise bandwidth algorithm on both the APLL and the DPLL chooses the 

minimum of the cost function.  

Similarly, Figure 5-11 shows the plot of the measured cost function against the 

theoretical model for a C/N0 of 20 dB-Hz. Here, again, the noise bandwidth estimated by 

Figure 5-10: Cost function (theoretical and measured) for the design in the 
analog (APLL) and digital domain (DPLL) along with the noise bandwidth  
estimated by the proposed algorithm for a C/N0 of 37 dB-Hz. 
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the adaptive algorithm corresponds to the minimum of the curves. Since the APLL failed 

to obtain a stable lock on the signal, the corresponding estimated noise bandwidth is not 

plotted in Figure 5-11. 

 

Having validated the noise bandwidth estimate against the minimum of the curves 

corresponding to the cost function under two different C/N0 conditions, a new test setup 

is used to obtain the noise bandwidth estimate and cost as a function of input C/N0. In this 

setup, independent runs of the PLL with the adaptation algorithm integrated are used to 

track an incoming signal with a fixed acceleration stress of 1 Hz/s2. The update rate of the 

PLL is fixed to 20 ms. Figure 5-12 shows the noise bandwidths estimated using the 

proposed algorithm as a function of the input C/N0 for both APLL and DPLL. Theoretical 

curves in the figure are obtained by computing the optimum noise bandwidth using the 

true C/N0 and dynamic stress (𝑎𝑎) values. Measured values are obtained by averaging the 

noise bandwidth estimate across independent runs of the PLL. The theoretically predicted 

Figure 5-11: Cost function (theoretical and measured) for the APLL and 
DPLL design along with the noise bandwidth estimated by the proposed algorithm 
for a C/N0 of 20 dB-Hz. 
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values match the design noise bandwidth selected by the proposed algorithm across C/N0. 

For APLL, the true noise bandwidth values corresponding to the chosen design noise 

bandwidths are also plotted. As described before, the deviation of the true from the 

design values increases with increasing noise bandwidth values.  

 

Figure 5-13 shows the values assumed by the measured and theoretical cost 

functions corresponding to the noise bandwidth chosen by the algorithm, as given in 

Figure 5-12. For the APLL, the theoretical curve is obtained by using the model 

described in Section 5.5.1. As observed from the figure, for moderate-high C/N0 

conditions where a large noise bandwidth (design) value is chosen by the adaptation 

algorithm the model does not match well with the measured cost function. This is due to 

the difference between design and actual loop bandwidth. Similarly, under low C/N0 

conditions, since the effect of discriminator non-linearity was not included in the APLL 

design, the model fails even though the design noise bandwidth values are small.  

However, when the true 𝐵𝐵𝑛𝑛  values and the model for discriminator output variance (𝜎𝜎�𝑛𝑛Δ𝜙𝜙
2 ) 

Figure 5-12: Comparison of actual and theoretically predicted noise 
bandwidth estimates 
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are used in the computation of cost using Eq. (5.25) a close match can be obtained for the 

APLL as well. Thus, the digital implementation serves mainly to aid in accurate 

modelling and a proper choice of the noise bandwidth. 

 

Sections 5.5.1 through 5.5.4 discussed the design of an adaptive noise bandwidth 

algorithm for a single channel. The following section extends the above algorithm to 

include the weighted discriminator combination. 

5.5.5 Extension to Weighted Discriminator Combination 

In order to extend the adaptive noise bandwidth algorithm designed in the digital 

domain to include the weighted combination of discriminators described in Section 5.4.1, 

the noise variance at the output of the weighted combination of discriminators needs to be 

modelled. The discriminators used in the combination include ATAN2 in the pilot 

channel, and ATAN2 with correction for the data bit sign in the data channel. Hence, the 

Figure 5-13: Comparison of theoretical and measured cost functions of the 
APLL and the DPLL with the adaptive bandwidth algorithm 
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noise variance (𝜎𝜎𝑤𝑤 ,𝑛𝑛Δ𝜙𝜙
2 ) at the output of the weighted combination of the discriminators is 

given by 

σw,nΔϕ
2 = 𝑤𝑤𝑑𝑑2 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

2 +  𝑤𝑤𝑝𝑝2 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2
2  (5.32)  

where 𝑤𝑤𝑑𝑑  and 𝑤𝑤𝑝𝑝  are the weights used on the data and pilot channels respectively, 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2
2  

is the noise variance at the output of the four-quadrant arctangent discriminator whereas 

𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
2  is the variance of the data discriminator output. The model for 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2

2  is 

derived in Section 5.5.4.2 and is given by 𝜎𝜎�𝑛𝑛Δ𝜙𝜙
2  (Eq. (5.20)). Figure 5-14 plots the 

difference between 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
2  and 𝜎𝜎𝑛𝑛Δ𝜙𝜙

2  and a cubic fit for the same.  

 

This difference is due to the errors introduced by the data bit correction and is 

significant only for C/N0 lower than 24 dB-Hz (i.e. a difference of more than 10-2   rad2). 

Hence, the model for 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
2  is given as 

Figure 5-14: Difference between the noise variance of the phase 
discriminator outputs on the data and pilot channels. 
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𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
2 =

⎩
⎨

⎧ 𝜎𝜎�𝑛𝑛Δ𝜙𝜙
2   

𝐶𝐶
𝑁𝑁0

≥ 24 𝑑𝑑𝑑𝑑 − 𝐻𝐻𝐻𝐻

 𝜎𝜎�𝑛𝑛Δ𝜙𝜙
2 + 𝑓𝑓𝐷𝐷(𝑧𝑧)  

𝐶𝐶
𝑁𝑁0

< 24 𝑑𝑑𝑑𝑑 − 𝐻𝐻𝐻𝐻 
� (5.33)  

where 𝑓𝑓𝐷𝐷(𝑧𝑧) is the cubic fit for the difference.  

 

Figure 5-15 shows a block diagram of the proposed method for joint data/pilot 

carrier phase tracking along with the proposed adaptive noise bandwidth algorithm. Thus, 

in the standard tracking architecture which uses a weighted combination of 

discriminators, the information about weights, phase error estimate, and measured C/N0 

are passed on to the adaptive noise bandwidth tuning algorithm. The weights, along with 

the information about measured C/N0, are used to derive 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2
2 , 𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

2  and 𝜎𝜎𝑤𝑤 ,𝑛𝑛Δ𝜙𝜙
2 . 

From this information, the tracking jitter due to thermal noise is computed using Eq. 

(5.25). The discriminator outputs are passed through the dynamic error filter in order to 

Figure 5-15: Block diagram of the proposed method for joint data/pilot 
carrier phase tracking 
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obtain the effect of dynamic stress on the system, Δ𝜙𝜙𝑠𝑠𝑠𝑠 ,𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 . Finally, a noise bandwidth 

that minimizes the cost function (𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 ) is estimated and the loop filter coefficients are 

updated accordingly every 𝑇𝑇𝑐𝑐𝑐𝑐ℎ .  

A detailed performance analysis of the proposed algorithms using live and 

hardware simulated signals is presented in Chapter 6. 
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CHAPTER SIX: ADAPTIVE BANDWIDTH DATA/PILOT CARRIER PHASE 
TRACKING RESULTS 

In this chapter, the performance of the single channel and joint data/pilot tracking 

methods proposed in Chapter 5 are assessed. This chapter is organized into two sections, 

each describing the motivation, the test setup, methodology and the results obtained. The 

goal of the first section is to quantify the tracking threshold of the different methods 

under static conditions. From the results, it emerges that there is no significant 

degradation in tracking threshold when using the proposed data/pilot tracking algorithm 

as compared to the use of the pilot channel alone with a pure PLL. In the second section, 

the advantages of using data/pilot tracking versus single channel tracking are analyzed 

under dynamic conditions.  

6.1 Tracking Sensitivity 

This section quantifies the tracking threshold for the single channel and data/pilot 

tracking algorithms described in Chapter 5. The tracking methods which will be 

compared include the APLL and DPLL described in Chapter 5. Both designs incorporate 

the proposed adaptive noise bandwidth algorithm. Specifically, the following methods to 

track the signal are considered: 

i. APLL – Data - APLL using data channel alone with an arctangent 

(ATAN) discriminator 

ii. APLL – Pilot - APLL using pilot channel alone with an ATAN2 

discriminator 

iii. APLL – Joint (Costas) - APLL using weighted combination of 

discriminators, where an ATAN discriminator is used on both channels  
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iv. APLL – Joint (ATAN2) - APLL using weighted combination of 

discriminators, where an ATAN2 is used on both channels after sign 

compensation on the data channel 

v. DPLL – Pilot - DPLL using pilot channel alone with an ATAN2 

discriminator 

vi. DPLL – Joint (ATAN2) - DPLL using weighted combination of 

discriminators, where ATAN2 is used on both channels 

vii. KF – Joint - Kalman filter based joint data/pilot tracking 

The following subsection describes the test setup used to quantify the tracking 

threshold of the different methods listed above. 

6.1.1 Test Setup 

Live GPS L2C signals are used to analyse the performance of the proposed 

algorithms. Figure 4-8 shows a block diagram representing the setup adopted for the data 

collection. A static receiver under weak signal conditions is used for this test. The 

received signal is split into two channels. One of the channels is subjected to attenuation 

using an external attenuator whereas the second is not attenuated. The former will be 

referred to as the attenuated channel and the latter as the reference channel. In order to 

obtain good reference signals, the data is collected when the IIR-M satellites are at an 

elevation of 60 degree or higher. This ensures a C/N0 of 40 dB-Hz or higher for the 

reference channel. The attenuation level of the external attenuator is gradually increased 

in known steps at known time intervals. Since the external attenuator is present in the RF 

chain after the LNA, the effect of attenuation on the C/N0 is given by the Friis formula. 

Rather than modelling this effect, the received C/N0 measured by the receiver is used. 
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Both channels are down-converted, digitized and synchronously logged using a National 

Instruments (NI) PXI-5561 RF front-end (NI PXI 5661 2006) at a sampling rate of 5 

MHz (complex samples).  

 

The collected data is processed using a modified version of the PLAN Group’s 

GNSS software navigation receiver (GSNRxTM) (Petovello et al 2008). The software 

receiver outputs Doppler estimates (loop filter outputs) at each loop update, which is 

typically set to be equal to the data bit period (20 ms). Unlike numerical simulations, for 

live signals, the true input signal phase is not available for the computation of the bias in 

the phase estimates. So, only the tracking jitter due to thermal noise is used to evaluate 

the tracking threshold of the different algorithms. The tracking jitter is measured using 

the Doppler estimates as follows: the Doppler estimates from the reference channel are 

used to remove the deterministic component due to satellite motion from the Doppler 

estimates of the attenuated channel. This gives the error in the Doppler estimates. This 

error is then passed through an NCO model, and the standard deviation at its output is 

Attenuated Channel 

Reference Channel 

Amplifier 

Amplifier 

Synchronized RF 
Samples Logger 

Signal 
Acquisition 

Modified 
Version of 
GSNRxTM 

Figure 6-1: Block diagram of data collection and processing setup 
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measured. This corresponds to the tracking jitter due to thermal noise (𝜎𝜎𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ). Phase 

lock is declared when the following conditions are met: (i) the 1𝜎𝜎-tracking jitter stays 

within a threshold of 300 and (ii) the Doppler estimated from the attenuated channel 

follows that of the reference channel (visual).  In order to keep the noise contribution 

from the reference channel negligible, only those satellites whose C/N0 in the reference 

channel is at least 10 dB higher than that in the attenuated channel are considered. For 

example, Figure 6-2 shows the plot of C/N0 on the reference and attenuated channels. The 

reference C/N0 for this satellite was approximately 44 dB-Hz. In this case, the analysis 

results from the attenuated channel are obtained only for time intervals corresponding to 

C/N0 less than 34 dB-Hz, which is at least 10 dB lower than the reference. 

 

Figure 6-3 shows a plot of noise bandwidth estimates obtained using analog and 

digital implementations of independent pilot and data/pilot tracking. Average C/N0 

corresponding to every 60 second time interval is plotted for reference. In both analog 

and digital implementations, while using a weighted combination of discriminators (joint 

Figure 6-2: Sample plot of measured C/N0 on reference and attenuated 
channels 
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data/pilot tracking), the effect of thermal noise is reduced as compared to pilot-only 

tracking. Hence, the joint data/pilot tracking algorithms choose a larger noise bandwidth 

to reduce the effect of the dynamic stress due to satellite motion. 

 

Across all implementations, as C/N0 approaches the tracking threshold, the noise 

bandwidth chosen by the algorithm converges to zero and a hard minimum of 0.25 Hz is 

chosen to avoid this condition. This effect can be clearly observed for the APLL-Pilot in 

Figure 6-3.  

6.1.2 Results 

The tracking threshold results presented in this section are averaged across 10 

satellites in 4 data sets collected during different time periods. The standard deviation of 

Figure 6-3: Noise bandwidths selected by the adaptive bandwidth algorithms 
for single channel and data/pilot tracking. 
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the measured tracking threshold is also plotted to show the uncertainty levels. Figure 6-4 

shows a comparison of tracking thresholds across different independent and data/pilot 

carrier phase tracking algorithms. For independent tracking of data or pilot channel using 

APLL, as expected, the data channel only (APLL-Data) tracking loses lock earlier than 

pilot only tracking (APLL-Pilot), which is due to the lower phase pull-in range of the 

Costas loops. The difference in tracking thresholds between the two is approximately 6 

dB, in agreement with the literature (Kaplan 2006).  

The following is observed while using a weighted combination of discriminators 

in an APLL: 

i. the use of a weighted combination of Costas discriminators (APLL-Joint 

(Costas)) reduces the tracking threshold by approximately 3 dB as 

compared to independent data channel tracking. However, the advantages 

of using APLL-Pilot are lost in this combination. 

ii. the use of a weighted combination of ATAN2 discriminators (APLL-Joint 

(ATAN2)) allows the loop to maintain lock for almost the same level of 

attenuation as a pure PLL on the pilot channel (APLL-Pilot).  

The advantage in using a digital design (DPLL) against APLL in independent 

pilot only tracking is approximately 1 dB in terms of tracking threshold.  

The proposed joint data/pilot tracking algorithms namely, (i) the weighted 

combination of ATAN2 discriminators with design in digital or analog domains and (ii) 

the Kalman filter based joint data/pilot tracking, are able to maintain lock within 1 dB of 

the tracking threshold of DPLL-Pilot. It should be noted that, for joint data/pilot tracking 

using a Kalman filter, the tracking threshold and jitter performance depends on the 
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accuracy of the system and observation noise model. This includes accurately predicting 

the effect of the clock, variations in signal amplitude, and expected variations in 

dynamics. These quantities are often not readily available and are mostly equipment and 

environment specific. The values used in this case are fixed initially from Brown & 

Hwang (1997) for the clock parameters and the KF based implementation available in 

GSNRxTM for the other parameters. Later, they are fine tuned empirically on a trial-and-

error basis. The exact values used are given in Appendix-A for completeness. 

 

It has been shown that with careful design, it is possible to use joint data/pilot 

tracking algorithms without significant losses in terms of tracking threshold as compared 

to a pure-PLL on the pilot channel alone. The main advantage of joint data/pilot tracking 

with adaptive noise bandwidth is the ability to use a larger noise bandwidth as compared 

to independent tracking for a given C/N0, as shown in Figure 6-3. This is exploited to 

Figure 6-4: Performance comparison of carrier phase tracking methods 
based on tracking threshold 
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highlight the advantages of joint data/pilot tracking in environments with user dynamics 

and under weak signal environments.  

6.2 Dynamic Scenarios 

6.2.1 Scenario 1: User Dynamics under Weak Signal Conditions 

The purpose of this test is to highlight the advantage of using data/pilot tracking 

with respect to single channel tracking under dynamic conditions. For this purpose, a 

receiver moving along a rectangular path is simulated using the Spirent GSS7700 

hardware simulator. The velocity profile is shown in Figure 6-5. A maximum velocity of 

3 m/s is chosen for the straight paths in the rectangular track and the receiver slows down 

at the corners and accelerates back to 3 m/s as it comes out. The velocity magnitude was 

chosen to imitate pedestrian dynamics.  

 

At each turn in the trajectory, a sudden change in Doppler is observed, as shown 

in Figure 6-6. A PLL is not able to instantaneously follow this change, and a bias will be 

generated in the Doppler estimates. The goal of this test is to compare the bias in Doppler 

estimates for the single channel and data/pilot tracking methods at these turns. Under 

good C/N0 conditions, the adaptive noise bandwidth algorithm on both methods can 

Figure 6-5: Velocity profile of the receiver simulated using the Spirent 
hardware simulator 
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increase the noise bandwidth such that there is no significant difference in measured bias 

between them. So the test scenario is configured to observe the ability of the algorithms 

to maintain lock at these turns under conditions where C/N0 of the received signal is close 

to the tracking threshold. 

 

The C/N0 profile shown in Figure 6-7 is chosen for this test. The scenario starts 

with a C/N0 of 32 dB-Hz across all satellites in order to acquire and start tracking the 

signals. On one of the straight legs in the user trajectory, shown in Figure 6-8, the signal 

power is gradually reduced in steps of 1 dB per second down to approximately 16 dB-Hz. 

The signal power is further dropped by 1 dB after allowing the vehicle to take a few 

turns. In this way, the C/N0 is set to equal the average tracking threshold of the DPLL-

ATAN2 algorithm. It should be noted that the tracking threshold quantified in Section 

6.1.2 is for a static receiver. Under dynamic conditions, the tracking threshold is expected 

to degrade further. Hence, the need for analysis under different C/N0 levels near the 

Figure 6-6: Sample of true Doppler obtained from the Spirent hardware 
simulator corresponding to a rectangular trajectory  
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tracking threshold. The time instants at which the C/N0 levels are changed and the user 

trajectory information are provided in Figure 6-8. 

 

6.2.1.1 Test Methodology 

The setup adopted for the data collection is similar to the one shown in Figure 

4-8. In this case, only one channel without any additional attenuation is collected. The 

data collected is processed using DPLL-ATAN2 and DPLL-Pilot independently. Only the 

190 m 

Figure 6-8: User trajectory with C/N0 level information 

t = 70 s 

t = 85 s 

C/N0 
reduced 
by 16 dB 160 m 

10 m 

Starts at 32.5 dB-Hz, 3 m/s 

t = 275 s, C/N0 
reduced by 1 dB 

 

t = 0 s 

Figure 6-7: C/N0 profile chosen for the test under user dynamics  
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digitally designed tracking loops are used in this analysis. The Doppler estimates 

obtained from the two methods are then post-processed to extract the bias where the true 

Doppler values logged by the simulator are used as reference. This is subtracted from the 

Doppler estimates to obtain the error. The error also contains the effect of the receiver 

clock drift. An approximate value of the receiver clock drift is computed by averaging the 

difference between Doppler estimates and the reference over the initial time period 

corresponding to relatively high C/N0.  This is then used to remove the effect of clock 

drift from the Doppler estimate errors. The effect of any unaccounted clock drift is the 

same for single channel and data/pilot tracking and the main interest is to obtain a relative 

performance measure in terms of ability to maintain lock and Doppler bias. Finally, the 

bias is extracted by using a moving average filter to reduce the effect of thermal noise.  

6.2.1.2 Results 

Figure 6-9 shows a sample plot of the measured Doppler bias, the reference 

Doppler trajectory of the corresponding satellite, and the noise bandwidth used by the 

single channel (DPLL – Pilot) and data/pilot tracking (DPLL-Joint (ATAN2)) methods. 

The C/N0 for the results in Figure 6-9 was approximately 15.5 dB-Hz. When the user 

makes a turn, the Doppler frequency significantly changes and the adaptive noise 

bandwidth algorithm increases the loop noise bandwidth accordingly. The quantity by 

which the noise bandwidth can be increased during each turn depends on the C/N0 level 

and the step size used in the gradient descent algorithm. Under identical environment and 

step size configuration, the data/pilot tracking algorithm is able to choose a larger noise 

bandwidth as compared to single channel tracking. This is because the joint data/pilot 

tracking algorithm can operate in the presence of higher thermal noise since it uses 
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information from both data and pilot channels. This feature helps in maintaining phase 

lock with reduced bias in the estimated Doppler. This will be further demonstrated in the 

following section. 

 

Figure 6-10 and Figure 6-11 shows sample results obtained for several satellites. 

The time period corresponding to 85 to 275 seconds marked in the figure corresponds to 

a C/N0 of 16.5 dB-Hz. Single channel tracking loses lock after facing a turn due to the 

dynamic stress under the chosen C/N0 condition. This behaviour is observed across 

multiple PRNs. In contrast, joint data/pilot tracking is able to maintain lock throughout 

Figure 6-9: Sample plot of noise bandwidths chosen by single channel and 
data/pilot tracking 
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this time interval across all the satellites in view and loss of lock occurs only when the 

C/N0 is further dropped by 1 dB to 15.5 dB-Hz.  

Figure 6-11 (a)-(b) provides similar results for different satellites in view. Further, 

as shown in Figure 6-11 (a)-(b), the bias in Doppler estimates is significantly reduced in 

the data/pilot tracking method as compared to single channel tracking. 

 

Figure 6-10: Ability of the single channel and data/pilot tracking methods to 
maintain lock under (i) 85-275 s corresponding to 16.5 dB-Hz and (ii) 275-450 s 
corresponding to 15.5 dB-Hz. (PRN 04) 
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(a) PRN 18 

(b) PRN 19 

Figure 6-11: Comparison of single channel tracking with data/pilot tracking 
in dynamics conditions under C/N0 close to their tracking threshold 
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6.2.2 Scenario 2: Test under Dynamics with Different Acceleration Stress 

The goal of this test is to evaluate the ability of the pilot-only and joint data/pilot 

tracking methods to maintain lock under different acceleration stress. The scenario is 

configured to start with a stationary vehicle under open sky conditions (approximately 40 

dB-Hz), which helps the receiver to acquire and start tracking the signal. After a fixed 

time interval, the vehicle gradually accelerates to a velocity of 17 m/s (approximately 61 

km/h) and makes 90 degree turns with increasing acceleration (in steps of 0.5 g) at known 

intervals (Sokolova 2009). Two different trajectories, one with a step shape as shown in 

Figure 6-12, and the other with a rectangular shape similar to the one described in Figure 

6-8 are simulated. 

  

The data collection setup and test methodology are identical to those of the 

previous scenario described in Section 6.2.1. In addition to the performance analysis 

based on Doppler bias and ability to maintain lock, this section also provides the C/N0 as 
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Figure 6-12: Vehicle Trajectory with increasing acceleration stress  
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estimated by the receiver. C/N0 estimates drop when there is a bias in Doppler or under 

loss-of-lock. Thus, they can also be used to analyse the tracking performance.  

6.2.2.1 Results 

Depending on the user-satellite relative motion, the effect of user dynamics varies 

across different satellites. For satellites at zenith, both the joint data/pilot and pilot-only 

tracking methods were able to maintain lock through all turns i.e., a maximum 

acceleration stress of 3 g. Figure 6-13 shows the noise bandwidth estimates for one such 

satellite corresponding to the scenario with a rectangular trajectory. As described in the 

previous scenario, joint data/pilot tracking is able to operate with a larger noise 

Figure 6-13: Comparison of noise bandwidth estimate used by joint 
data/pilot and pilot-only tracking loops 
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bandwidth as compared to pilot-only tracking. 

For satellites at an elevation angle around 45 degrees, joint data/pilot tracking 

loses lock while making a turn with an acceleration of either 2.5 or 3 g, depending on the 

satellite. In contrast, pilot-only tracking loses lock when subjected to an acceleration 

stress of 2 g on most satellites across both the trajectories. A sample plot of the Doppler 

bias and measured C/N0 is shown in Figure 6-14. 

 

For satellites close to the horizon, the limit of acceleration stress that the tracking 

loops can bear degraded by almost 1 g i.e., joint data/pilot tracking loses lock under an 

Figure 6-14: Sample plot of bias in Doppler estimates and measured C/N0 for 
satellites away from zenith (elevation angle around 450) corresponding to the step 
trajectory 
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acceleration stress of 1.5-2 g whereas pilot-only tracking loses lock when subjected to an 

acceleration stress of 1 g. Significant differences in the bias in Doppler estimates were 

observed while tracking a reference frequency trajectory as shown in Figure 6-15. This 

type of reference trajectory, with small spikes, is observed when the Doppler due to 

satellite motion is relatively high compared to that of the user motion.  

In summary, the joint data/pilot method helps tracking a signal under higher 

levels of acceleration stress relative to pilot channel only tracking. 

 

Figure 6-15: Comparison of bias in Doppler estimates and measured C/N0 for 
a reference frequency trajectory with spikes due to acceleration stress (step 
trajectory) 
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6.3 Summary 

The tracking threshold of the proposed data/pilot tracking methods has been 

shown to be close (approximately 1 dB) to that of pure PLL tracking. Thus, there is no 

considerable degradation in using data/pilot tracking over single channel tracking. The 

advantage in using both channels over single channel for tracking is the ability to collect 

power from both channels and thus to use a larger noise bandwidth in the presence of 

dynamics. This helps in tracking the signal under such dynamics. In particular, this 

advantage has been demonstrated for an environment with user dynamics under severely 

attenuated conditions as well as one with increasing acceleration stress under open sky 

conditions. It has been shown that using the data/pilot tracking method helps in 

maintaining lock, reduce the bias in Doppler estimates, and reduce the time taken to 

regain phase lock.  
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CHAPTER SEVEN: CONCLUSIONS AND RECOMMENDATIONS 

This chapter summarizes the contributions of this thesis toward the goal of 

efficiently making use of both data and pilot channels in order to improve the 

performance of signal tracking and C/N0 estimation algorithms in the context of 

modernized GNSS signals. Finally, recommendations for possible future work that can 

complement the presented results are provided. 

7.1 Conclusions 

The purpose of this thesis, as stated in Chapter 1, was to  

i. identify issues with joint data/pilot tracking; 

ii. analyse the impact of those issues; 

iii. propose methods to overcome the identified issues; 

iv. analyse the performance of the proposed methods against pilot-channel-

only tracking. 

In order to establish a reliable metric to analyse the performance of the tracking 

algorithms, the problem of reliable C/N0 estimation was also addressed.  

7.1.1 Reliable C/N0 Estimation 

A comprehensive theoretical analysis of C/N0 estimation was provided, with 

emphasis on using both the data and the pilot channels. The CRLB derived for C/N0 

estimation helped in understanding the following aspects: 

i. the noise variance reduction achievable in using both the data and the pilot 

channels for C/N0 estimation gradually diminishes for signals weaker than 

25 dB-Hz;  
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ii. the CRLB for C/N0 estimation using correlator outputs accumulated over 

shorter predetection intervals (𝑇𝑇𝑐𝑐𝑐𝑐ℎ) is shown to be lower than the one 

using observations with longer 𝑇𝑇𝑐𝑐𝑐𝑐ℎ ; a choice of 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  = 1 ms with the 

knowledge of 20 observations per data bit was shown to avoid information 

loss as compared to the use of 𝑇𝑇𝑐𝑐𝑐𝑐ℎ = 20 ms where the data bit sign 

reverses with every observation.  

The bounds presented in this thesis can be used as a reference in the performance 

analysis of any joint data/pilot C/N0 estimator. Further, a maximum-likelihood (ML) 

estimator that uses both data and pilot channels was derived. The approximation used in 

deriving the ML estimators was shown to degrade in performance for signals weaker than 

25 dB-Hz, and the degradation being manifested as a bias in the estimates. Hence, the 

joint data/pilot estimator with approximation is unreliable for weak signals. An iterative 

solution was proposed to overcome this issue and a detailed analysis was presented. The 

proposed joint data/pilot iterative ML estimator has been demonstrated to be reliable for 

estimating C/N0 down to 17 dB-Hz. For lower C/N0 values, standard tracking loops (with 

constant noise bandwidth) lose lock, and the C/N0 cannot be estimated. However, as is 

evident from the numerical simulation results, the estimator is less biased even for C/N0 

lower than 17 dB-Hz. 

7.1.2 Joint Data/Pilot Carrier Frequency Tracking 

The purpose of Chapter 4 was to outline issues related to joint data/pilot carrier 

frequency tracking, to provide a detailed performance analysis of said tracking, and to 

use the knowledge gained to design methods for joint data/pilot carrier phase tracking. 
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 One of the issues in joint data/pilot frequency tracking is the increase in noise 

variance of the frequency error estimates under weak C/N0 conditions, due to the non-

linear nature of the discriminators used. An application of on-the-fly variance estimators 

(Moir 2001) to compute the weights was demonstrated to overcome this issue. Finally, a 

performance analysis was presented for two differently-weighted discriminator 

combinations, with emphasis on performance under weak C/N0 conditions. The Costas 

discriminator combination, which uses cross product discriminators with decision 

feedback (𝐷𝐷𝑑𝑑𝑑𝑑 ) on both the data and pilot channels, was shown to suffer from significant 

degradation in tracking threshold. The only advantage of the Costas discriminator 

combination is in operation under moderate-to-strong signal conditions. Further, using 

identical discriminators on both data and pilot channels allows one to assign equal 

weights in the combination eliminating extra computational burden from the weight 

computation algorithm. The discriminators used by the standard discriminator 

combination on the data and pilot channels are different. The analysis provided in this 

thesis used a cross product (𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) discriminator on the pilot channel and a cross product 

with decision feedback (𝐷𝐷𝑑𝑑𝑑𝑑 ) discriminator on the data channel.  With proper weighting, 

the standard discriminator combination was shown to acquire and maintain frequency 

lock over the same levels of attenuation as an FLL running solely on the pilot channel. 

However, under weak C/N0 conditions, some degradation in frequency jitter was 

observed by using a standard discriminator combination as compared to pilot-channel-

only tracking. This was explained as the effect of the change in discriminator gain due to 

data bit decision errors in 𝐷𝐷𝑑𝑑𝑑𝑑 , which were unaccounted for in the design. 



151 

 

The results obtained in this chapter demonstrated the importance of the 

discriminator linearity region and appropriate weighting in joint data/pilot tracking, 

which is utilized in the design of methods in the subsequent chapters. 

7.1.3 Joint Data/Pilot Carrier Phase Tracking 

Chapter 5 discusses problems specific to joint data/pilot carrier phase tracking. 

Two different methods were proposed to overcome problems arising in joint data/pilot 

phase tracking. One method is an extension of the weighted discriminator combination 

available in the literature for standard tracking architecture, whereas the other utilizes a 

Kalman filter-based architecture.  

For joint data/pilot tracking with a weighted discriminator combination, utilizing 

ATAN2 discriminators on both data and pilot channels was shown to help in reducing the 

bias in the estimates under weak C/N0 conditions, mitigating the impact of the reduced 

phase pull-in range of Costas discriminators. In order to use an ATAN2 discriminator on 

the data channel, a data bit decision process as explained in Chapter 5 has been used. This 

process introduces noise due to an increase in data bit decision errors under weak C/N0 

conditions. This has been accounted for in the computation of weights in the combination 

(using on-the-fly weight computation), as well as in the cost function of the noise 

bandwidth adaptation algorithm. Further, the design of the PLL in the digital domain 

helped in accurately predicting the effect of thermal noise and dynamic stress for a given 

scenario. These design considerations led to a more stable design of joint data/pilot 

tracking with adaptive noise bandwidth. From the results presented in Chapter 6, it is 

evident that the proposed method suffers no significant loss (less than 1 dB) in tracking 

sensitivity as compared to pilot-channel-only tracking.  
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A second approach for joint data/pilot tracking is provided using a Kalman filter 

(KF). The tracking sensitivity performance of KF-based joint data/pilot tracking in a 

static environment has been demonstrated to be similar to that of the previous method. In 

summary, both proposed methods demonstrated the ability to maintain lock over the 

same level of attenuation as a pure PLL on the pilot channel. Through comparison of the 

two proposed methods, it became apparent that the method based on the standard 

architecture is able to provide performance similar to a KF-based architecture for a static 

receiver, with less computational burden.  

Chapter 6 also highlights the advantage of using a joint data/pilot over a single 

channel tracking for scenarios with user dynamics in severely attenuated conditions and 

increasing acceleration stress under open sky conditions. Since joint data/pilot tracking 

methods can make use of the power from both data and pilot channels, the effect of 

tracking jitter due to thermal noise is reduced as compared to single channel tracking. 

Thus, joint data/pilot tracking methods can use a larger noise bandwidth in the presence 

of dynamics. The results obtained in Chapter 6 under dynamic scenarios with a user 

taking several turns demonstrate the advantages of joint data/pilot tracking in reducing 

the bias in Doppler estimates, the time taken to regain phase lock, and, most importantly, 

to maintain phase lock under these conditions.  

In summary, the proposed joint data/pilot phase tracking algorithms can help in 

utilizing both data and pilot channel information, without significantly losing the inherent 

advantages of a pure PLL. 
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7.2 Recommendations for Future Work 

Following the conclusions made in this chapter, this section lists the limitations of 

this thesis and makes recommendations for future work: 

i. The CRLB derived for the C/N0 estimation process assumed real 

observations and the ML estimators are also derived based on real inputs. 

In reality, the signal power is split across in-phase and quadrature arms 

due to phase tracking errors, resulting in complex accumulated correlator 

outputs. Thus, a complete derivation of the bound and ML estimator, 

including the effect of phase error, would give a more accurate analysis. 

ii. The Newton-Raphson method is used to solve the ML equation for 

deriving the C/N0 estimators. The computational load can be reduced by 

considering other approximations of the 𝑡𝑡𝑡𝑡𝑡𝑡ℎ function to solve the ML 

equation. For example, the 𝑡𝑡𝑡𝑡𝑛𝑛ℎ function can be approximated as (Kwan 

1992)  

𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑥𝑥) ≈ �

+1 𝑥𝑥 ≥ 𝑥𝑥𝑠𝑠
𝑥𝑥(𝛽𝛽 − 𝐾𝐾𝐾𝐾) 0 ≥ 𝑥𝑥 > 𝑥𝑥𝑠𝑠
𝑥𝑥(𝛽𝛽 + 𝐾𝐾𝐾𝐾) −𝑥𝑥𝑠𝑠 ≥ 𝑥𝑥 > 0

−1 𝑥𝑥 ≤ −𝑥𝑥𝑠𝑠

�   (7.1)  

where 𝛽𝛽 and 𝐾𝐾 represents the slope and gain of the non-linear 

approximation of the 𝑡𝑡𝑡𝑡𝑡𝑡ℎ function in the region between −𝑥𝑥𝑠𝑠 < 𝑥𝑥 < 𝑥𝑥𝑠𝑠. 

𝑥𝑥𝑠𝑠 represents the limit beyond which the 𝑡𝑡𝑡𝑡𝑡𝑡ℎ function saturates to unity. 

A similar approximation for the 𝑡𝑡𝑡𝑡𝑡𝑡ℎ function can be found in Anguita et 

al (1993). A special case of this approximation can be used to arrive at the 

following approximation: 
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tanh(𝑥𝑥) ≈ �𝑠𝑠𝑠𝑠𝑠𝑠
(𝑥𝑥) |𝑥𝑥| ≥ 𝑥𝑥𝑠𝑠
𝑥𝑥 |𝑥𝑥| ≤ 𝑥𝑥𝑠𝑠

�   (7.2)  

which utilizes 𝛽𝛽 = 1 and 𝐾𝐾 = 0. Intuitively, the above approximation 

might still lead to a biased estimate of C/N0 as a linear approximation, 

tanh(𝑥𝑥) ≈ 𝑥𝑥, which does not exactly represent the 𝑡𝑡𝑡𝑡𝑡𝑡ℎ function under 

weak C/N0 conditions. However, this might yield a C/N0 estimator with 

less computational complexity that can be utilized in real-time 

applications.  

iii. Based on the analysis of issues and methods available for joint data/pilot 

carrier frequency tracking provided in this thesis, a method that accounts 

for the gain variation in non-linear frequency discriminators under weak 

C/N0 conditions may aid in obtaining a more robust FLL. 

iv. The adaptive noise bandwidth algorithm proposed in Chapter 3 is derived 

and analyzed for a second-order PLL. This algorithm can be extended to a 

third-order PLL using numerical techniques. In a third-order PLL, the 

error due to dynamics is from jerk rather than phase acceleration, as in the 

case of a second-order PLL (Gardner 2005). This extension might help in 

addressing a larger portion of the navigation community, as third-order 

PLLs are commonly used in many applications. 

v. Identical predetection intervals (𝑇𝑇𝑐𝑐𝑐𝑐ℎ), limited to a data bit period (𝑇𝑇𝑐𝑐𝑐𝑐ℎ  ≤

 20 ms) have been assumed in both the data and pilot channels for 

implementation simplicity. Alternative options using 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  longer than a 

data bit period have been provided by Tran & Hegarty (2002) and Ziedan 
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(2005). In both these options, the tracking loop update is done at the end 

of a longer predetection interval on the pilot channel. During this period, 

the accumulated correlator output corresponding to each data bit period is 

collected on the data channel and, finally, these are combined after 

accounting for the data bit presence through data bit detection algorithms 

or external aiding. Although this methodology may help with weak signal 

tracking, the performance under dynamics may be severely degraded due 

to low update rates. Thus, a joint data/pilot tracking scheme with 

asynchronous updates across data and pilot channels may provide better 

performance under weak signals (with longer 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  on the pilot channel) as 

well as dynamic scenarios (with shorter 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  on the data channel). 

vi. The proposed algorithms were analysed in terms of tracking performance. 

A detailed analysis of joint data/pilot tracking with regard to positioning 

accuracy may be helpful.  

Including the above changes may help in implementing the proposed joint 

data/pilot tracking or C/N0 estimation techniques in commercial receivers.  
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APPENDIX A: DESIGN OF KALMAN FILTER BASED CARRIER AND CODE 
TRACKING 

Provided in this section is a brief overview of an extended Kalman filter (EKF)-

based signal tracking design. Initially, the design procedures are given for tracking either 

the data or the pilot channel independently, similar to the model described by Petovello & 

Lachapelle (2006). The design procedure involves deriving the state space model, process 

noise covariance matrix, observation model, and observation covariance matrix. Finally, 

the changes required for joint data/pilot tracking using KF are described.  

A.1 State Space Model 

The observations for KF-based carrier and code tracking are the early, prompt, 

and late accumulated correlator outputs, given by 

𝑌𝑌𝑘𝑘(𝜖𝜖) = 𝑁𝑁𝑁𝑁 𝑑𝑑𝑘𝑘𝑅𝑅(𝛥𝛥𝛥𝛥 − 𝜖𝜖) 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝛥𝛥𝛥𝛥𝑇𝑇𝑐𝑐𝑐𝑐ℎ) 𝑒𝑒𝑒𝑒𝑒𝑒�𝑗𝑗�𝛿𝛿𝛿𝛿��� (A.1)  

where 𝑁𝑁 is the number of correlator samples coherently accumulated to obtain 𝑌𝑌𝑘𝑘(𝜖𝜖), 𝐴𝐴 is 

the signal amplitude, 𝑑𝑑𝑘𝑘  is the data bit sign in the 𝑘𝑘th coherent integration period (𝑇𝑇𝑐𝑐𝑐𝑐ℎ ), 

𝑅𝑅(τ) is the autocorrelation function of the spreading code used, 𝜖𝜖 is the chip spacing with 

respect to the prompt correlator, Δ𝜏𝜏 is the code phase error, δϕ�  is the average carrier 

phase error, and Δ𝑓𝑓 is the carrier frequency error.  𝑌𝑌𝑘𝑘(0.5), 𝑌𝑌𝑘𝑘(0) and 𝑌𝑌𝑘𝑘(−0.5) 

correspond to the early, prompt, and late channel accumulated correlator outputs with 

half chip spacing between them, respectively. They can be represented in the complex 

form in terms of in-phase (𝐼𝐼) and quadrature components (𝑄𝑄) as  

𝑌𝑌𝑘𝑘(0) =  𝐼𝐼𝐼𝐼𝑘𝑘 + 𝑗𝑗 𝑄𝑄𝑄𝑄𝑘𝑘  

𝑌𝑌𝑘𝑘(0.5) = 𝐼𝐼𝐸𝐸𝑘𝑘 + 𝑗𝑗 𝑄𝑄𝐸𝐸𝑘𝑘  

𝑌𝑌𝑘𝑘(−0.5) = 𝐼𝐼𝐿𝐿𝑘𝑘 + 𝑗𝑗 𝑄𝑄𝐿𝐿𝑘𝑘  

(A.2)  
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where 𝑃𝑃, 𝐸𝐸, and 𝐿𝐿 are used to indicate prompt, early and late channels.  

For carrier and code tracking using a KF, estimates of δϕ�  and Δτ are required. 

The average carrier phase error (δϕ� ) depends on the residual phase error (Δ𝜙𝜙), frequency 

error (Δ𝜔𝜔 = 2𝜋𝜋Δ𝑓𝑓) and frequency drift (𝑎𝑎), as follows: 

𝛿𝛿𝛿𝛿� = 𝛥𝛥𝛥𝛥 +
𝛥𝛥𝛥𝛥𝑇𝑇𝑐𝑐𝑐𝑐ℎ

2
+
𝑎𝑎𝑎𝑎𝑐𝑐𝑐𝑐ℎ2

6
. (A.3)  

 Further, the unknown amplitude (𝐴𝐴) in the observations should also be included as a 

state in order to account for its effect.  The effect of data bits can be removed by using the 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝐼𝐼) operation. Hence, five states need to be estimated for carrier and code tracking 

and are collected in the state vector (𝒙𝒙), defined as  

𝒙𝒙 =

⎣
⎢
⎢
⎢
⎡
𝐴𝐴
𝛥𝛥𝛥𝛥
𝛥𝛥𝛥𝛥
𝛥𝛥𝛥𝛥
𝑎𝑎 ⎦
⎥
⎥
⎥
⎤
. (A.4)  

In the state vector described by Eq. (A.4), 𝐴𝐴 is an unknown constant; hence, 

𝐴̇𝐴 = 0 (A.5)  

and the phase-frequency-frequency drift relationship is given by 

𝛥𝛥𝜙̇𝜙 = 𝛥𝛥𝛥𝛥 + 𝑎𝑎𝑇𝑇𝑐𝑐𝑐𝑐ℎ , 𝛥𝛥𝜔̇𝜔 = 𝑎𝑎, 𝑎̇𝑎 = 0 (A.6)  

for the static case, where the dynamics is due to satellite motion only. The relationship 

between code and carrier Doppler is given by 

𝛥𝛥𝜏̇𝜏 = 𝛽𝛽(𝛥𝛥𝛥𝛥 + 𝑎𝑎𝑎𝑎𝑐𝑐𝑐𝑐ℎ) (A.7)  

where 𝛽𝛽 is a constant scaling factor used to convert the Doppler associated with the 

carrier to that of the code. It is given by 
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𝛽𝛽 =
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

=
1.023 × 106

1227.6 × 106  𝑓𝑓𝑓𝑓𝑓𝑓 𝐺𝐺𝐺𝐺𝐺𝐺 − 𝐿𝐿2𝐶𝐶 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. (A.8)  

The relations described in Eq. (A.5) to (A.8) are used to derive the system dynamics 

matrix (𝐹𝐹), given as 

𝐹𝐹 =

⎣
⎢
⎢
⎢
⎡
0 0 0 0 0
0 0 0 𝛽𝛽 𝛽𝛽𝑇𝑇𝑐𝑐𝑐𝑐ℎ
0 0 0 1 𝑇𝑇𝑐𝑐𝑐𝑐ℎ
0 0 0 0 1
0 0 0 0 0 ⎦

⎥
⎥
⎥
⎤
. (A.9)  

The system dynamics matrix given by 𝐹𝐹 is in the continuous time domain. The equivalent 

discrete time transition matrix, 𝜙𝜙𝑘𝑘(Δ𝑡𝑡), is computed from 𝐹𝐹:  

𝝓𝝓𝒌𝒌(Δ𝑡𝑡 = 𝑇𝑇𝑐𝑐𝑐𝑐ℎ) = 𝑒𝑒𝐹𝐹Δ𝑡𝑡 = 𝑒𝑒𝐹𝐹𝐹𝐹𝑐𝑐𝑐𝑐 ℎ ≈

⎣
⎢
⎢
⎢
⎢
⎢
⎡
1 0 0 0 0

0 1 0 𝛽𝛽𝑇𝑇𝑐𝑐𝑐𝑐ℎ
𝛽𝛽𝑇𝑇𝑐𝑐𝑐𝑐ℎ2

2

0 0 1 𝑇𝑇𝑐𝑐𝑐𝑐ℎ
𝑇𝑇𝑐𝑐𝑐𝑐ℎ2

2
0 0 0 1 𝑇𝑇𝑐𝑐𝑐𝑐ℎ
0 0 0 0 1 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

. (A.10)  

A.2 Process Noise 

 The process noise matrix (𝑄𝑄) is generally given by  

𝑄𝑄 = 𝐸𝐸[𝐺𝐺𝒘𝒘𝒘𝒘𝑇𝑇𝐺𝐺𝑇𝑇] (A.11)  

where 𝒘𝒘 is the random forcing function and 𝐺𝐺 is a matrix which maps the noise 

components (defined in 𝒘𝒘) to corresponding states (𝒙𝒙). The values for 𝒘𝒘, and hence the 

process noise matrix (𝑄𝑄), are initially fixed in the continuous domain using Brown & 

Hwang (1997) and the implementation of KF based tracking available in GSNRxTM 

(Petovello et al 2008), and then transformed to the discrete domain. 𝒘𝒘 is obtained using 

the following four factors: 

i. Amplitude Noise : 𝑤𝑤𝐴𝐴 
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Even though the state model assumes 𝐴𝐴 to be a random constant, a noise 

process of variance 𝜎𝜎𝑤𝑤𝐴𝐴
2  is added in the process noise matrix to account for the 

short-term variations in C/N0 of the received signal and also to maintain the 

numerical stability of the algorithm (value used in this thesis: 𝜎𝜎𝑤𝑤𝐴𝐴
2 = 0.5 𝑑𝑑𝐵𝐵2). 

ii. Code-Carrier Divergence: 𝑤𝑤Δ𝜏𝜏  

In order to account for the difference in the effect of the ionosphere on 

code and carrier phases, a noise process (𝑤𝑤Δ𝜏𝜏) is added for the state Δ𝜏𝜏 (value 

used for 𝜎𝜎𝑤𝑤Δ𝜏𝜏  is 0.04 m/√Hz). 

iii. Clock Noise: 𝑤𝑤Δ𝜙𝜙 ,𝑤𝑤Δ𝜔𝜔   

The clock model from Brown & Hwang (1997) is used to initially fix the 

error variance parameters of the clock phase (𝑤𝑤Δ𝜙𝜙 ) and clock frequency (𝑤𝑤Δ𝜔𝜔 ) 

and then adjust them on a trial-and-error basis to arrive at the final value that fits 

the clock used during the collection of test data. The final values used are 

𝜎𝜎𝑤𝑤𝛥𝛥𝛥𝛥
2 ≈

ℎ0

2
 𝜔𝜔𝐿𝐿2

2 =
8 × 10−24 

2
𝜔𝜔𝐿𝐿2

2   (A.12)  

𝜎𝜎𝑤𝑤𝛥𝛥𝛥𝛥
2 ≈ 2𝜋𝜋2 ℎ−2𝜔𝜔𝐿𝐿2

2 = 2𝜋𝜋2(4 × 10−27)𝜔𝜔𝐿𝐿2
2  (A.13)  

where ℎ0 and ℎ−2 are the power spectral density coefficients (specific to the clock 

used), and 𝜔𝜔𝐿𝐿2 is the carrier frequency of the GPS-L2C signal.  

iv. Line-of-Sight Acceleration Noise (𝑤𝑤𝑎𝑎 ) 

Since a static GNSS receiver is under consideration, a low value for 𝜎𝜎𝑤𝑤𝑎𝑎 is 

used �𝜎𝜎𝑤𝑤𝑎𝑎 = 0.002 𝑚𝑚/(𝑠𝑠2√𝐻𝐻𝐻𝐻)�. 
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These four factors are used to derive the random forcing vector 𝒘𝒘. The process 

noise matrix (𝑄𝑄) in the continuous time domain is computed using 𝒘𝒘 and is given by 

𝑄𝑄 = 𝐸𝐸[𝐺𝐺𝐺𝐺𝐺𝐺𝑇𝑇𝐺𝐺𝑇𝑇]

=

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 𝛽𝛽 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎢
⎡𝜎𝜎𝑤𝑤𝐴𝐴

2 0 0 0 0
0 𝜎𝜎𝑤𝑤𝛥𝛥𝛥𝛥

2 0 0 0
0 0 𝜎𝜎𝑤𝑤𝛥𝛥𝛥𝛥

2 0 0
0 0 0 𝜎𝜎𝑤𝑤𝛥𝛥𝛥𝛥

2 0
0 0 0 0 𝜎𝜎𝑤𝑤𝑎𝑎

2 ⎦
⎥
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 𝛽𝛽 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤
. 

(A.14)  

The process noise matrix (𝑄𝑄𝑘𝑘) in the discrete domain is calculated using the 

transformation (Gelb 1974) 

𝑄𝑄𝑘𝑘 =  � 𝝓𝝓𝒌𝒌(𝜏𝜏)
𝑇𝑇𝑐𝑐𝑐𝑐 ℎ

0
 𝑄𝑄  𝝓𝝓𝒌𝒌

𝑻𝑻(𝜏𝜏)𝑑𝑑𝑑𝑑. (A.15)  

A.3 Observation Model 

The relation between the observations and the states described in Eq. (A.1) can be 

simplified by initially closing the frequency locked loop (Δ𝜔𝜔 approaches zero) and then 

starting the KF-based tracking. This significantly reduces the residual frequency error 

(Δ𝜔𝜔), thus allowing the elimination of the 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 term in Eq. (A.1). Further, 𝑁𝑁 is a known 

constant and Eq. (A.1) can be normalized to remove its effect. Thus, the relationship 

between the states and the observations can be rewritten as 

𝑌𝑌𝑘𝑘(𝜖𝜖) = 𝐴𝐴 𝑅𝑅(𝛥𝛥𝛥𝛥 − 𝜖𝜖) 𝑒𝑒𝑒𝑒𝑒𝑒 �𝑗𝑗 �𝛥𝛥𝛥𝛥 +
𝛥𝛥𝛥𝛥𝑇𝑇𝑐𝑐𝑐𝑐ℎ

2
+
𝑎𝑎𝑇𝑇𝑐𝑐𝑐𝑐ℎ2

6 �� = ℎ(𝒙𝒙𝒌𝒌). (A.16)  

 This observation model has a nonlinear relation to the state vector (𝒙𝒙𝒌𝒌), 

represented in Eq.(A.16) as ℎ(𝑥𝑥𝑘𝑘 ). Linearization of ℎ(𝑥𝑥𝑘𝑘) is done with respect to the 

predicted estimate of the state vector (𝑥𝑥�𝑘𝑘(−) ), at a point in time 𝑘𝑘, before the 
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observations 𝑌𝑌𝑘𝑘(𝜖𝜖) are recorded (hence the negative sign in the brackets). The first-order 

linearized model 𝐻𝐻𝑘𝑘
[1], is given by 

𝐻𝐻𝑘𝑘
[1] = �𝜕𝜕ℎ(𝒙𝒙𝒌𝒌)

𝜕𝜕𝒙𝒙𝒌𝒌
�
𝑥𝑥�𝑘𝑘(−) 

. (A.17)  

The linearized model, Hk
[1], can be computed in terms of the in-phase and quadrature 

components, described in Eq. (A.2), as follows:  

Hk
[1]  =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝜕𝜕

(𝐼𝐼𝑃𝑃𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝐼𝐼𝑃𝑃𝑘𝑘)
𝜕𝜕(Δ𝜏𝜏)

𝜕𝜕(𝐼𝐼𝑃𝑃𝑘𝑘)
𝜕𝜕(Δ𝜙𝜙)

𝜕𝜕(𝐼𝐼𝑃𝑃𝑘𝑘)
𝜕𝜕(Δ𝜔𝜔)

𝜕𝜕(𝐼𝐼𝑃𝑃𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝑄𝑄𝑃𝑃𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝑄𝑄𝑃𝑃𝑘𝑘)
𝜕𝜕(Δ𝜏𝜏)

𝜕𝜕(𝑄𝑄𝑃𝑃𝑘𝑘)
𝜕𝜕(Δ𝜙𝜙)

𝜕𝜕(𝑄𝑄𝑃𝑃𝑘𝑘)
𝜕𝜕(Δ𝜔𝜔)

𝜕𝜕(𝑄𝑄𝑃𝑃𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝐼𝐼𝐸𝐸𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝐼𝐼𝐸𝐸𝑘𝑘)
𝜕𝜕(Δ𝜏𝜏)

𝜕𝜕(𝐼𝐼𝐸𝐸𝑘𝑘)
𝜕𝜕(Δ𝜙𝜙)

𝜕𝜕(𝐼𝐼𝐸𝐸𝑘𝑘)
𝜕𝜕(Δ𝜔𝜔)

𝜕𝜕(𝐼𝐼𝐸𝐸𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝑄𝑄𝐸𝐸𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝑄𝑄𝐸𝐸𝑘𝑘)
𝜕𝜕(Δ𝜏𝜏)

𝜕𝜕(𝑄𝑄𝐸𝐸𝑘𝑘)
𝜕𝜕(Δ𝜙𝜙)

𝜕𝜕(𝑄𝑄𝐸𝐸𝑘𝑘)
𝜕𝜕(Δ𝜔𝜔)

𝜕𝜕(𝑄𝑄𝐸𝐸𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝐼𝐼𝐿𝐿𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝐼𝐼𝐿𝐿𝑘𝑘)
𝜕𝜕(Δ𝜏𝜏)

𝜕𝜕(𝐼𝐼𝐿𝐿𝑘𝑘)
𝜕𝜕(Δ𝜙𝜙)

𝜕𝜕(𝐼𝐼𝐿𝐿𝑘𝑘)
𝜕𝜕(Δ𝜔𝜔)

𝜕𝜕(𝐼𝐼𝐿𝐿𝑘𝑘)
𝜕𝜕𝜕𝜕

 

𝜕𝜕(𝑄𝑄𝐿𝐿𝑘𝑘)
𝜕𝜕𝜕𝜕

𝜕𝜕(𝑄𝑄𝐿𝐿𝑘𝑘)
𝜕𝜕(Δ𝜏𝜏)

𝜕𝜕(𝑄𝑄𝐿𝐿𝑘𝑘)
𝜕𝜕(Δ𝜙𝜙)

𝜕𝜕(𝑄𝑄𝐿𝐿𝑘𝑘)
𝜕𝜕(Δ𝜔𝜔)

𝜕𝜕(𝑄𝑄𝐿𝐿𝑘𝑘)
𝜕𝜕𝜕𝜕 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

𝑥𝑥�𝑘𝑘(−)

. (A.18)  

As is evident from Eq. (A.16) and Eq. (A.18), the observation model involves computing 

the autocorrelation function 𝑅𝑅(𝜏𝜏) as well as its derivatives. A model needs to be 

developed for this function that accounts for the effect of the pre-correlation bandwidth 

and also to avoid discontinuities, thus making it differentiable. In this work, as described 

by Petovello & Lachapelle (2006), the autocorrelation function 𝑅𝑅(𝜏𝜏) is modelled using a 

spline function 𝑅𝑅1(𝜏𝜏), given by 
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𝑅𝑅1(𝜏𝜏) =  

⎩
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎧ 0 𝜏𝜏 ≤  −1 − √2𝜏𝜏𝑟𝑟

𝑟𝑟𝑐𝑐 − �𝑟𝑟𝑐𝑐2 − (𝜏𝜏 − 𝑐𝑐1)2  −1 − √2𝜏𝜏𝑟𝑟 <  𝜏𝜏 ≤  −1 + 𝜏𝜏𝑟𝑟
1 + 𝜏𝜏 −1 + 𝜏𝜏𝑟𝑟 < 𝜏𝜏 ≤  −𝜏𝜏𝑟𝑟

1 − 2𝜏𝜏𝑟𝑟 + ���√2𝜏𝜏𝑟𝑟�
2
− 𝜏𝜏2� −𝜏𝜏𝑟𝑟 < 𝜏𝜏 ≤ 𝜏𝜏𝑟𝑟

1 − 𝜏𝜏 𝜏𝜏𝑟𝑟 < 𝜏𝜏 ≤ 1 − 𝜏𝜏𝑟𝑟

𝑟𝑟𝑐𝑐 − �𝑟𝑟𝑐𝑐2 − (𝜏𝜏 − 𝑐𝑐2)2 1 − 𝜏𝜏𝑟𝑟 < 𝜏𝜏 ≤ 1 + √2𝜏𝜏𝑟𝑟

0 𝜏𝜏 > 1 + √2𝜏𝜏𝑟𝑟

� (A.19)  

where the triangular autocorrelation function is smoothed in the intervals �−1 − √2𝜏𝜏𝑟𝑟 <

 𝜏𝜏 ≤  −1 + 𝜏𝜏𝑟𝑟�, (−𝜏𝜏𝑟𝑟 < 𝜏𝜏 ≤ 𝜏𝜏𝑟𝑟), and �1 − 𝜏𝜏𝑟𝑟 < 𝜏𝜏 ≤ 1 + √2𝜏𝜏𝑟𝑟�. 𝜏𝜏𝑟𝑟  is a control 

parameter effecting the extent of smoothing defined in units of chips and chosen to be 

less than 0.05 chips. 𝑟𝑟𝑐𝑐 = �2 + √2�𝜏𝜏𝑟𝑟 , 𝑐𝑐1 = −1 − √2 𝜏𝜏𝑟𝑟 , and 𝑐𝑐2 = 1 + √2𝜏𝜏𝑟𝑟  are the 

other parameters used.  

A.4 Observation Noise 

The observation vector (𝑍𝑍) is given by 

𝑍𝑍 =  [𝐼𝐼𝑃𝑃𝑘𝑘   𝑄𝑄𝑃𝑃𝑘𝑘   𝐼𝐼𝐸𝐸𝑘𝑘   𝑄𝑄𝐸𝐸𝑘𝑘   𝐼𝐼𝐿𝐿𝑘𝑘   𝑄𝑄𝐿𝐿𝑘𝑘]𝑇𝑇 . (A.20)  

The observation covariance matrix is derived based on the following facts: 

i. The noise corrupting the early, prompt, and late observations is considered 

to be zero mean white Gaussian noise, with variance (σI/Q
2 ) given by 

σI/Q
2 =

𝐴𝐴2

4 � 𝐶𝐶𝑁𝑁0
�
𝑟𝑟
𝑇𝑇𝑐𝑐𝑐𝑐ℎ

 (A.21)  

where � 𝐶𝐶
𝑁𝑁0
�
𝑟𝑟
 is C/N0 expressed as a ratio. 
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ii. The in-phase and quadrature components of the observations are 

uncorrelated: 𝐸𝐸[𝐼𝐼𝐸𝐸𝑘𝑘𝑄𝑄𝐸𝐸𝑘𝑘] = 𝐸𝐸[𝐼𝐼𝑃𝑃𝑘𝑘  𝑄𝑄𝑃𝑃𝑘𝑘] = 𝐸𝐸[𝐼𝐼𝐿𝐿𝑘𝑘𝑄𝑄𝐿𝐿𝑘𝑘] = 𝐸𝐸[𝐼𝐼𝐸𝐸𝑘𝑘𝑄𝑄𝑃𝑃𝑘𝑘] = 0 

etc. 

iii. Similarly, the correlation coefficient (𝜌𝜌) of in-phase and quadrature 

components of the prompt channel with that of early or late channel is 

given by their chip spacing (𝜖𝜖) with respect to the prompt channel, i.e. 

𝜌𝜌𝐼𝐼𝑃𝑃𝑘𝑘  𝐼𝐼𝐸𝐸𝑘𝑘 = 𝜌𝜌𝐼𝐼𝑃𝑃𝑘𝑘 ,𝐼𝐼𝐿𝐿𝑘𝑘 = 𝜌𝜌𝑄𝑄𝑃𝑃𝑘𝑘 ,𝑄𝑄𝐸𝐸𝑘𝑘 = 𝜌𝜌𝑄𝑄𝑃𝑃𝑘𝑘 ,𝑄𝑄𝐿𝐿𝑘𝑘 = (1 − |𝜖𝜖|). 

iv. The correlation coefficient between the early and late channel 

observations is given by 𝜌𝜌𝐼𝐼𝐸𝐸𝑘𝑘𝐼𝐼𝐿𝐿𝑘𝑘 = 𝜌𝜌𝑄𝑄𝐸𝐸𝑘𝑘𝑄𝑄𝐿𝐿𝑘𝑘 = 1 − 2|𝜖𝜖|. 

Hence, the observation noise covariance matrix (𝑅𝑅) is 

𝑅𝑅

=  𝜎𝜎𝐼𝐼/𝑄𝑄2

⎣
⎢
⎢
⎢
⎢
⎡ 1 0 (1 − |𝜖𝜖|) 0 (1 − |𝜖𝜖|) 0

0 1 0 (1 − |𝜖𝜖|) 0 (1 − |𝜖𝜖|)
(1 − |𝜖𝜖|) 0 1 0 (1 − 2|𝜖𝜖|) 0

0 (1 − |𝜖𝜖|) 0 1 0 (1 − 2|𝜖𝜖|)
(1 − |𝜖𝜖|) 0 (1 − 2|𝜖𝜖|) 0 1 0

0 (1 − |𝜖𝜖|) 0 (1 − 2|𝜖𝜖|) 0 1

   

⎦
⎥
⎥
⎥
⎥
⎤

. 
(A.22)  

The derived 𝝓𝝓𝒌𝒌, 𝑄𝑄𝑘𝑘 , 𝐻𝐻 and 𝑅𝑅 matrices are then used in the standard extended 

Kalman filter equations, and the output phase and frequency estimates are fed to the 

numerically-controlled oscillator in the tracking module. 

A.5 Necessary Changes for Joint Data/Pilot Tracking 

The state vector (𝒙𝒙𝒌𝒌) and the process noise matrix (𝑄𝑄𝑘𝑘), derived in section A.1 

and A.2 remain unchanged during joint data/pilot tracking. The observation vector (𝑍𝑍𝑑𝑑𝑑𝑑 ) 

is updated to include both data and pilot channel observations, as such: 
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𝑍𝑍𝑑𝑑𝑑𝑑 = �𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑇𝑇   𝑍𝑍𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑇𝑇  �
𝑇𝑇

 (A.23)  

where 𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  and 𝑍𝑍𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  are the observation vectors from the data and pilot channels 

respectively, as described in Eq. (A.20). The joint data/pilot observation covariance 

matrix (𝑅𝑅𝑑𝑑𝑑𝑑 ) accounts for the fact that data and pilot channel accumulated correlator 

outputs are statistically independent, and thus corrupted by independent-and-identical 

noise components (equal variance, zero mean etc.). Hence, 𝑅𝑅𝑑𝑑𝑑𝑑  for the joint data/pilot 

case is given as 

Rdp = �
Rdata   0 

 0  Rpilot
� (A.24)  

where 𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑅𝑅𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑅𝑅, which is defined in Eq. (A.22). 

Thus, all 12 observations (or six complex observations) are used to estimate the 

states required for carrier and code tracking. The C/N0 estimates used for determining 

𝜎𝜎𝐼𝐼/𝑄𝑄2  are obtained from the joint data/pilot ML C/N0 estimator (with iteration) described 

in Chapter 3. 

  



176 

 

APPENDIX B: IDENTITIES USED IN THE DERIVATION OF CRLB FOR C/N0 
ESTIMATION 

B.1 Identity 1 

If the pdf, 𝑝𝑝(𝑦𝑦𝑚𝑚 ;𝜽𝜽), of a random variable 𝑦𝑦𝑚𝑚  is distributed as 

𝑝𝑝(𝑦𝑦𝑚𝑚 ;𝜽𝜽) =
1

�2𝜋𝜋𝜋𝜋𝜎𝜎𝑛𝑛2
exp �−

1
2𝐾𝐾𝜎𝜎𝑛𝑛2

[𝑦𝑦𝑚𝑚2 + 𝐾𝐾2𝐴𝐴2]� cosh �
𝑦𝑦𝑚𝑚𝐴𝐴
𝜎𝜎𝑛𝑛2

� (B.1)  

where 𝐾𝐾 is a positive integer (𝐾𝐾 > 1), and 𝐴𝐴 and 𝜎𝜎𝑛𝑛2 are positive real quantities, and 𝜽𝜽 is 

the vector of unknown parameters, [𝐴𝐴  𝜎𝜎𝑛𝑛2]𝑇𝑇, then  

𝐸𝐸 �
𝑦𝑦𝑚𝑚2

cosh2 � 𝐴𝐴𝜎𝜎𝑛𝑛2
𝑦𝑦𝑚𝑚�

� = 𝜎𝜎𝑛𝑛2ℎ(𝛼𝛼,𝐾𝐾). (B.2)  

Proof:  

The expectation is taken with respect to 𝑝𝑝(𝑦𝑦𝑚𝑚 ;𝜽𝜽). Evaluating the left hand side of Eq. 

(B.2) leads to 

𝐸𝐸 �
𝑦𝑦𝑚𝑚2

𝑐𝑐𝑐𝑐𝑐𝑐ℎ2 � 𝐴𝐴𝜎𝜎𝑛𝑛2
 𝑦𝑦𝑚𝑚�

� =
𝜎𝜎𝑛𝑛2 exp(−𝐾𝐾𝐾𝐾)

√2𝜋𝜋𝜋𝜋
� �

𝑦𝑦𝑚𝑚
𝜎𝜎𝑛𝑛
�

2 exp �− 1
2𝐾𝐾 �

𝑦𝑦𝑚𝑚
𝜎𝜎𝑛𝑛
�

2
�

cosh � 𝐴𝐴𝜎𝜎𝑛𝑛
𝑦𝑦𝑚𝑚
𝜎𝜎𝑛𝑛
�

𝑑𝑑𝑦𝑦𝑚𝑚
𝜎𝜎𝑛𝑛

+∞

−∞
 (B.3)  

and substituting 𝑢𝑢 = 𝑦𝑦𝑚𝑚
𝜎𝜎𝑛𝑛

,𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑦𝑦𝑚𝑚
𝜎𝜎𝑛𝑛

, Eq. (B.3) is simplified as follows:  

𝐸𝐸 �
𝑦𝑦𝑚𝑚2

𝑐𝑐𝑐𝑐𝑐𝑐ℎ2 � 𝐴𝐴𝜎𝜎𝑛𝑛2
 𝑦𝑦𝑚𝑚�

� = 𝜎𝜎𝑛𝑛2
exp(−𝐾𝐾𝐾𝐾)
√2𝜋𝜋𝜋𝜋

 �
𝑢𝑢2 exp �− 𝑢𝑢2

2𝐾𝐾�

cosh�𝑢𝑢√2𝛼𝛼�
 𝑑𝑑𝑑𝑑

+∞

−∞
. (B.4)  

Define: ℎ(𝛼𝛼,𝐾𝐾) as (as given in Chapter 3) 

ℎ(𝛼𝛼,𝐾𝐾) =
exp(−𝐾𝐾𝐾𝐾)
√2𝜋𝜋𝜋𝜋

 �
𝑢𝑢2 exp �− 𝑢𝑢2

2𝐾𝐾�

cosh�𝑢𝑢√2𝛼𝛼�

+∞

−∞
 𝑑𝑑𝑑𝑑. (B.5)  

Substituting Eq.(B.5) in Eq.(B.4) proves the identity. 
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B.2 Identity 2 

If a random variable 𝑟𝑟 is distributed as 𝑝𝑝(𝑟𝑟;𝜽𝜽), given by 

p(r;𝛉𝛉) =
exp �− r2

2σn
2� exp �− A2

2σn
2�

�2πσn
2

cosh �
rA
σn

2� (B.6)  

then 

𝐸𝐸 �𝑟𝑟 tanh �
𝑟𝑟𝑟𝑟
𝜎𝜎𝑛𝑛2
�� =  𝐴𝐴. (B.7)  

Proof:  

The left hand side of the identity is evaluated to prove the equality as follows: 

𝐸𝐸 �𝑟𝑟 tanh �
𝑟𝑟𝑟𝑟
𝜎𝜎𝑛𝑛2
��

=  
1

�2𝜋𝜋𝜎𝜎𝑛𝑛2
exp�−

A2

2σn
2�� 𝑟𝑟 tanh�

𝑟𝑟𝑟𝑟
𝜎𝜎𝑛𝑛2
� exp�−

𝑟𝑟2

2𝜎𝜎𝑛𝑛2
� cosh�

𝑟𝑟𝑟𝑟
𝜎𝜎𝑛𝑛2
�  𝑑𝑑𝑑𝑑

+∞

−∞

=
1

�2𝜋𝜋𝜎𝜎𝑛𝑛2
exp�−

A2

2σn
2�� 𝑟𝑟 sinh�

𝑟𝑟𝑟𝑟
𝜎𝜎𝑛𝑛2
� exp�−

𝑟𝑟2

2𝜎𝜎𝑛𝑛2
�  𝑑𝑑𝑑𝑑

+∞

−∞

=
1
2

 
1

�2𝜋𝜋𝜎𝜎𝑛𝑛2
exp�−

A2

2σn
2�  � 𝑟𝑟 �exp�

𝑟𝑟𝑟𝑟
𝜎𝜎𝑛𝑛2
� − exp�−

𝑟𝑟𝑟𝑟
𝜎𝜎𝑛𝑛2
�� exp�−

𝑟𝑟2

2𝜎𝜎𝑛𝑛2
�

+∞

−∞
 𝑑𝑑𝑑𝑑

=
1
2

 
1

�2𝜋𝜋𝜎𝜎𝑛𝑛2
 � �𝑟𝑟 exp�

1
2𝜎𝜎𝑛𝑛2

[𝑟𝑟 − 𝐴𝐴]2� −  𝑟𝑟 exp�
1

2𝜎𝜎𝑛𝑛2
[𝑟𝑟 + 𝐴𝐴]2��  𝑑𝑑𝑑𝑑

+∞

−∞

=
1
2

 �𝐸𝐸 �𝑟𝑟; �+𝐴𝐴𝜎𝜎𝑛𝑛2
�� − 𝐸𝐸 �𝑟𝑟; �−𝐴𝐴𝜎𝜎𝑛𝑛2

��� =
1
2
�𝐴𝐴 − (−𝐴𝐴)� = 𝐴𝐴. 

(B.8)  
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APPENDIX C: CRLB FOR PHASE ESTIMATION IN AWGN CHANNEL 

This appendix provides the derivation of the Cramer-Rao lower bound (CRLB) 

for phase estimation using a prompt channel accumulated correlator output corrupted by 

additive white Gaussian noise (AWGN). The signal model for the accumulated correlator 

output (𝑥𝑥) is assumed to be 

𝑥𝑥 = 𝐴𝐴 exp(𝑗𝑗Δϕ) +  𝑛𝑛𝐼𝐼 +  𝑗𝑗𝑛𝑛𝑄𝑄 = 𝑥𝑥𝑖𝑖 + 𝑗𝑗𝑥𝑥𝑞𝑞 (C.1)  

where 𝐴𝐴 is the signal amplitude, Δ𝜙𝜙 is the phase error, and 𝑛𝑛 = 𝑛𝑛𝐼𝐼 + 𝑗𝑗𝑛𝑛𝑄𝑄  is the complex 

noise sample corrupting the observation. The pdf of 𝑛𝑛 follows 𝒩𝒩(0,𝜎𝜎𝑛𝑛2), hence 𝑛𝑛𝐼𝐼 and 𝑛𝑛𝑄𝑄  

are identical and independently distributed as 𝒩𝒩�0, 𝜎𝜎𝑛𝑛
2

2
�. 𝑥𝑥𝑖𝑖  and 𝑥𝑥𝑞𝑞  are the real and 

imaginary parts of the observation 𝑥𝑥, respectively. The noise variance (𝜎𝜎𝑛𝑛2) and signal 

power (𝐴𝐴2) are related to the carrier-to-noise density (C/N0) as (Kaplan 2006)  

𝐴𝐴2

𝜎𝜎𝑛𝑛2
= �

𝐶𝐶
𝑁𝑁0
�
𝑟𝑟
𝑇𝑇𝑐𝑐𝑐𝑐ℎ  (C.2)  

where (𝐶𝐶/𝑁𝑁0)𝑟𝑟  is the C/N0 expressed as a ratio and 𝑇𝑇𝑐𝑐𝑐𝑐ℎ  is the predetection interval.  

The unknown parameters in 𝑥𝑥 are given by 𝜽𝜽 as 

𝜽𝜽 = [𝐴𝐴  𝜎𝜎𝑛𝑛2  𝛥𝛥𝛥𝛥]𝑇𝑇 . (C.3)  

The pdf �𝑝𝑝(𝑥𝑥;𝜽𝜽)� of the observation (𝑥𝑥) can be given as 

𝑝𝑝(𝑥𝑥;𝜽𝜽) =
1
𝜋𝜋𝜎𝜎𝑛𝑛2

𝑒𝑒𝑒𝑒𝑒𝑒 �−
1
𝜎𝜎𝑛𝑛2

�[𝑥𝑥𝑖𝑖 − 𝐴𝐴 cos𝛥𝛥𝛥𝛥]  + �𝑥𝑥𝑞𝑞 − 𝐴𝐴 sinΔ𝜙𝜙 � ��. (C.4)  

Defining 𝑃𝑃 ≡ ln(𝑝𝑝(𝑥𝑥;𝜽𝜽)), 𝑃𝑃 can be written as 

𝑃𝑃 =  − 𝑙𝑙𝑙𝑙 𝜋𝜋𝜎𝜎𝑛𝑛2 −
1
𝜎𝜎𝑛𝑛2

�𝑥𝑥𝑖𝑖2 + 𝑥𝑥𝑞𝑞2� −
𝐴𝐴2

𝜎𝜎𝑛𝑛2
+

2𝐴𝐴
𝜎𝜎𝑛𝑛2

�𝑥𝑥𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐 𝛥𝛥𝛥𝛥 +  𝑥𝑥𝑞𝑞 𝑠𝑠𝑠𝑠𝑠𝑠 𝛥𝛥𝛥𝛥�. (C.5)  

The elements of Fisher information matrix �𝐼𝐼(𝜽𝜽)� are obtained from 𝑃𝑃 as  
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∂P
∂A =  −

2A
σn

2 +
2
𝜎𝜎𝑛𝑛2

�𝑥𝑥𝑖𝑖 cosΔ𝜙𝜙 + 𝑥𝑥𝑞𝑞 sinΔ𝜙𝜙� 

𝜕𝜕2𝑃𝑃
𝜕𝜕𝐴𝐴2 = −

2
𝜎𝜎𝑛𝑛2

 

[𝐼𝐼(𝜽𝜽)]11 = −𝐸𝐸 �
𝜕𝜕2𝑃𝑃
𝜕𝜕𝐴𝐴2� =

2
𝜎𝜎𝑛𝑛2

 (C.6)  

𝜕𝜕𝜕𝜕
𝜕𝜕𝜎𝜎𝑛𝑛2

= −
1
𝜎𝜎𝑛𝑛2

+
1
𝜎𝜎𝑛𝑛4

�𝑥𝑥𝑖𝑖2 + 𝑥𝑥𝑞𝑞2� +
𝐴𝐴2

𝜎𝜎𝑛𝑛4
−

2𝐴𝐴
𝜎𝜎𝑛𝑛4

�𝑥𝑥𝑖𝑖 cosΔ𝜙𝜙 + 𝑥𝑥𝑞𝑞 sinΔ𝜙𝜙� 

𝜕𝜕2𝑃𝑃
𝜕𝜕𝜎𝜎𝑛𝑛4

=
1
𝜎𝜎𝑛𝑛4

−
2
𝜎𝜎𝑛𝑛6

�𝑥𝑥𝑖𝑖2 + 𝑥𝑥𝑞𝑞2� −
2𝐴𝐴2

𝜎𝜎𝑛𝑛6
+

4𝐴𝐴
𝜎𝜎𝑛𝑛6

�𝑥𝑥𝑖𝑖 cosΔ𝜙𝜙 + 𝑥𝑥𝑞𝑞 sinΔ𝜙𝜙� 

−𝐸𝐸 �
𝜕𝜕2𝑃𝑃
𝜕𝜕𝜎𝜎𝑛𝑛4

� = −
1
𝜎𝜎𝑛𝑛4

+
2
𝜎𝜎𝑛𝑛6

𝐸𝐸�𝑥𝑥𝑖𝑖2 + 𝑥𝑥𝑞𝑞2� +
2𝐴𝐴2

𝜎𝜎𝑛𝑛6
−

4𝐴𝐴
𝜎𝜎𝑛𝑛6

�𝐸𝐸(𝑥𝑥𝑖𝑖) cosΔ𝜙𝜙 +  𝐸𝐸�𝑥𝑥𝑞𝑞� sinΔ𝜙𝜙� 

= −
1
𝜎𝜎𝑛𝑛4

+
2
𝜎𝜎𝑛𝑛6

�𝐴𝐴2 cos2 Δ𝜙𝜙 +
𝜎𝜎𝑛𝑛2

2
+ 𝐴𝐴2 sin2 Δ𝜙𝜙 +

𝜎𝜎𝑛𝑛2

2
� +

2𝐴𝐴2

𝜎𝜎𝑛𝑛6

−
4𝐴𝐴
𝜎𝜎𝑛𝑛6

(𝐴𝐴𝐴𝐴𝐴𝐴𝑠𝑠2Δ𝜙𝜙 + 𝐴𝐴𝐴𝐴𝐴𝐴𝑛𝑛2Δ𝜙𝜙) 

[𝐼𝐼(𝜽𝜽)]22 = −𝐸𝐸 �
𝜕𝜕2𝑃𝑃
𝜕𝜕𝜎𝜎𝑛𝑛4

� =
1
𝜎𝜎𝑛𝑛4

 (C.7)  

𝜕𝜕𝜕𝜕
𝜕𝜕Δ𝜙𝜙

=
2𝐴𝐴
𝜎𝜎𝑛𝑛2

�−𝑥𝑥𝑖𝑖 sinΔ𝜙𝜙 + 𝑥𝑥𝑞𝑞 cosΔ𝜙𝜙� 

𝜕𝜕2𝑃𝑃
𝜕𝜕(Δ𝜙𝜙)2 =

2𝐴𝐴
𝜎𝜎𝑛𝑛2

�−𝑥𝑥𝑖𝑖 cosΔ𝜙𝜙 − 𝑥𝑥𝑞𝑞 sinΔ𝜙𝜙� 

[𝐼𝐼(𝜽𝜽)]33 = −𝐸𝐸 �
𝜕𝜕2𝑃𝑃

𝜕𝜕(Δ𝜙𝜙)2� =
2𝐴𝐴2

𝜎𝜎𝑛𝑛2
 (C.8)  

𝜕𝜕2𝑃𝑃
𝜕𝜕𝜎𝜎𝑛𝑛2𝜕𝜕𝜕𝜕

= +
2𝐴𝐴
𝜎𝜎𝑛𝑛4

−
2
𝜎𝜎𝑛𝑛4

�𝑥𝑥𝑖𝑖 cosΔ𝜙𝜙 +  𝑥𝑥𝑞𝑞 sinΔ𝜙𝜙� 

[𝐼𝐼(𝜽𝜽)]12 = −𝐸𝐸 �
𝜕𝜕2𝑃𝑃
𝜕𝜕𝜎𝜎𝑛𝑛2𝜕𝜕𝜕𝜕

� = 0 (C.9)  
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𝜕𝜕2𝑃𝑃
𝜕𝜕Δ𝜙𝜙𝜙𝜙𝜙𝜙

=
2
𝜎𝜎𝑛𝑛2

�−𝑥𝑥𝑖𝑖 sinΔ𝜙𝜙 + 𝑥𝑥𝑞𝑞 cosΔ𝜙𝜙� 

[𝐼𝐼(𝜽𝜽)]13 = −𝐸𝐸 �
𝜕𝜕2𝑃𝑃
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

� = 0 (C.10)  

𝜕𝜕2𝑃𝑃
𝜕𝜕Δ𝜙𝜙𝜙𝜙𝜎𝜎𝑛𝑛2

= −
2𝐴𝐴
𝜎𝜎𝑛𝑛4

�−𝑥𝑥𝑖𝑖 sinΔ𝜙𝜙 + 𝑥𝑥𝑞𝑞 cosΔ𝜙𝜙� 

[𝐼𝐼(𝜽𝜽)]23 = −𝐸𝐸 �
𝜕𝜕2𝑃𝑃

𝜕𝜕𝜙𝜙𝑟𝑟𝜕𝜕𝜎𝜎𝑛𝑛2
� = 0 (C.11)  

Thus, the Fisher information matrix is given as 

I(𝛉𝛉) =

⎣
⎢
⎢
⎢
⎢
⎢
⎡

2
𝜎𝜎𝑛𝑛2

0 0 

 0 
1
𝜎𝜎𝑛𝑛4

  0 

 0  0 
2𝐴𝐴2

𝜎𝜎𝑛𝑛2 ⎦
⎥
⎥
⎥
⎥
⎥
⎤

. (C.12)  

Hence, the CRLB for estimate of phase error (Δ𝜙𝜙) from a given sample 𝑥𝑥 is given by 

𝑣𝑣𝑣𝑣𝑣𝑣�Δ𝜙𝜙�� ≥
𝜎𝜎𝑛𝑛2

2𝐴𝐴2 =
1

2(𝐶𝐶/𝑁𝑁0)𝑟𝑟𝑇𝑇𝑐𝑐𝑐𝑐ℎ
. (C.13)  
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