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Abstract 

Acquiring and tracking signals such as legacy GPS L1 C/A can prove challenging under 

adverse conditions. Increasing the processing gain by 20 dB usually requires long 

coherent integrations which remain limited by the 50 Hz data bits transmitted. 

Fortunately, the GPS has been modernized with the addition of a civil signal, namely 

L2C, on the L2 frequency band. 

In this research, new acquisition methods making use of both the L1 C/A and L2C signals 

in a combined manner are developed and tested. Several different methods are 

investigated through their probabilities of detection and false alarm. The three best-

performing methods are then described theoretically. The first method implies a non-

coherent summation of L1 and L2 correlator outputs. The second method implements an 

independent differential summation of L1/L2 correlator outputs and the third method 

represents a non-coherent plus dependent differential summation. While each method is 

shown to increase the detection performance compared to a standard GPS receiver, the 

non-coherent plus dependent differential summation method outperforms all the others. 

Next a Kalman filter based tracking method combining the L1 C/A and L2C signal 

energy is presented. One of the main difficulties when combining these signals arises due 

to inter-frequency biases (ionospheric delay, satellite and receiver instrumental biases) 

which cannot be neglected. In order to solve this problem, the output of the code and 

phase discriminators are combined through a Kalman filter estimating the relative delay 
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between L1 and L2, the L2 code and phase errors, the L2 frequency error and the L2 

phase acceleration error. Results are shown in terms of sensitivity compared to standard 

single frequency tracking. It is also shown that estimates of the vertical Total Electron 

Content (TEC) can be derived from the Kalman filter outputs and that they match the 

TEC value provided by the International GNSS Service (IGS). 
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Chapter One: Introduction 

Positioning and navigation face an ever-increasing need for accuracy and reliability. 

Global Navigation Satellite Systems (GNSS) provide their users with a useful means to 

obtain precise position, velocity and time through the transmitted signals. In order to 

make up for the strong market that is the navigation field (pedestrian navigation, indoor 

applications, geomatics and other civil and military applications), several countries have 

started to develop or modernize their own systems. For instance, the European Union is 

currently developing Galileo which will transmit on four different frequencies and China 

is designing Compass which will include three geostationary satellites (Dong et al 2007). 

On the other hand, the Global Positioning System, which is already in place and transmits 

on two frequencies for civil applications (L1 and L2), is one of the most accurate and 

reliable positioning systems currently operational (e.g. Cannon 2005) and is being 

modernized through the addition of a third frequency band (L5) for aviation and new 

civilian signals on L1 and L2. The civil signal present on the L1 frequency band namely 

L1 C/A standing for Coarse Acquisition has been transmitted since the beginning of the 

system. The signal present on the L2 frequency band namely L2C was first transmitted in 

2005. However, acquiring and tracking GPS signals has proven to be extremely difficult 

in harsh environments such as indoors or urban canyons, which represents a major market 

for novel applications such as pedestrian navigation and safety of life (USA Federal 

Communications Commission Enhanced-911 mandate). To this end, extensive research 

has been orientated toward this specific field of activity in order to improve the achieved 
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performance. Due to the recent availability of L2C and the fact that very little research 

has targeted the possibility of inter-frequency combination of L1 C/A and L2C for weak 

signal acquisition and tracking, this subject is a strong source of interest. The potential 

improvement due to the presense of two civil signals in terms of acquisition and tracking 

is the subject of this thesis. 

1.1 Background and Motivation 

The Global Positioning System (GPS) is currently the only fully operational GNSS 

available. Officially named NAVSTAR GPS, the system is operated by the United States 

Department of Defense and reached full operational capability on July 17, 1995. Using a 

constellation of at least 24 satellites, it allows a user anywhere on the Earth to obtain 

precise time, position, and velocity 24 hours a day regardless of weather conditions. GPS 

receivers are able to obtain the aforementioned information by calculating the distance to 

at least four satellites and solving for the three spatial unknowns and the receiver time 

offset. User velocity is obtained from Doppler frequency or carrier phase observations 

(Kaplan et al 2006). The achieved accuracy varies from several metres to several 

centimetres depending on the positioning method utilized (e.g. Lachapelle 2006). In order 

to achieve high precision, the receiver has to use carrier phase observables. This causes 

an ambiguity problem created by the fact that the GPS receiver is only able to access the 

residual phase information. That is to say, the integer number of cycles separating the 

receiver from the satellite remains unknown. Therefore, centimetre level accuracy can not 

be achieved without solving for the ambiguities (Lachapelle 2006). Moreover, GPS 

signals are present on L1 and L2 at 1575.42 Mhz and 1227.6 MHz. However, until 
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recently, the only signal present on L2 was the so-called L2P signal (P standing for 

precision code). To prevent spoofing, the P-code is encrypted by the United States 

Department of Defence using the so-called Y code (Wiederholt & Kaplan 2006). As a 

result, the L2P signal is not available for authorized use by civilian users. This severely 

affects rapid carrier phase ambiguity resolution needed for survey, carrier phase 

differential or kinematic users because these applications often require the difference 

between the L1 and L2 phase measurements, resulting in a wavelength 4.5 times larger 

than L1 only (so-called widelane technique). This has been a strong area of research for 

the past 30 years (MacDoran 1985, Keegan 1990, Woo 1999). As one does not have 

access to the Y code, semi-codeless or codeless techniques are used to reconstruct the L2 

carrier phase. Common techniques are squaring, cross-correlation, P-code aided L2 and 

Z-tracking (Woo 1999). As the Y code is unknown and the various squaring and cross-

correlation techniques result in signal power loss with respect to increased noise, these 

techniques, despite their added complexity, perform poorly compared to an ideal phase 

lock loop. 

Even if the algorithms used to solve for the ambiguities do provide fairly good 

performance, the main drawback of carrier phase positioning remains the inability to 

maintain phase lock under harsh conditions or even acquire and track the signal in weak 

signal environments. Since position can only be achieved if four satellites are tracked at 

the same time, weak signals have become a major concern for the navigation community. 

To place things in context, the minimum received power guaranteed by the Interface 

Control Document (ICD) is -158.5 dBW, or 1.4x10
-16 

W, for L1 C/A. This does not 
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include any external source of attenuation. Therefore, acquiring or tracking the L1 C/A 

signals has proven to be very challenging indoors and in urban canyon environments. To 

this end extensive research has been conducted to improve the performance obtained 

from acquisition and tracking techniques. Common techniques include the use of High 

Sensitivity GPS (HS GPS) receivers relying on data bit estimation and Assisted-GPS 

receivers making use of external information to perform data wipe-off techniques. 

However, the availability and the reliability of assistance data or data bit estimation 

techniques still remains a problem. 

The GPS system itself is currently in a modernization phase. Actually, one could even 

claim that this modernization started much earlier than it is commonly thought through 

the development of augmentation systems supporting the GPS L1 signal (GPS I). These 

external systems were designed to provide additional information in order to increase 

availability, reliability and accuracy through the transmission of corrections parameters. 

These systems can be separated into two main categories: Satellite-Based Augmentation 

Systems (SBAS) and Ground-Based Augmentation Systems (GBAS). The first one 

remains much more widely known by the civilian community than the second one. The 

ability of a receiver to obtain corrections from the US WAAS system (Wide Area 

Augmentation System) or the European EGNOS system (European Geostationary 

Navigational Overlay Service) is one of the most common specifications of today’s 

civilian GPS receivers. However, even though these complementary systems are 

especially attractive in terms of positioning and navigation, they still remain restricted by 

the technical limitations inherent to the common GPS L1 C/A signal: the inability of the 
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receiver to acquire and track the signals indoors or in urban environments. Note that these 

limiting factors include attenuation, obstructions and multipath. Whereas attenuation and 

obstructions can hardly be mitigated, numerous studies were directed toward multipath 

detection and suppression (Ries et al 2003, Nunes et al 2005, Braasch 1997, Pany et al 

2005). 

Due to these specific limitations and the recent growth of the civilian market regarding 

positioning and navigation applications (one would only have to cite precision farming, 

pedestrian navigation, and car navigation as examples), the GPS system has recently 

experienced and is still under modernization. Indeed, the so-called GPS II and GPS III 

developments were already investigated by the US Department of Defense during the 

1990’s (Crews 2008). GPS II improves signal availability and reliability through the 

addition of two new signals L2C (BPSK modulation) and L5 (QPSK modulation) 

respectively transmitted at 1227.6 MHz and 1176.45 MHz. Finally, Block III GPS 

modernized satellites currently scheduled for 2013 should add a new L1 civil signal 

named L1C. Broadcast at 1575.42 MHz at 1.5 dB higher than L1 C/A, L1C will be 

composed of a data channel and a pilot channel. Whereas it has the same chipping rate as 

L1 C/A, L1C is formed through a completely different type of code called Binary Offset 

Carrier modulation BOC(1,1) (Avellone et al 2007, Gerein et al 2004, Betz 2002) for the 

data channel and time-multiplexed BOC(1,1) and BOC(6,1) for the pilot channel. L1C 

having a different frequency than L2 or L5, it will further assist in ionospheric effect 

estimation through multi-frequency combination (Skone 2007).  
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As of today, the GPS II L2C signal is great interest (for civilian applications) as it is the 

major new signal currently available. Moreover with the launch of the Block IIR-M 

satellites carrying the L2C signal, a considerable effort directed to overcome the legacy 

GPS L1 C/A signal’s limitations has been done (Fontana et al 2001). In particular, the 

new L2C signal has brought the following points of interest to the scientific community: 

• Being designed to overcome the limitations experienced by the legacy L1 C/A, it 

features better cross-correlation properties, up to 44 dB protection (Fontana et al 

2001). 

• The presence of the CL code (standing for long ranging code) which is a pilot 

channel (dataless signal) allows for longer coherent integration as no sign flips 

due to data bits are experienced by a receiver using the pilot channel. Such a 

novelty is especially important in term of receiver sensitivity and improves 

acquisition and tracking in attenuated environments such as indoors (Mongrédien 

2008). 

• The presence of the new civilian signal on L2 allows for better correction of the 

ionospheric effect thanks to dual-frequency correction methods (Skone 2007). 

• The data channel ranging code period (CM code, CM standing for moderate 

ranging code) is the same as a data bit period. The need for data bit 

synchronization is removed. This last point is especially important given that L1 

C/A signal and L2C signal have their data bits synchronized. As such, a dual 

frequency receiver does not need to perform data bit synchronization on L1 either. 
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Due to the presence and availability of the new L2C signal, numerous studies have 

already been conducted to assess its potential. For instance, regarding acquisition 

performance, Lim et al (2006) proposed a fast acquisition scheme of L2C signals through 

the aid of L1 to accelerate CM code phase and frequency offset estimation. Psiaki (2004) 

developed a FFT-based acquisition scheme to acquire L2 CM and CL codes under weak 

signal conditions whereas Yang (2005) investigated acquisition techniques on L2 CM 

alone, L2 CL alone and possible joint acquisition of CM/CL. Regarding tracking 

algorithms, combination of the L2C pilot and data channel and assessment of 

performance had been proposed by Muthuraman et al (2007, 2008). Finally, single 

channel tracking through the use of a Kalman filter was proposed and performance has 

shown an increase in sensitivity over various constant loop bandwidths (Psiaki 2001, 

Psiaki & Jung 2002, Humphreys et al 2005, Petovello & Lachapelle 2006, Yu et al 2006). 

Different implementations of the filter were investigated and their capabilities were 

compared for different signals (Mongrédien et al 2007, Petovello & Lachapelle 2006). 

The development of ultra-tight GPS receivers combining the benefits of L1 C/A and L2C 

GPS with IMU (Inertial Measurement Units) also proved to increase the overall 

performance compared to a standard receiver (Gebre-Egziabher et al 2005, Landis et al 

2006, Ohlmeyer 2006, Petovello et al 2008). 

Even though all these improvements are of great help to increase sensitivity, limitations 

still exist. For instance, L2C data and pilot channel being time multiplexed, using the 

pilot channel only causes a 3 dB loss in terms of signal power. However, GPS signals can 

be attenuated by 20 dB or more under adverse conditions (Lachapelle 2006). In degraded 
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signal environments, enhancing the processing gain by 20 dB or more requires a 

significant increase of the coherent integration time. Such extension would then be 

limited by the local oscillator stability. Indeed, in terms of mass-market users, the cost of 

the GPS receiver integrated in cellular phones, PDAs or even car navigation systems 

must be kept low and a trade-off has to be made on the oscillator performance. 

Consequently, one would need to improve the receivers’ sensitivity without significantly 

increasing the coherent integration time. This last point could be done using both L2C 

data and pilot channels. However, the coherent integration time will then be limited by 

the presence of the 50 Hz navigation message on the data channel. Note that in terms of 

acquisition, the CL code can hardly be used without assistance due to its length (Fontana 

et al 2001). As such, acquisition is commonly done by zeroing the CL code which is 

equivalent to trying to acquire a 3 dB lower signal. 

At this point, it is worth to mention that the performance of different acquisition schemes 

should be evaluated through the probability of false alarm and the probability of correct 

detection. A good introduction to these concepts is given in Kay (1993) and Schnidman 

(1989), and as applied to radar technologies (Shnidman 1995). It is common in the 

literature to use the deflection coefficient to compare different acquisition schemes. 

However, the very nature of the deflection coefficient supposes that the evaluation is 

done in the presence of Gaussian noise only (Borio et al 2008). This is not the case when 

using non-coherent or differential types of acquisition inherent to inter-frequency 

acquisition schemes. As such, the deflection coefficient provides a rather poor evaluation 
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under these conditions. Note that a thorough analysis of several acquisitions performance 

through the probabilities metric was performed by Borio (2008). 

1.2 Objectives and Thesis Contributions 

The addition of the new L2C signal has brought the number of unencrypted signals 

available to civilian users to two and increased the total usable signal power. As such, 

new receiver algorithms performing the combination of L1 C/A and L2C signals can be 

considered. However, whereas the development of numerous new signals at different 

frequencies offers a great number of possibilities of combining the signals, only the 

combinations of pilot and data channel on the same frequency have really been 

investigated (e.g. Yang et al 2004, Muthuraman et al 2007). Therefore, inter-frequency 

combination has become important to investigate to enhance acquisition and tracking 

sensitivity. The research performed herein focuses on novel detection and tracking 

schemes that collectively utilize the signals from the same system with more than one 

frequency. Specific interests will be directed toward L1/L2C combination due to 

immediate availability of real signals. Even if inter-frequency L1/L5 combination has 

already been investigated by Ioannides (2007), this work had been limited to simulation 

and tremendously lacks details. 

The central interest of this document is the development of acquisition algorithms and 

new tracking techniques permitting the combination of two signals transmitted at 

different frequencies to increase performance in weak signal environments. The work 

performed herein investigates the combinations performance in terms of acquisition and 
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tracking compared to common techniques making use of only one frequency. Special 

concerns are directed toward attenuated signals.  

The primary novelties brought forth by this thesis are the combinations of already 

transmitted signals through 

• A detailed analysis of the common non-coherent acquisition technique used for 

single frequency including the parameters involved and cell probabilities of false 

alarm and detection 

• A presentation and simple analysis of the common tracking techniques used for 

single frequency including details on the parameters used in a PLL and DLL and 

on error sources when using inter-frequency signal feeding or aiding 

• The development and testing of new acquisition schemes combining L1 C/A and 

L2C including a detailed analysis of the limiting factors and the computation of 

cell probabilities of false alarm and detection 

• The development and testing of a new Kalman filter based tracking scheme 

combining L1 C/A and L2C, focusing on the advantages arising from  the inter-

frequency combination over single frequency tracking 

• The testing of the proposed Kalman filter combining L1 and L2 under mild 

ionospheric scintillation events. 

All the algorithms proposed are tested using real data as well as simulated data to provide 

a controlled environment. Note that a strong point of interest of this thesis is the 
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immediate availability of real signals therefore allowing the immediate implementation of 

such algorithms for commercial use. 

1.3 Thesis Outline 

Chapter 2 focuses on the presentation of the GPS signal structure. The L1 C/A and L2C 

signals are introduced and the main differences between them are highlighted. A first 

introduction to the acquisition process is also provided in this chapter. Prior to the 

combination of any signal transmitted at different frequencies, specific considerations 

have to be directed toward the relative time delay that can occur between those signals. 

Even if the tropospheric effect is independent of the frequency and therefore should not 

play any role in a possible relative delay, it is well known that other delays can be 

introduced due to the ionosphere and the receiver and satellite antennas and electronics. 

The quantification of this time delay will be investigated throughout this chapter as well 

as its degradation on the proposed acquisition schemes. Moreover, the Doppler relation 

between signals transmitted at different frequencies is not entirely represented by the 

simple ratio of the two frequencies. Similarly, the phase difference between L1 C/A and 

L2C signals can only be known if the distance between the satellite antenna and the 

receiver antenna phase centers is perfectly known and no phase disturbances is to occur 

on the signal path (ionospheric effects). Therefore, the initial phase relation between the 

two signals cannot possibly be known prior to signal tracking. As such, a detailed 

analysis of these three parameters is provided in this chapter. Finally, this chapter also 

includes the derivation of the signal model used throughout this research for both L1 C/A 

and L2C signals. 
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Chapter 3 is divided in two main parts. First, several combined L1 / L2 acquisition 

methods presenting specific interests are introduced. A simulation process based on the 

signal model provided in Chapter 2 is then presented and used to assess the performance 

of each of these methods. The second part of this chapter details the results obtained for 

each of the proposed combined L1 / L2 acquisition schemes. Estimated probabilities of 

detection and false alarm are used to compare the combining methods to the commonly 

used non-coherent acquisition on L1 only. The three error sources inherent to the 

acquisition process mentioned in Chapter 2 (relative code delay, Doppler shifts and 

relative phase between L1 and L2) are investigated further in term of their effects on each 

combined acquisition performance. 

Chapter 4 is also divided in two parts and follows a similar plan to Chapter 3. First, the 

theoretical probability density functions of the best combined L1/L2 acquisition 

techniques investigated in Chapter 3 are derived. The derivation proposed is based on the 

signal model presented in Chapter 2 and provides the characteristics and probability 

density functions of the combined methods when the L1 and L2 signals are present and 

when the L1 and L2 signals are absent. Based on the derived probability density 

functions, the theoretical probabilities of false alarm and detection of each combining 

method are calculated. As a means of comparison, the theoretical probability density 

function of the single frequency non-coherent acquisition is also provided. The second 

part of this chapter presents the results obtained in terms of theoretical and estimated 

probabilities of false alarm and detection. The effect of the coherent integration time of 
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the combining method is also assessed. Finally, conclusions and recommendations for 

each combining methods are drawn.  

Chapter 5 is the logical extension of Chapter 4 and introduces the concept of tracking 

using a Kalman filter. Indeed, the use of a Kalman filter in the tracking loop has proven 

to be an enormous advantage throughout the last few years (Petovello et al 2008). The 

ultimate purpose of a Kalman filter being to use several sources of information to obtain 

an optimal estimator, it could be of tremendous help in the combination of signals 

transmitted at different frequencies. As mentioned earlier, L1 C/A and L2C reception is 

corrupted by the presence of a time delay, and a Doppler shift and phase offset between 

them. However, these three parameters are of ultimate importance for tracking signals 

under harsh conditions while wanting to obtain accurate carrier phase measurements. The 

combination of the signals through a Kalman filter can permit access to these unknowns 

and the ability to track them over time. Macchi (2009) proposed a Kalman filter capable 

to track three signals transmitted at the same frequency simultaneously. Megahed (2009) 

developed a Kalman filter combining L1 C/A and L5 to estimate the L1 and L5 signal 

amplitudes, phases and code delays and L5 frequency error and phase acceleration that 

does not account for ionospheric effects. In this thesis an improved model that accounts 

for the ionospheric effect is developed. 

Chapter 6 provides the results of the above Kalman filter based combined tracking 

method. Once again, results are presented through the comparison of the combined 

method against the commonly used single frequency tracking technique. Special 

considerations are directed toward the tracking sensitivity of each method. As a by-
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product, the proposed Kalman filter based combined tracking also provides the user with 

an estimate of the ionospheric conditions. The estimated ionospheric parameters are 

compared to the ionospheric parameters obtained through external source of data and 

discussed. Finally, the effect of ionospheric scintillation on the combined tracking 

method is assessed. 

Chapter 7 presents the conclusions of this research and provides recommendations 

regarding future work. 
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Chapter Two: L1 & L2 Signal Model and Ionospheric 

Effect 

This chapter introduces the Global Positioning System and provides details on the type of 

signals it uses and their modulations. Once the signals transmitted by GPS are described, 

the acquisition process corresponding to the detection of the incoming signals and taking 

place at the receiver level is presented. Finally, as the purpose of the work herein is to 

combine GPS signals transmitted from the same satellite but at different frequencies, an 

analysis of the possible sources of divergence of these signals is provided. 

2.1 Introduction to Spread Spectrum and CDMA 

2.1.1 Spread Spectrum 

In telecommunications, spreading the spectrum of a signal is a technique where a signal 

is transmitted using a bandwidth larger than required to contain the payload (Ward 2006). 

A sequential noise-like signal structure is generally used in the process of spreading the 

initial narrow band information over a wide band of frequencies. In order to retrieve the 

desired information, the end-user receiver “de-spreads” the spectrum by correlating the 

incoming signal with the same noise-like sequence used at the encoding transmitter. The 

purpose of a spread-spectrum signal is to protect against potential interference. The 

original use of this technique was military as it would not only resist against enemy 

jamming but also hide the fact that any communication is taking place at all. Indeed, once 
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spread across a wide frequency range, the transmitted signal is located under the ambient 

noise level. 

Spread spectrum techniques include Frequency Hopping Spread Spectrum (FHSS), Chirp 

Spread Spectrum (CSS), Time Hopping Spread Spectrum (THSS) and Direct Sequence 

Spread Spectrum (DSSS). GPS uses DSSS; this technique is described in more detail in 

the following (Borio 2008). 

2.1.2 Direct Sequence Spread Spectrum 

DSSS is a technique based on the multiplication of the data to be transmitted by a “noise-

like” signal. Its purpose is to spread the energy of the original information over a wider 

band. The noise signal which is a pseudorandom sequence of 1 and -1 usually has a 

higher frequency than the initial signal. Once applied, the DSSS technique results in a 

signal resembling white noise. Provided that the end-user receiver has knowledge of the 

pseudorandom sequence used during the spreading process, it can use it to multiply the 

received signal and as such, retrieve the original data. This last point mathematically 

corresponds to a correlation of the transmitted pseudorandom sequence with the 

pseudorandom sequence stored locally in the receiver and is called “de-spreading”. 

However, for the “de-spreading” process to work properly, it is necessary for both locally 

generated and incoming sequences to be synchronized. Whereas this could seem 

challenging and a drawback of the DSSS technique, this synchronization process is 

actually the basis of most satellite navigation systems such as GPS, Galileo and Compass. 

Indeed, if one has access to the time of transmission of the signal, the correlation process 
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directly provides the time of reception through the synchronization process. The 

difference between the time of transmission and the time of reception represents the 

transit time from the transmitter to the satellite and can be used to determine the distance 

separating them. Provided that the receiver has a synchronized clock and has access to 

three signals and the transmitters’ positions, it can then deduce its position in a three 

dimensional space. In the case that the receiver clock is not synchronized, the receiver 

clock offset, which is common to all satellites observations, can be determined by 

observing a fourth signal. 

2.1.3 Code Division Multiple Access 

Based on DSSS, the Code Division Multiple Access method (CDMA) is a channel access 

method used in particular by GPS. Its principle is that each transmitter possesses a 

different pseudorandom sequence. Indeed, as several transmitters are located on the same 

frequency band, an end-user receiver needs to be able to differentiate between them. 

Therefore, a different pseudo-random noise sequence (PRN) is needed for each 

transmitter. As mentioned earlier, by correlating the incoming PRNs with locally 

generated PRNs, the time needed for the signal to transit from one specific satellite 

identified through its PRN to the receiver can be deduced and used to determine the 

receiver’s position.  
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2.2 Introduction to L1 and L2 GPS signals 

2.2.1 L1 C/A 

GPS L1 C/A makes use of the Direct Sequence/Code Division Multiple Access technique 

through a Binary Phase Shift Keying (BPSK) modulation. The L1 C/A PRN codes used 

during the spreading process are so called Gold codes and were chosen for their good 

cross-correlation and auto-correlation properties (about 24 dB protection) as explained by 

Ward (2006). As such, the different PRNs are almost orthogonal. The PRN sequences are 

1023 chips long and clocked at 1.023 MHz. Figure 2-1 and Figure 2-2 shows the auto-

correlation function for GPS L1 C/A PRN 31. Note that PRN 31 was only taken as an 

example and that all other PRN numbers have similar correlation properties. From these 

figures, it is clear that the auto-correlation properties of the GPS L1 C/A codes are good 

and that for each code, the correlation peak, in the absence of noise, is a triangle that is 

two chips wide at the base (see Figure 2-1 and Figure 2-2). 
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Figure 2-1: Normalized auto-correlation of GPS L1 C/A PRN 31 
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Figure 2-2: Detailed view of the normalized correlation peak of GPS L1 C/A PRN 31 

auto-correlation function 

The PRN sequence is used to spread the initial signal which is a sinusoid with a 

frequency of 1575.42 MHz modulated by a 50 Hz navigation message used to transmit 

the satellites position to the receiver. The data bits transmitted are synchronized with the 

L1 C/A pseudo-ranging code. However, as the PRN sequence used is shorter than a data 

bit (1 ms versus 20 ms), the synchronization obtained via the correlation process does not 

contain information about the data bits boundaries. As such, it is necessary to perform a 

data bit synchronization after the initial correlation. Figure 2-3 shows the application of 
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the DSSS process for PRN 31. For the sake of the illustrations provided in Figure 2-3, the 

carrier signal considered is not the one used by GPS but is set to a frequency of 1 MHz. 

 
Figure 2-3: Application of the DSSS process to the GPS signal. 

Finally, the GPS L1 C/A minimum received power as measured at the output of a 3 dBi 

linearly polarized user antenna is -158.5 dBW. Its power spectral density is shown in 

Figure 2-4. As it was mentioned earlier the GPS signal is buried under the thermal noise 

due to the DSSS process. 
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Figure 2-4: Power Spectral Density of the GPS L1 C/A signal and typical thermal 

noise level 

2.2.2 Introduction to GPS L2C signal 

During the past decade, the U.S. Department of Defense has worked on the development 

of two new civilian signals, namely L2C and L5, respectively designed for civilians and 

aviation purposes. As the following work focuses on L1 C/A and its combination with 

L2C, only the L2C structure is described herein. 

The first Block IIR-M satellite transmitting L2C was launched on September 26, 2005 

and uses the PRN sequence number 17. Since then, several satellites namely PRNs 31, 

12, 15, 29, 07 and 01 were launched chronologically. At the time of writing, these seven 
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satellites were transmitting L2C signals without the navigation message. Indeed, the L2C 

and L5 navigation messages are scheduled to be implemented as part of Operational 

Control Segment (OCS) upgrades scheduled for 2011 
+
/- one year (Hahn & Powers 

2007). 

L2C is located at 1227.60 MHz and transmitted 1.5 dB lower than the legacy GPS L1 

C/A itself located at 1575.42 MHz and received with a nominal power of -158.5 dBW. 

Unlike L1 C/A, the L2C signal contains two pseudo-ranging codes namely the CM and 

CL codes, standing for moderate ranging code and long ranging code respectively, and 

representing the data and the pilot channel. The data channel is formed by the 10230 chip 

CM code clocked at 511.5 kHz and modulated by a 50 Hz navigation message. Note that 

as the CM code and the data bits of the navigation message last 20 ms and are 

synchronized, the need for data bit synchronization arising with the legacy L1 C/A (data 

bits lasting 20 ms and C/A code lasting 1 ms) is removed. At this point, it is also 

important to note that whereas both the L1 C/A and L2C CM codes are modulated by a 

navigation message, these messages are different for the L1 and L2 signals. The L2 CL 

code  contains 767,250 chips and is clocked at 511.5 kHz. Unlike the CM code, the CL 

code is not modulated by any navigation message. Moreover, the CL code has an 

excellent 45 dB cross-correlation protection provided by its extreme length (1.5 s). Note 

that the CL code being dataless, it allows for coherent integration longer than the 20 ms 

limit imposed on L1 C/A and L2 CM by the data bit transmitted. 

Since the L2 frequency of 1227.6 MHz also carries the military P(Y) signal, the 

development of L2C was limited to a single bi-phase carrier. Therefore the two channels 
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(CM and CL) are time multiplexed at 1.023 MHz, the resulting signal being used to 

BPSK modulate the 1227.6 MHz carrier signal. The time-multiplexed representation of 

the CM and CL codes is shown in Figure 2-5. 

 
Figure 2-5: CM and CL codes time-multiplexed representation 

Note that the fact that CM and CL codes are time multiplexed also implies that they share 

the total L2C power of -160 dBW equally. This last point is especially important as the 

extreme length of the CL code makes it very difficult to use during the acquisition 

process. Therefore, the CL code is usually zeroed, which leads to a signal degradation of 

3 dB pushing L2C 4.5 dB lower than L1 C/A in terms of acquisition. 
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Figure 2-6: Power Spectral Density of the L2C signal 

The power spectral density of L2C is represented in Figure 2-6. Note that, for both the L1 

C/A and L2C signals, the power spectral density of the signal is usually represented as its 

envelope defined by (Julien 2005): 
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with fc being the chipping rate of 1.023 MHz and fL1/L2 the carrier frequency of L1 C/A or 

L2C. 
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2.3 Acquisition process 

The acquisition process represents the process during which signal detection takes place. 

Due to the relative motion between the satellite and the receiver, a Doppler frequency 

affects the carrier frequency. Therefore in order to properly remove the carrier wave, a 

Doppler removal process must take place over a specific range of Doppler frequencies. 

The relation between the Doppler frequency and the relative satellite-receiver motion is 

(neglecting the oscillator effects and ionospheric effect): 
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with fD being the Doppler effect, vr,s the relative satellite-receiver velocity, c the speed of 

light and f0 the carrier wave frequency. 

Moreover, the receiver needs to synchronize the locally generated PRN code with the 

incoming PRN code during the correlation process. As such, the acquisition process has a 

two dimensional search space, one dimension corresponding to the PRN code delay, the 

other to the Doppler frequency. Once the carrier wave and pseudo-ranging code are 

properly found, the “de-spreading” process corresponding to the correlation makes the 

signal “come out” of the noise (Figure 2-7). 
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Figure 2-7: Correlation of the GPS L1 C/A signal over the two-dimensional search 

space necessary for acquisition 

 
Figure 2-8: Block diagram of a basic acquisition scheme 

The block diagram representation of the basic acquisition scheme is shown in Figure 2-8. 

The enhancement of the signal-to-noise ratio through the correlation is called the process 
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gain and is dependent on the time T used for the correlation summation. This last point 

will be described in the following section. 

2.4 Signal Model and Correlator Outputs 

2.4.1 Signal Model 

This section introduces the signal model which will be used in all the following sections. 

The proposed model applies to both the GPS L1 C/A and GPS L2C signals. 

At the input of the receiver antenna, the GPS L1 C/A signal is the summation of all 

signals transmitted by the different satellites in view. This is written as (Borio 2008): 

( )( ), 1 ,

1

( ) ( ) cos 2 )
N

RF total i i i i i L D i i

i

s A d t c t f f tτ τ π θ
=

= ⋅ − ⋅ − ⋅ + +∑  2-3 

where Ai is the signal amplitude, di is the data bit, ci is the PRN sequence, τi is the delay 

introduced by the signal transit time, fD,i is the Doppler frequency and θi is the phase 

offset of the i
th

 satellite. 

Due to the additive Gaussian noise quality of the surrounding environment, this signal is 

corrupted by zero-mean independent identically distributed Gaussian noise wRF of power 

spectral density 0

2

N
(Borio 2008). 

As the different PRN codes can be considered orthogonal (Borio 2008), each satellite’s 

signal is treated independently by the receiver. Therefore, in the following analysis only 

one signal is considered:  
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( )( ), 1( ) ( ) cos 2 ) ( )RF total L D RFs A d t c t f f t w tτ τ π θ= ⋅ − ⋅ − ⋅ + + + . 2-4 

For the sake of simplification, it is assumed that conversion to the working space 

intermediate frequency fIF is done in one stage only by multiplying the RF signal by 

( )12 cos 2 ( )L IFf f tπ⋅ −  and ( )12 sin 2 ( )L IFf f tπ⋅ −  followed by a low-pass filter. 

This process converts the incoming signal to in-phase and quadra-phase components still 

modulated by the intermediate plus Doppler frequency: 

( ) ,( ) ( ) ( ) cos 2 ( ) ( )
IF IF D IF I

I t A d t c t f f t w tτ τ π θ= ⋅ − ⋅ − ⋅ + + +  

( ) ,( ) ( ) ( ) sin 2 ( ) ( )
IF IF D IF Q

Q t A d t c t f f t w tτ τ π θ= ⋅ − ⋅ − ⋅ + + + . 

2-5 

Note that as the cosine and sine functions are orthogonal, the noise component can be 

considered uncorrelated. 

From this point forward, the signal is converted to the digital domain. As such, if one 

neglects the quantization losses, the in-phase and quadra-phase components can be 

expressed as: 

( ) ,( ) ( ) ( ) cos 2 ( ) ( )
IF S S S IF D S IF I S

I nT A d nT c nT f f nT w nTτ τ π θ= ⋅ − ⋅ − ⋅ + + +  

( ) ,( ) ( ) ( ) sin 2 ( ) ( )
IF S S S IF D S IF Q S

Q nT A d nT c nT f f nT w nTτ τ π θ= ⋅ − ⋅ − ⋅ + + + . 

2-6 

In order to simplify the notation, nTs is simply noted as n from now on and the signals 

considered are discrete signals sampled with a frequency Fs equal to twice the front-end 

bandwidth B:  
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1
2S

S

F B
T

= = ⋅ . 2-7 

As such, the noise components ,IF I
w  and ,IF Q

w  have a variance 2 0

2

S
IF

N F
σ = . 

2.4.2 Computation of the correlator outputs 

The Doppler removal process is then performed by multiplying IIF(n) and QIF(n) by 

( )ˆ2 cos 2 ( )IF D LOf f nTsπ θ+ +  and ( )ˆ2 sin 2 ( )IF D LOf f nTsπ θ+ +  respectively: 

( )ˆ( ) ( ) 2 cos 2 ( )
D IF IF D LO

I n I n f f nTsπ θ= ⋅ + +  

( )ˆ( ) ( ) 2 sin 2 ( )
D IF IF D LO

Q n Q n f f nTsπ θ= ⋅ + + . 

2-8 

Note that, as the receiver does not have any external information, an estimated Doppler is 

used and the phase θLO represents the random initial phase of the local oscillator. Once 

the Doppler removal process is applied, a local replica of the ranging code clocal is 

generated with an estimated code delay and multiplied with the ID(n) and QD(n) output by 

the Doppler removal process. The results of these multiplications are then respectively 

summed over the coherent integration time T (NS being the number of samples during a 

coherent integration) desired during the “integrate and dump” process. The resulting real 

and imaginary parts are named I and Q for the sake of simplicity: 

1

0

1
ˆ( ) ( )

SN

D local

nS

I I n c n
N

τ
−

=

= ⋅ −∑  2-9 
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1

0

1
ˆ( ) ( )

SN

D local

nS

Q Q n c n
N

τ
−

=

= ⋅ −∑ . 

Therefore, assuming that the local and incoming code delays are aligned to less than 1 

chip, the useful signal at this point can be expressed at the k
th

 coherent integration as: 

1
(2 )

( 1)

1
( ) ( ) ( ) ( ) ( )

2

S

S

S

kN
j FT

n k NS

A
S k I k j Q k d k R dt e

N

π ϕ
−

⋅ ⋅∆ +

= −

= + ⋅ = ⋅ ⋅ ⋅ ∑  2-10 

with ∆F being the Doppler residual, dt the code misalignment in chips, R the auto-

correlation function and φ the phase difference between the incoming signal and local 

oscillator at the beginning of the first coherent integration (k = 1). 

By rearranging the terms defining the summation of the above equation and noticing that 

S SN T T⋅ = , the summation term can be expressed as (by changing the range of the 

summation index): 

1 1
(2 ) (2 )(2 ( 1) )

( 1) 0

s s

S SD

s

kN N
j FnT j FnTj FT k

n k N n

e e e
π ϕ ππ ϕ

− −
∆ + ∆∆ − +

= − =

=∑ ∑ . 2-11 

At this point one can recognize a geometric progression and simplify Equation 2-11 as 

follows: 

1 (2 )
(2 ) ( ( )) ( ( ))

(2 )
0

1 sin( ) sin( )

1 sin( )

s

S S S

S

N j FT
j FnT j F T T j F T T

Sj FT
n S

e FT FT
e e N e

e FT FT

π
π π π

π

π π

π π

− ∆
∆ ∆ − ∆ −

∆
=

− ∆ ∆
= =

− ∆ ∆
∑ � . 

Therefore, it is now possible to obtain a closed form solution for the real and imaginary 

parts of the correlator output at the k
th

 coherent integration: 
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( )
sin( )

( ) ( ) ( ) cos (2 1)
2

A FT
I k d k R dt FT k

FT

π
π ϕ

π

∆
= ⋅ ⋅ ⋅ ∆ − +

∆
 

( )
sin( )

( ) ( ) ( ) sin (2 1)
2

A FT
Q k d k R dt FT k

FT

π
π ϕ

π

∆
= ⋅ ⋅ ⋅ ∆ − +

∆
. 

2-12 

Note that the independent Gaussian noise present at the receiver input is also modified by 

the Doppler removal and integrate and dump process. The noise present at the output of 

the correlators remains independent and identically distributed for the real and imaginary 

part: 

2(0, )I Qw w N σ� �  with 
2

2 IF

SN

σ
σ = . 

Finally, the above derivation is independent of the signal considered and, as such is valid 

for both L1 and L2C, real and imaginary correlator outputs. 

Note that the expected amplitude of the correlator outputs has an attenuation factor in the 

form of a sinc function dependent on the parameters T, the coherent integration time and 

∆F, the residual Doppler frequency. Therefore, for a given T, the farther the estimated 

Doppler frequency is from the true frequency, the more the signal is going to be 

attenuated (Figure 2-9). 
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Figure 2-9: Sinc function attenuation factor as a function of the residual frequency 

error and T 

Due to the relation between the sinc function attenuation factor and the Doppler estimate 

used by the receiver during the Doppler removal process, if a longer coherent integration 

was to be used, the number of Doppler bins defining the acquisition such space would 

need to be increased. A commonly used function defining the relation between the 

Doppler bin size and the coherent integration time T is 

2

3
BinSize

T
=

⋅
. 2-13 
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This insures a maximal attenuation factor of 0.82 as the maximum error is limited to half 

the Doppler bin size. As the Doppler bin size is decreased, the number of Doppler bins 

defining the acquisition search space is increased and so is the acquisition computation 

load (Figure 2-10). 

 
Figure 2-10: Doppler bins size and number of Doppler bins needed to cover the 

search space as a function of the coherent integration time 

Another limitation of long coherent acquisition is the fact that, without external 

information, the data bits boundaries are unknown. As such, if one was to perform a 

coherent acquisition across a change of data bits with sign inversion, the process gain 

brought by the coherent summation would be reduced or cancelled depending on the 

position of the data bit change with respect of the coherent integration interval. 
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L2C was developed in order to help the end user to perform long coherent integration 

with the final purpose of improving the receiver detection performance. This was done by 

providing the availability of a dataless channel (CL code) and making the CM code 

duration equal to the data bit duration. However, if one were to use the complete L2C 

CM code during the acquisition process, the handling of long coherent integration times 

would be simplified with regard to the L1 C/A long coherent integration at the expense of 

the number of Doppler bins needed to cover all possible Doppler frequencies created by 

the relative user/satellite motion. Such an increase would lead to an extended search 

space and therefore a longer processing time.  

A total number of 300 Doppler bins would be needed to cover the entire Doppler search 

space for a stationary receiver (-5000 Hz to 5000 Hz) if one were to use the 20 ms CM 

code. This represents 20 times more bins than what is needed for a 1 ms coherent 

integration. Making use of the complete CL code would be completely unreasonable as it 

would require a Doppler bins size of 0.44 Hz for a total of 22,500 Doppler bins. This 

implies that the receiver is capable to estimate the signal true Doppler with a precision 

better than 0.44 Hz, which would require no or few dynamics as well as an accurate 

Doppler model for the satellite. Even if the user was to try to make use of sub-sections of 

the CL code during the acquisition process, it would be extremely challenging to properly 

align them with the incoming signal without using external timing information or any 

other GPS signal. Due to these reasons, and as mentioned earlier, the CL code is 

commonly zero-padded and left unused during a direct acquisition process of L2C. 



36 

 

2.5 Divergence between L1 and L2 signals 

Both L1 C/A and L2C are synchronized when they are generated. However the signals 

transit through the satellite hardware, the atmosphere and the receiver hardware can 

desynchronize them. 

The instrumental relative group delay defines the relative group delay induced by the 

satellite or receiver hardware. This effect is on the order of the nanoseconds, which is 

negligible (Coco et al 1991, Sasibhushana Rao 2007) in terms of L1/L2 inter-frequency 

acquisition but must be considered during the tracking process. Regarding the ionosphere 

effect, a more detailed analysis is presented below. 

As an example, the TEC (Total Electron Content) values across North America (United 

States and Canada, latitude 30° to 90°) ranged from 10 TECU to 60 TECU on a typical 

quiet day in 2001, during solar maximum (Fedrizzi et al 2004). During solar storm 

activity, the TEC value can reach 200 TECU or more (Fedrizzi et al 2004). Moreover, as 

the ionosphere can be represented by a layer stretched between GPS satellites and the 

user’s receiver, the signal path when transiting through this layer will be directly 

dependent on the elevation angle. As such, a mapping function is used to link the Slant 

TEC (STEC) which is the TEC encountered on the signal path to the elevation angle of 

the satellite and the Vertical TEC (VTEC) (Skone 2007) with E being the elevation angle, 

h being the average ionosphere layer height and Re being the earth radius): 
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2

( )

1
( )

cos( )
1

1 / e

STEC M E VTEC

M E

E

h R

= ⋅

=

 
−  

+ 

. 2-14  

Using the above formula, one can express the time difference between L1 C/A and L2C 

correlation peaks in seconds: 

2 2
7 1 2

1 2 2 2 2 2

2 1 1 2

40.3 1 1
1.34 10L L

f f
t STEC STEC

c f f f f

−
−

  −
∆ = ⋅ − ⋅ = ⋅ ⋅ ⋅ 

 
 2-15  

with f1 and f2 being the L1 and L2 frequencies and c being the speed of light. From 

Equation 2-15, the signal degradation observed if one signal were tracked and its delay 

used to acquire the other can be easily expressed by converting the time distance in 

seconds to unit of chips. 
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Figure 2-11: Percentage of L2C signal left when locked on L1 

Figure 2-11 clearly shows that the expected signal degradation is about 7 % for a satellite 

located at the horizon for high value of VTEC encountered on a normal day (60 TECU). 

Note that even during an ionospheric storm increasing the VTEC to 200 TECU, a satellite 

located at the horizon would only be degraded by about 20 % but, under such adverse 

conditions, tracking of the signals would be challenging if not impossible due to the 

ionosphere’s activity. Given these results, the combined acquisition of L1/L2 signals can 

be performed without external information regarding the relative code delay. Finally, it is 

important to note that the following direct relation exists between the Doppler effect of 

L1 fD1 and the Doppler effect on L2 fD2 as this effect is mainly due to the relative user / 

satellite motion: 
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1
1 2

2

D D

f
f f

f
= . 2-16 

The relative group delay between L1 and L2 remains unknown without external 

information. It is small enough to be ignored during the acquisition process combining 

the incoming signals. Chapter 5 shows a combined tracking method estimating the 

ionosphere for better performance. 

From the above results, it is clear that the time delay induced by the ionosphere between 

L1 C/A and L2C is small enough to be overlooked. As such, the next chapter will present 

several acquisition techniques combining L1 and L2 signals. The proposed methods are 

first tested through simulations of the correlator outputs based on the equations presented 

earlier in this chapter. 
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Chapter Three: A first approach to combined 

acquisition methods 

In this chapter, five post-correlation acquisition methods combining L1 C/A and L2C 

signals are presented. Their performance is evaluated using a simulation process. Details 

and further theoretical analysis of the best methods are then presented in the following 

chapter. 

3.1 Combined acquisition methods investigated 

The proposed acquisition methods are post-correlation methods. As such, they use the 

output of the correlators as input and differ only after the integrate-and-dump process 

takes place as illustrated in Figure 3-1. 

 

Figure 3-1: Doppler removal, code removal and integrate and dump process 

performed prior to the proposed acquisition methods 
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Note that summation over T represents the coherent integration time considered. The 

output signal sent toward the post-correlation methods is equivalent to 1 1( ) . ( )I k j Q k+  for 

L1 and 2 2( ) . ( )I k j Q k+  for L2. The expressions of I(k) and Q(k) can be found in the 

previous chapter, Equation 2-12. 

After the coherent summation is performed, the outputs of the correlators are sent toward 

the post-correlation methods. Note that as the L2C signal has a smaller broadcast power 

(resulting in a smaller carrier-to-noise density ratio C/N0 assuming no fading is 

occurring); it is weighted by a weighting factor W. The method used to obtain this 

weighting factor is described in Section 3.3.1. 

The first method called NCL1L2 represents the summation of non-coherent acquisition 

performed on L1 and L2 (Figure 3-2). Its mathematical representation is 

( ) ( )2 2 2 2 2

1 2 , 1 , 1 , 2 , 2

1 1

M M

NCL L k L k L k L k L

k k

S I Q W I Q
= =

= + + ⋅ +∑ ∑ . 3-1  

This method is the simplest combining method proposed and was chosen due to its low 

computation load.  
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Figure 3-2 : NCL1L2 method represented as a block diagram 

The second method, named DiffL1L2, performs a summation of differential acquisitions 

done on L1 and L2 (shown in Figure 3-3 with the symbol * standing for complex 

conjugate). Its mathematical expression is 

( ) ( )
/2 /2

2

1 2 2 , 1 2 1, 1 2 , 1 2 1, 1 2 , 2 2 1, 2 2 , 2 2 1, 2

1 1

M M

DiffL L k L k L k L k L k L k L k L k L

k k

S I I Q Q W I I Q Q− − − −
= =

= ⋅ + ⋅ + ⋅ ⋅ + ⋅∑ ∑ . 3-2 
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Figure 3-3 : DiffL1L2 represented as a block diagram 

This method avoids the noise squaring involved in the NCL1L2 method while remaining 

low in terms of computational needs. Note that successive correlator outputs are not 

multiplied. Each correlator output is present only once in the summation. As such, the 

noise is not correlated as independent pairs are used. 

The third method investigated, named NCDiffL1L2, is the summation of the non-coherent 

and differential acquisitions on L1 and L2 (Figure 3-4). Its mathematical representation is 

( )

( )

( )

( )

2 2 2 2

, 1 , 1 , 2 , 2

1 12

1 2 1 1

, 1 1, 1 , 1 1, 1 , 2 1, 2 , 2 1, 2

1 1

M M

k L k L k L k L

k k

NCDiffL L M M

k L k L k L k L k L k L k L k L

k k

I Q I Q

S W

I I Q Q I I Q Q

= =

− −

+ + + +
= =

   
+ +   

   = + ⋅
   
+ ⋅ + ⋅ + ⋅ + ⋅   
   

∑ ∑

∑ ∑
. 3-3 

 



44 

 

 

Figure 3-4 : NCDiffL1L2 represented as a block diagram 

The difference between the differential methods DiffL1L2 and NCDiffL1L2 comes from the 

fact that DiffL1L2 uses each correlator output only once during the differential summation 

whereas NCDiffL1L2 uses a same correlator output several times during the differential 

summation (see Equations 3-2 and 3-3). As such, the terms of the NCDiffL1L2 method’s 

summation are correlated. 

The next method is the addition of the multiplication of the real parts and imaginary parts 

of L1 and L2 correlator outputs (Figure 3-5). Its mathematical representation is 

( ) ( )
2 2

1 2 , 1 , 2 , 1 , 2

1

M

NCML L k L k L k L k L

k

S W I I W Q Q
=

= ⋅ ⋅ + ⋅ ⋅∑ . 3-4 
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Figure 3-5: NCML1L2 represented as a block diagram 

This method was chosen due to its potential for multipath mitigation. As the multipath, 

present on L1 and L2 are potentially uncorrelated, this method can avoid acquisition of a 

multipath signal. Moreover, as the correlation peak of L1 and L2 are multiplied, the 

overall peak is narrowed and the estimate of code delay is more accurate. Figure 3-6 

shows the normalized correlation peak of L1 C/A only and L1 C/A times L2 CM. 
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Figure 3-6: Normalized correlation peaks of L1 C/A only and L1 C/A times L2 CM 

codes 

This method has two drawbacks: 

• Multiplying L1 and L2 correlator outputs not only multiplies the output noise but 

remove the effect of the weight W applied on L2 

• The overall L1 L2 correlation peak is smaller than the correlation peak on L1 only 

as shown in Figure 3-7. 
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Figure 3-7: Normalized correlation peaks of L1 C/A only compared to L1 C/A times 

L2 CM correlation peak. L1 C/A times L2C correlation is normalized by the 

correlation peak of L1 C/A  

The last combining method investigated represents a coherent summation of L1 and L2 

correlator outputs (Figure 3-8) and is named COHL1L2. Its mathematical expression is 

( ) ( )
2 2

1 2 , 1 , 2 , 1 , 2

1

M

COHL L k L k L k L k L

k

S I I Q Q
=

= + + +∑ . 3-5  

 



48 

 

 

Figure 3-8: Non-coherent summation of the L1 C/A plus the L2C over M post-

correlation outputs 

3.2 Details on the simulation process 

In order to investigate the performance of each method and compare them to the common 

non-coherent acquisition method of L1 C/A only, a statistical analysis has been 

conducted. 

As each method differs from the others only after the integrate and dump process of L1 

and L2 signals, special consideration was given toward the possibility to simulate the L1 

and L2 correlator outputs directly. The expression of the real and imaginary parts of the 

correlator outputs were derived in Chapter 2 and are repeated here for convenience: 

( )
sin( )

( ) ( ) ( ) cos (2 1) ( )
2

I

A FT
I k d k R dt FT k w k

FT

π
π ϕ

π

∆
= ⋅ ⋅ ⋅ ∆ − + +

∆
 

( )
sin( )

( ) ( ) ( ) sin (2 1) ( )
2

Q

A FT
Q k d k R dt FT k w k

FT

π
π ϕ

π

∆
= ⋅ ⋅ ⋅ ∆ − + +

∆
 

3-6 

with 
2(0, )I Qw w N σ� �  with 

2
2 IF

SN

σ
σ = . 



49 

 

Based on Equation 3-6, the correlator outputs are dependent on known parameters and 

unknown parameters. Indeed, the coherent integration time T is defined by the user and 

the signal amplitude A is a direct function of the carrier-to-noise density ratio C/N0 

according to 

2 2

2

0 0

1

2 2 2

s

IF

FC A A

N N σ
= ⋅ = ⋅ . 3-7 

Therefore, either by fixing the C/N0 and A or σIF, it is possible to simulate the real and 

imaginary part of the correlator outputs with the correct amplitude and noise statistics. 

However, Equation 3-6 is also composed of unknown parameters: the time error dt on the 

synchronization of the local and incoming codes, the data bit modulating the k
th

 

millisecond d(k), the residual frequency error ∆F and the initial phase error φ both due to 

the misalignment of the locally generated carrier with the incoming carrier signal. Note 

that all of these parameters are unknown to the user but bounded with respect to their 

definition. For instance, the Doppler frequency bins size defined in Equation 2-13 limits 

the residual frequency error to 333.33 Hz for a 1 ms coherent integration, the code step 

size limits dt, φ ranges between 0 and 2π and the data bit can only take values of +1 or -1. 

Therefore, the L1 correlator outputs can be simulated by defining the known parameters 

and keeping the unknown ones random but bounded according to the parameters shown 

in Table 3-1. 
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Table 3-1: Parameters used to simulate the L1 correlator outputs 

Known Parameters 

C/N0 L1 Defined by user 

T 1 ms 

σ1
2
 equal to σ

2
 

Unknown parameters 

d1(k) Random 1 or -1 

dt1 Uniformly distributed 

∆F1 Uniformly distributed 

φ1 Uniformly distributed 

Once the parameters for simulation of the L1 correlator outputs have been defined, the L2 

correlator outputs can be simulated as well. Indeed, the L2 signal power is 1.5 dB lower 

than L1 and an additional 3 dB attenuation is applied due to the zero-padding technique 

(Fontana et al 2001). This last point can either be performed by assuming that the L2 

C/N0 is 4.5 dB lower than L1 C/N0 or by assuming that the L2 C/N0 is 1.5 dB lower than 

L1 but the noise variance at the output of the L2 correlator is twice that at the output of 

the L1 correlator due to the zero-padding, which is equivalent to performing the 

integration over half of the samples. In the following, the second solution was chosen. 

The residual frequency error on L2 is directly related to the residual frequency error on 

L1 by the factor f2 / f1 as the Doppler estimate used on L1 is converted by this factor and 

used on L2 to perform the Doppler removal process. It is assumed that the same code step 

size is used on L1 and L2, therefore the code error related to the code step size is 
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identical on L1 and L2. However, the time error affecting the auto-correlation peak on L2 

is also dependent on the ionospheric effect. As such, this effect is also simulated based on 

a uniform distribution between 0 and 90° satellite  elevation angle to define the mapping 

factor and a uniform distribution between 10 TECU and 60 TECU Vertical TEC. These 

two parameters are then used to define the relative code delay between L1 and L2 

according to 

2 2
7 1 2

1 2 2 2

1 2

1.34 10 ( )L L

f f
t M E VTEC

f f

−
−

−
∆ = ⋅ ⋅ ⋅ ⋅  3-8 

2

1
( )

cos( )
1

1
Re

M E

E

h

=

 
 
 −
 + 
 

. 

3-9 

1 2L Lt −∆  is in turn added to the code error due to the code step size. Finally, as no external 

information is used and since the L1 navigation message differs from the L2 navigation 

message, the initial phase error on L2 is kept random as well as the data bit applied, as 

shown in Table 3-2. 
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Table 3-2: Parameters used to simulate the L2 correlator outputs 

Known Parameters 

C/N0 L2 C/N0 L1 – 1.5 

T 1 ms 

σ1
2
 equal to twice σ

2
 

Unknown parameters 

d2(k) Random 1 or -1 

dt2 dt1 + diono 

diono Dependent on VTEC and 

Map 

VTEC Uniformly distributed 

Map Dependent on elevation 

angle E 

E Uniformly distributed 

∆F2 ∆F1 x f2 / f1 

φ2 Uniformly distributed 

3.3 Expression of the acquisition outputs as quadratic forms 

First of all, the simulation performed aimed to assess the performance of the combined 

acquisition techniques using 1 ms coherent integration with four non-coherent 

summations (M=4).  

Considering the vector of correlator output on L1 and on L2 as: 
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1, 1 1, 1 , 1 , 1 1, 2 1, 2 , 2 , 2

T

L L M L M L L L M L M L
V I Q I Q W I W Q W I W Q = ⋅ ⋅ ⋅ ⋅ K K . 

The output of each combined acquisition is denoted as S. For all the combined 

acquisitions this can then be expressed through the following quadratic form: 

H
S V AV=  3-10 

where H standing for Hermitian conjugate and A represents the design matrix of the 

acquisition method of interest. The use of the matrix A defining the acquisition method to 

investigate is especially interesting when one tries to assess the method performance 

statistically. Indeed, obtaining N outcomes of the acquisition method under investigation 

can be done in parallel using the following formula: 

( )
 

T T

N N N

over columns

S V A V= ⋅ ⊗∑  

with 
T

N
V  being a 2M N×  matrix of correlator outputs (each columns representing the 

vector V used to generate each outcome of the acquisition method investigated), A 

representing the design matrix defined by the quadratic form mentioned above, 

⊗ representing a term by term multiplication and SN being a 1N ×  matrix containing N 

outcomes of the acquisition method under investigation. Using a parallel implementation 

is especially interesting as it tremendously reduces the time necessary to conduct a 

statistical analysis. 
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3.3.1 Quadratic form of NCL1L2 

The NCL1L2 method output is expressed as: 

( ) ( )2 2 2 2 2

1 2 , 1 , 1 , 2 , 2

1 1

M M

NCL L k L k L k L k L

k k

S I Q W I Q
= =

= + + ⋅ +∑ ∑ . 

As such, it can be put in a quadratic form by considering the vector V defined earlier and 

the matrix ANCL1L2: 

1 2 2

2

1 0 0 0 0

0

0

0 0 1 0 0

0 0 0 0

0

0

0 0 0 0

L LNCA
W

W

 
 
 
 
 
 =
 
 
 
 
 
  

K L L

O O M M O O M

M O O M O O M

L L L

L L K

M O O M O O M

M O O M M O O

L L L

 3-11 

which has the form of a block matrix with two matrices forming the diagonal and 

corresponding to a non-coherent acquisition on L1 and L2 only respectively. 

3.3.2 Quadratic form of DiffL1L2 

The DiffL1L2 method output is expressed as: 

( ) ( )
/2 /2

2

1 2 2 , 1 2 1, 1 2 , 1 2 1, 1 2 , 2 2 1, 2 2 , 2 2 1, 2

1 1

M M

DiffL L k L k L k L k L k L k L k L k L

k k

S I I Q Q W I I Q Q− − − −
= =

= ⋅ + ⋅ + ⋅ ⋅ + ⋅∑ ∑ . 

As such, it can be put in a quadratic form by considering the vector V defined earlier and 

the matrix ADiffL1L2: 
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1 2

1 2

1 2

2

0

0

L L

L L

L L

Diff

Diff

Diff

A
A

W A

 
=  

⋅  

%

%
 3-12  

with: 

1 2

2

2

2

2

0 0 0 0 0 0

0 0

0

0 0 1 0
,  

0 0 1

0 0

0

L LDiff

Id

Id

A Id
Id

 
 
 
 
 

  = =     
 
 
 
 
  

L

O O O O O O

O O O O O O

O O O O O O
%

O O O O O O

O O O O O O

O O O O O O O

M O O O O O O O

 

1 2L LDiffA% being a M M× matrix. 

3.3.3 Quadratic form of NCDiffL1L2 

The NCDiffL1L2 method output is expressed as: 

( )

( )

( )

( )

2 2 2 2

, 1 , 1 , 2 , 2

1 12

1 2 1 1

, 1 1, 1 , 1 1, 1 , 2 1, 2 , 2 1, 2

1 1

M M

k L k L k L k L

k k

NCDiffL L M M

k L k L k L k L k L k L k L k L

k k

I Q I Q

S W

I I Q Q I I Q Q

= =

− −

+ + + +
= =

   
+ +   

   = + ⋅
   
+ ⋅ + ⋅ + ⋅ + ⋅   
   

∑ ∑

∑ ∑
. 

As such, it can be put in a quadratic form by considering the vector V defined earlier and 

the matrix ANCDiffL1L2: 

1 2

1 2

1 2

2

0

0

L L

L L

L L

NCDiff

NCDiff

NCDiff

A
A

W A

 
=  

⋅  

%

%
 3-13 

with: 
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1 2

1 0 1 0 0 0

0

0

0

1

0

0 0 1

L LNCDiffA

 
 
 
 
 

=  
 
 
 
 
 

L

O O O O O M

M O O O O O

% M O O O O O

M O O O O O

M O O O O O
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being an M M×  matrix. 

3.3.4 Quadratic form of NCML1L2 

The NCML1L2 method, being expressed as 

( ) ( )
2 2

1 2 , 1 , 2 , 1 , 2

1

M

NCML L k L k L k L k L

k

S W I I W Q Q
=

= ⋅ ⋅ + ⋅ ⋅∑ , 

needs a slight modification of the V vector as Vm: 

1, 1 1, 2 1, 1 1, 2 , 1 , 2 , 1 , 2

T

m L L L L M L M L M L M L
V I I Q Q I I Q Q = ⋅ ⋅ ⋅ ⋅ K . 

As such, it can be put in a quadratic form by considering the vector Vm and the matrix 

ANCML1L2: 

1 2

2

2

2

0 0

0

0

0 0

L LNCM M

W

A W Id

W

 
 
 = = ⋅
 
 
  

K

O O M

M O O

L

 

being an M M×  matrix equals to W
2
 times the M M×  identity matrix IdM. 

3.3.5 Quadratic form of COHL1L2 

The COHL1L2 method, being expressed as 

( ) ( )
2 2

1 2 , 1 , 2 , 1 , 2

1

M

COHL L k L k L k L k L

k

S I I Q Q
=

= + + +∑ , 
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needs a slight modification of the V vector as Vc: 

1, 1 1, 2 1, 1 1, 2 , 1 , 2 , 1 , 2

T

m L L L L M L M L M L M L
V I I Q Q I I Q Q = + + + + K . 

As such, it can be put in aquadratic form by considering the vector Vm and the matrix 

ACOHL1L2: 

1 2

1 0 0

0

0

0 0 1

L LCOH
A

 
 
 =
 
 
 

K

O O M

M O O

L

 

being an M M×  matrix. 

3.4 Results 

In this section, the Receiver Operating Characteristics (ROC) curve is used. It is defined 

as the probability of detection Pd as a function of the probability of false alarm Pfa. In the 

specific case investigated herein, the probability of detection is defined as the probability 

to detect the presence of the signal under the H1 hypothesis (signal is actually present). 

On the other hand, the probability of false alarm is defined as the probability to detect the 

presence of the signal under the hypothesis H0 (signal is actually absent). As it is 

customarily the case, Pfa is fixed and used to determine a threshold β such that the 

integral of the noise PDF (PDF obtained under H0) from β to infinity is equal to Pfa. The 

same threshold β is then used to compute Pd, which is the integral of the PDF obtained 

under H1 from β to infinity: 

( )
0/fa S HP f s ds

β

+∞

= ∫  3-14 
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( )
1/d S HP f s ds

β

+∞

= ∫ . 3-15 

Figure 3-9 and Figure 3-10 illustrate graphically Pd and Pfa under Gaussian noise 

conditions. 

 
Figure 3-9: Illustration of the probability of detection under Gaussian noise 
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Figure 3-10: Illustration of the probability of false alarm under Gaussian noise 

3.4.1 Overall performance 

First the overall performance of the proposed acquisition schemes are investigated using 

the simulation parameters described in Table 3-3. 
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Table 3-3: Parameters used to assess the post-correlation methods performance 

C/N0 L1 30 dB-Hz 

C/N0 L2 28.5 dB-Hz 

Noise Variance on L2 Twice the Noise Variance on L1 

TD 1 ms 

Code phase step 0.25 chip 

∆F1 Uniform on [-333.33 ; 333.33] Hz 

∆F2 ∆F1 x f2 / f1 

θ1 θ2 Uniformly distributed on [0 2π] 

Data bit {-1 ; 1} 

Number of trials 100,000 

As mentioned earlier, the signal power of L1 C/A is 1.5 dB above that of L2C. Moreover, 

the L2 CL code is usually zero-padded during the acquisition process. This last point 

results in the coherent integration on L2 to behave as if it was done over half the 

incoming samples. The noise variance on L2 is then twice as large as the noise variance 

on L1. Therefore, one has to be careful when trying to combine L1 C/A and L2 CM 

signals. Indeed as more signal power is present on L1 C/A than L2 CM, the latter should 

have less weight than the former. Assuming a weight of 1 on L1 C/A, a rule of thumb 

leading to the theoretical L2 CM weight to apply is directly related to the relative power 

RC/N0 of the two signals as follows: 

/ 0
/10

10 0.59C NR

eW
−

= ≈  
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As the two noise variances must be considered equal when using the above formula, the 

value of RC/N0 is of 4.5 dB. 

The effect of applying a different weight W to the output of the L2 correlators is 

illustrated in Figure 3-11 for each method investigated. The probability of detection Pd is 

computed as a function of the probability of false alarm Pfa of 0.001. As a means of 

verification, the effect of weighting L2 when using a non-coherent acquisition on L1 only 

(NCL1) is also provided. Obviously, NCL1 acquisition is not affected by W. Note that the 

mathematical expression of NCL1 is: 

( )2 2

1 , 1 , 1

1

M

NCL k L k L

k

S I Q
=

= +∑ . 
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Figure 3-11: Probability of detection obtained by applying different weights to the 

L2 post-correlation outputs for Pfa=1e-3 

As is clearly shown in Figure 3-11, the theoretical weight of 0.59 does not exactly 

correspond to the optimal one of 0.55 found numerically. Indeed, the probability of 

detection observed using a weight of 0.55 is above all the ones obtained with a different 

weight. This can be easily explained by the fact that the theoretical weight found did not 

take into account the ionospheric delay which behaves in this case like an additional 

signal attenuation on L2 and as such calls for a smaller weight than the synchronized L1 

and L2 signals case. Note that the optimal weight is therefore dependent on the 

ionospheric activity but will be kept at 0.55 in the following, assuming the end user has 

no external information available. 
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Figure 3-11 also shows that the NCL1 acquisition does not depend on the weight applied 

on L2 as it was expected. The NCML1L2 acquisition does not depend either on W. Indeed, 

given the mathematical expression of this method, 

( ) ( )
2 2

1 2 , 1 , 2 , 1 , 2

1

M

NCML L k L k L k L k L

k

S W I I W Q Q
=

= ⋅ ⋅ + ⋅ ⋅∑ , 

it is clear that by applying W on L2, it also affects L1. As such, the effect of weighting L2 

is cancelled. Note that the NCL1L2 and COHL1L2 methods have the same performance as 

the NCL1 acquisition if W is set to zero. This was expected as both the COHL1L2 and 

NCL1L2 mathematical expressions are reduced to the NCL1 mathematical expressions if W 

is equal zero. Finally, COHL1L2 shows lower performance than NCL1 if W is set above 

zero. This phenomenon is explained by the fact that the phase offset between L1 and L2 

is unknown. The coherent summation of L1 C/A and L2 CM can then be destructive if 

the phase offset is equal to π, and details on this point are provided later in this section.   

Once the optimal weight of 0.55 has been determined, the overall performances of all the 

proposed methods are assessed using the parameters presented in Table 3-3. At this point, 

results are presented through the Receiver Operating Curve (ROC), defined earlier. Note 

that the ROC curve obtained is the equivalent of the one a receiver would have if it had 

no access to any external information.  

Figure 3-12 shows the results obtained for each acquisition method. It clearly shows the 

advantage of combining L1 and L2 signal using the NCL1L2, the NCDiffL1L2 or the 

DiffL1L2 methods. Note that whereas the DiffL1L2 method seems to show worse 
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performance than the NCL1 method, it actually offers better probabilities of detection for 

small probabilities of false alarm which represents an important area of interest. Indeed, 

all of these methods outperform the probability of detection obtained using a non-

coherent acquisition on L1 only. However, the COHL1L2 and NCML1L2 methods have an 

overall probability of detection worse than the NCL1 method. 

 
Figure 3-12: Receiver Operating Curve (ROC) for the different methods proposed. 

In the case of the COHL1L2 method, the degradation observed is explained by the fact that 

no information on the signal phase or the data bit boundaries was available to the 

receiver. As such, if both signals had the same initial phase but the data bits transmitted 

on L1 were of the opposite sign to those transmitted on L2, adding the two signals 
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coherently would destroy the signal component. Similarly, if both signals have the same 

data bit sign but are out of phase by π, the coherent summation will result in a 

degradation of the total signal power. Finally, even if both signals have the same data bit 

and initial phase error, the different residual Doppler frequency will result in a phase shift 

between the two signals over time, which itself will result in a signal degradation during 

the coherent summation of the L1 and L2 correlator outputs. Figure 3-13 illustrates the 

degradation that will be observed for each non-coherent summation M as a function of 

the residual Doppler frequency error. Note that the relative initial phase difference 

between L1 and L2 signals was set to zero. 

 
Figure 3-13: Degradation observed on the coherent summation of L1 and L2 post-

correlation outputs for each millisecond as a function of L1 Doppler residual 



66 

 

The NCML1L2 method is also dependent on the frequency error through the multiplication 

of the two sinc functions. However, the greatest bottleneck of this method does not come 

from any remaining errors on the signals. Indeed, due to the multiplication, weighting the 

L2 post-correlation output is useless therefore it cannot take advantage of the fact that the 

L2 signal has a signal power 1.5 dB lower than L1 C/A and twice its noise variance at the 

correlator output. 

3.4.2 Effect of the residual Doppler frequency error 

In order to confirm the above results and explanations, another series of simulations was 

performed using the parameters listed in Table 3-4. In this case, assessing the effect of 

the residual Doppler frequency on the acquisition schemes was attempted. In order to do 

so, all of the data bit transitions and any initial phase errors were manually removed. 
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Table 3-4: Simulation parameters used to assess the effect of the frequency error on 

the acquisition schemes 

C/N0 L1 30 dB-Hz 

C/N0 L2 28.5 dB-Hz 

Noise Variance onL2 Twice the Noise Variance on L1 

TD 1 ms 

Code phase step 0.25 chip 

∆F1  From -333.33 to 333.33 Hz 

∆F2 ∆F1 x f2 / f1 

θ1  0 

θ2 0 

Data bits 1 

Pfa 0.001 

Number of trials 100,000 

Figure 3-14 illustrates the results obtained as a function of the residual Doppler frequency 

error on L1. Note that, as mentioned earlier, the Doppler errors on L2 are related to the 

Doppler errors on L1 by the ratio f2 / f1. It is observed that the two methods that are the 

most affected by a residual Doppler error are the DiffL1L2 and the NCDiffL1L2. This last 

point can be surprising as both the non-coherent method and differential method taken 

separately aim to get rid of the residual dynamics. As such, they are only dependent on 

the Doppler error term through the sinc function. However, a simple rearrangement of the 

NCDiffL1L2 equation can easily explain this behaviour, namely 
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From the above equation, it is clearly evident that the NCDiffL1L2 implies a coherent 

summation of two successive post-correlation outputs on the same frequency. As such, 

the coherent integration time for this summation is 2 ms and so the resulting Doppler bin 

size must be divided by two compared to the one millisecond case to avoid large signal 

degradation. The maximum Doppler residual error should then be reduced to about 

165 Hz. Note that, if the maximum Doppler error on L1 is 165 Hz then the maximum 

Doppler error on L2 is only 128 Hz. Similarly, a maximum Doppler error of 165 Hz on 

L2 corresponds to a maximum Doppler error on L1 of 211 Hz. With 165 Hz and 211 Hz 

Doppler errors on L2 and L1 respectively, both L1 and L2 coherent summations show a 

strong degradation resulting from the combined acquisition proposed. Figure 3-14 clearly 

illustrates this effect as the NCDiffL1L2 method begins to experience the strongest 
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degradation in the probability of detection once the residual Doppler error on L1 is about 

215 Hz and performs worse than the NCL1 once the residual Doppler error of L1 is about 

285 Hz. 

 
Figure 3-14: Effect of residual Doppler errors on the different acquisition methods 

A simple mathematical derivation can easily explain the behaviour of the DiffL1L2 

method. Recalling, that  

( )
sin( )

( ) ( ) ( ) cos (2 1)
2

A FT
I k d k R dt FT k

FT

π
π ϕ

π

∆
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∆
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sin( )
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2
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Q k d k R dt FT k
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π
π ϕ
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∆
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∆
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and that 

( ) ( )
/2 /2
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1 2 2 , 1 2 1, 1 2 , 1 2 1, 1 2 , 2 2 1, 2 2 , 2 2 1, 2
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it can be shown that for a specific value of k, the summation 2 , 1 2 1, 1 2 , 1 2 1, 1k L k L k L k L
I I Q Q− −⋅ + ⋅  
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and DiffL1L2 is dependent on the frequency error. 

3.4.3 Effect of the initial phase difference between L1 and L2 

In order to verify that the initial phase difference between L1 and L2 affects only the 

COHL1L2 method, a final simulation was performed using the parameters listed in Table 

3-5. Note that in order to analyze the effect of the relative phase offset only, residual 

Doppler errors and data bits were removed from the simulation. 
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Table 3-5: Simulation parameters used to assess the effect of the initial relative 

phase error between L1 and L2 on the acquisition schemes 

C/N0 L1 30 dB-Hz 

C/N0 L2 28.5 dB-Hz 

Noise Variance on L2 Twice the Noise Variance on L1 

TD 1 ms 

Code phase step 0.25 chip 

∆F1 0 

∆F2 ∆F1 x f2 / f1 

θ1 0 

θ2 From 0 to 2π 

Data bits 1 

Pfa 0.001 

Number of trials 100,000 
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Figure 3-15: Effect of the relative phase offset between L1 and L2 signals on the 

different acquisition methods 

Results obtained are shown in Figure 3-15. As was expected and explained previously, 

the COHL1L2 method is strongly affected by the relative phase offset as it implies the 

coherent summation of the post-correlation outputs of the L1 and L2 signals. A relative 

phase of π implies that the COHL1L2 method becomes destructive. Indeed, the summation 

involved becomes a subtraction. The fact that the probability of detection for a relative 

phase of π is not null is due to the weight W of 0.55 applied on L2 and the fact that L1 

has more signal power than L2.  

On the other hand, none of the other methods involved such a summation and, as such, 

they are not similarly affected by the relative phase offset between the signals. 
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Obviously, the NCL1L2, DiffL1L2 and NCDiffL1L2 methods involving either a non-coherent 

or differential summation or both are not affected by the relative phase offset.  

Somewhat surprisingly, the NCML1L2 method is affected by the relative phase offset. In 

order to explain this phenomenon, a short derivation is performed. The mathematical 

expression of NCML1L2 is 

( ) ( )
2 2

1 2 , 1 , 2 , 1 , 2

1

M

NCML L k L k L k L k L

k

S W I I W Q Q
=

= ⋅ ⋅ + ⋅ ⋅∑ . 

As it has been shown that weighting L2 has no effect on the probabilities, the term W is 

dropped from the equation for simplicity as 

( ) ( )
2 2

1 2 , 1 , 2 , 1 , 2

1

M

NCML L k L k L k L k L

k

S I I Q Q
=

= ⋅ + ⋅∑ . 

As the residual Doppler frequency error was kept null during this simulation, the 

correlator outputs are reduced to: 

( )1
, 1 ( ) cos 0

2
k L

A
I R dt= ⋅ ⋅  and ( )1

, 1 ( ) sin 0
2

k L

A
Q R dt= ⋅ ⋅  on L1 

and  

( )2
, 2 2( ) cos

2
k L

A
I R dt ϕ= ⋅ ⋅  and ( )2

, 2 2( ) sin
2

k L

A
Q R dt ϕ= ⋅ ⋅  on L2. 

As such, the NCML1L2 mathematical expression is reduced to 
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Using the expressions above, it is readily shown that 
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As shown by the simulations results obtained above, three L1/L2 combining methods 

(namely NCL1L2, DiffL1L2 and NCDiffL1L2) prove to outperform the classic non-coherent 

acquisition performed on L1 only. The following chapter investigates each of these 

methods in detail in terms of their theoretical probability density functions and ROC 

curves. The theoretical results are compared to the probability density functions and ROC 

curves obtained using simulated and real data. 
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Chapter Four: Theoretical analysis of the NCL1L2, 

DiffL1L2, and NCDiffL1L2 combining methods 

This chapter aims to analyze in detail the three best combining methods presented in 

Chapter 3. As such, a theoretical analysis is conducted for the NCL1L2, DiffL1L2 and 

NCDiffL1L2 methods. First, results are presented with 4 ms of incoming data and 1 ms of 

coherent integration. Then, conclusions are presented for 4 ms of incoming data but 2 ms 

of coherent integration time. This last point shows the effect of the coherent integration 

time used on the methods investigated. 

4.1 Theoretical performance 

The theoretical probability density functions under the hypotheses 

• H0 : signal is not present 

• H1: signal is present 

are derived herein. These are then used in Section 4.4 to derive the probabilities of false 

alarm and detection as well as the Receiver Operating Curves used to evaluate the 

performance of each method. 

Based on Equation 2-12, the correlator outputs for L1 C/A can be expressed as: 

( ), 1 1 1 1 , 1( ) cos (2 1) I

k L k LI A k FT k wπ ϕ= ⋅ ∆ − + +  

( ), 1 1 1 1 , 1( ) sin (2 1) Q

k L k LQ A k FT k wπ ϕ= ⋅ ∆ − + +  
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with 

1 1
1 1 1

1

sin( )
( ) ( ) ( )

2

A FT
A k d k R dt

FT

π

π

∆
= ⋅ ⋅

∆
 

and  

2

, 1 , 1 (0, )I Q

k L k Lw w N σ� � . 

Similarly, the L2C correlator outputs can be expressed as: 

( ), 2 2 2 2 , 2( ) cos (2 1) I

k L k LI A k F T k wπ ϕ= ⋅ ∆ − + +  

( ), 2 2 2 2 , 2( ) sin (2 1) Q

k L k LQ A k F T k wπ ϕ= ⋅ ∆ − + +  

with 

2 2
2 2 2

2

sin( )
( ) ( ) ( )

2

A F T
A k d k R dt

F T

π

π

∆
= ⋅ ⋅

∆
 

and  

2

, 2 , 2 (0, 2 )I Q

k L k Lw w N σ� � . Note that all the noise components are uncorrelated. 

4.1.1 NCL1L2 method 

Equation 3-1 can be reformulated as: 

1 2NCL LS X Y= +   

with 
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( )2 2

, 1 , 1

1

M

k L k L

k

X I Q
=

= +∑  

and 

( )2 2

, 2 , 2

1

( ) ( )
M

k L k L

k

Y W I W Q
=

= ⋅ + ⋅∑ . 

Determination of the PDF under H0 

The noise corrupting the output of the correlators being independent, it is evident that 

both X and Y are chi-square distributed random variables with 2M degrees of freedom. 

As such, the PDF of X under H0 is 

1

2 2 2

1
( ) exp

2 ( ) 2 2

M
x x

p x
Mσ σ σ

−
−   

=    
Γ    

 4-1 

where Г is the Gamma function. Similarly, the PDF of Y under H0 is 

1

2 2 2

2 2 2

1
( ) exp

2 ( ) 2 2

M

y y
p y

Mσ σ σ

−
   −

=    
Γ    

 4-2 

with 2 2 2

2 2 Wσ σ= ⋅ ⋅ . 

Therefore the PDF of the NCL1L2 method under H0 can be expressed as a summation of 

independent chi-square random variables (Simon 2006) as: 
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1
22 1

2

2 2 2 2 2 2 2
02 2

1
2 21

2

2 2 2 2 2 2
02 2 2 2

1 1 (2( 1) )!
( ) exp

2 2 ( 1)! !( 1 )! 2

1 1 (2( 1) )!
exp

2 2 ( 1)! !( 1 )! 2

M M i iM

i

M M i
M

i

s M i s
p s

M i M i

s M i s

M i M i

σσ

σ σ σ σ σ σ σ

σ σ

σ σ σ σ σ σ σ

− −
−

=

− −
−

=

   − − −   
= ⋅      

− − − − −      

     − − −
+ ⋅     

− − − − −     

∑

∑ 2

2

i

 
 
 

 4-3 

and its characteristic function is:  

( ) ( )2 2

2

1
( )

1 2 1 2

M

S
j j

ω
ωσ ωσ

 
 Ψ =
 − ⋅ − 

. 4-4 

Determination of the PDF under H1 

The random variables X and Y become non-central chi-square distributed with 2M 

degrees of freedom and non-central parameters λ1 and λ2 respectively. As such, the PDF 

of X is expressed as 

1

2
1 1

12 2 4

1

1
( ) exp

2 2

M

M

x xx
p x I

λ λ

σ λ σ σ

−

−

   + 
= −           

 4-5 

and the PDF of Y as 

1

2
2 2

12 2 4

2 2 2 2

1
( ) exp

2 2

M

M

y yy
p y I

λ λ

σ λ σ σ

−

−

    +
= −       

     
 4-6 

with  

2
2 1

1 1

1

( )
2

M

k

M A
A kλ

=

⋅
= ≈∑  and 

2
2 2

2 2

1

( )
2

M

k

M A
A kλ

=

⋅
= ≈∑  assuming F∆ , 1dt  and 2dt  are 

small. 
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From this, one can deduce that the PDF of the NCL1L2 under H1 is a summation of two 

independent non-central Chi-Square variables as 

( )

1
2

2
1 2

2 2 2 2

2 1 2

2

2

4

1 2

2 2
0 0

2 1

2 1 22
11 2

1 1
( ) exp exp

2 2 2

( )

! ! ( ) 2

M M

l

i

i l

M i l

s s
p s

sM i l

i l M l

s s
I

λ λσ

σ σ λ σ σ σ

λ σ

λ σ

σ σ λ

σλ σ

−

∞ ∞

= =

+ + −

      − 
= ⋅ − +                

  Γ + +  
  Γ +  

 ⋅
  −  
  ⋅  

       

∑∑

 4-7 

and its characteristic function is:  

( )( )
1 2

2 22 2
22

1
( ) exp exp

1 2 1 21 2 1 2

M

S

j j

j jj j

ωλ ωλ
ω

ωσ ωσωσ ωσ

    
 Ψ = ⋅ ⋅     − −− −     

. 4-8 

4.1.2 DiffL1L2 method 

Once again, the DiffL1L2 mathematical expression shown in Equation 3-2, is broken down 

into two sub-terms according to the two summations it contains: 

1 2DiffL L
S X Y= +  4-9 

( )
/2

2 , 1 2 1, 1 2 , 1 2 1, 1

1

M

k L k L k L k L

k

X I I Q Q− −
=

= ⋅ + ⋅∑  4-10 

( )
/2

2

2 , 2 2 1, 2 2 , 2 2 1, 2

1

M

k L k L k L k L

k

Y W I I Q Q− −
=

= ⋅ ⋅ + ⋅∑ . 4-11 
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The following derivation, regarding the one frequency only differential acquisition, 

namely for the X or Y random variable only, is based on Avila-Rodriguez et al (2005). 

Note that in Equation 4-10 and 4-11, M is even therefore M/2 is an integer. 

The noise corrupting the output of the correlators is independent over time. The real part 

of the L1 correlator output at the k
th

 millisecond is independent to the real part of the L1 

correlator outputs at the (k+1)
th

 millisecond. 

Determination of the PDF under H0 

The product 2 , 1 2 1, 1k L k L
I I +⋅  is a product of independent and identically distributed zero-

mean Gaussian random variables. The PDF of 2 , 1 2 1, 1k L k L
I I +⋅  and 2 , 1 2 1, 1k L k L

Q Q +⋅  , 

according to Simon (2006), is 

2 , 1 2 1, 1 2 , 1 2 1, 1

0 2

2
( ) ( )

k L k L k L k LI I Q Q

z
K

f z f z
σ

πσ+ +⋅ ⋅

 
 
 = =  

4-12 

where K represents the modified Bessel function of the second kind. 

Defining 

2 , 1 2 1, 1 2 , 1 2 1, 1k k L k L k L k L
I I Q Qγ + += ⋅ + ⋅ , 

it is clear that γ is a summation of products of independent and identically distributed 

Gaussian variables. As such, the PDF of γ can be expressed as 
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2 2

1
( ) exp

2k

z
f zγ

σ σ

 −
=  

 
. 4-13 

Additionally, X can now be expressed as: 

/2

1

M

k

k

X γ
=

=∑ . 4-14 

At this point, one makes use of the following propriety of the PDF when confronted to a 

sum of independent random variables: “Given X1 and X2, two independent random 

variables of PDF fX1 and fX2, the PDF of the sum X1+X2 is the result of the convolution of 

the fX1 with fX2.” 

Moreover, a convolution in the time domain is equivalent to a multiplication in the 

frequency domain. As such, it is now possible to express the PDF of X through the 

Fourier transform of the PDF of γk : 

( ) ( )
/2

1

1

( )
k

M

X

i

f x F F f xγ
−

=

 
=  

 
∏ . 4-15 

From the classic Fourier formula: 

( ) 2 2

2t
F e

α σ

α ω
−

=
+

, 

the Fourier transform of the PDF of γk is derived as  

( ) 2 2 4 2

1 1
( ) exp

2 1k

z
F f z Fγ

σ σ σ ω

  −
= =    +  

. 4-16  
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Therefore, the PDF of X can be expressed as 

( )
2

1

4 2

1

1

M

X
f x F

σ ω
−

 
  =   + 
 

. 4-17 

Similarly, it is shown that the PDF of Y is 

( )
2

1

4 2

2

1

1

M

Y
f y F

σ ω
−

 
  =   +   

. 4-18  

Therefore, the PDF of 1 2DiffL L
S X Y= +  is easily shown to be 

( )
1 2

22
1

4 2 4 2

2

1 1

1 1DiffL L

MM

Sf s F
σ ω σ ω

−

 
   =    + +     

. 4-19 

From that point forward, one needs to show that it is possible to perform a partial fraction 

expansion of Equation 4-19: 

( ) ( )
, ,

4 2 4 2
4 2 4 2

12
2

1 1

1 1 1 1

KK K
K i K i

i i
i

a b

σ ω σ ω σ ω σ ω=

     = +    + +    + + 

∑  

with 
2

M
K = . The above is performed using a development similar to Borio (2008) and it 

is shown that the coefficient aK,i and bK,i can be determined using the following 

recurrence relationship ( where δ represents the Dirac function): 



83 

 

, 1 1, 1 2 , 1 1,K K i K K i K K i K ia a a Bθ θ− − − − − + −= + +  4-20 

, 2 1, 1 1 , 1 1,K K i K K i K K i K ib b b Aθ θ− − − − − + −= + +  4-21 

1
1

1, 2 1,

1

( 1)
K

n

K i K n

n

A a i Kθ δ
−

+
− −

=

 
= − + 
 
∑  4-22 

1
1

1, 1 1,

1

( 1)
K

n

K i K n

n

B b i Kθ δ
−

+
− −

=

 
= − + 
 
∑  4-23 

2

1 1,1 2 2

2

a
σ

θ
σ σ

= =
−

 4-24 

2

2 1,1 2 2

2

b
σ

θ
σ σ

= =
−

. 4-25 

Equation 4-19 can then be rewritten as follows: 

( )
1 2

1 1

, ,4 2 4 2
1 1 2

1 1

1 1DiffL L

iiK K

S K i K i

i i

f s a F b F
σ ω σ ω

− −

= =

     
 = ⋅ + ⋅    

+ +         
∑ ∑ . 4-26 

At this point, it is possible to compute the inverse Fourier transform required in Equation 

4-26 using the following derivation: 

( )
1

4 2
4 2

1 1

1 2 1

i j t

i

e
F d

ω

ω
σ ω π σ ω

+∞
−

−∞

  
=  

+   + 
∫  

( ) ( )

0

04 2 4 2

1

2 1 1

j t j t

i i

e e
d d

ω ω

ω ω
π σ ω σ ω

+∞

−∞

 
 = +
 + + 
∫ ∫  
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( ) ( )0 04 2 4 2

1

2 1 1

j t j t

i i

e e
d d

ω ω

ω ω
π σ ω σ ω

−
+∞ +∞

 
 = +
 + + 
∫ ∫  

( )

( )0 4 2

2cos1

2 1
i

t
d

ω
ω

π σ ω

+∞

=
+

∫ . 4-27 

In order to compute the above integral, the following property of the modified Bessel 

function of the second kind is used (Abramowitz & Stegun 1964): 

( )
( ) ( )

( )
10

2 2 2

1
2

cos2
z

x t dt
K x z

x
t z

ν

ν ν ν

ν

π

+∞

+

 
Γ + ⋅  ⋅ ⋅ = ⋅

+
∫ . 4-28 

By rewriting Equation 4-27 as follows, it is finally possible to compute the inverse 

Fourier transform desired: 

( )

( )
1

4 2 0 4 2

2cos1 1

1 2 1

i

i

t
F d

ω
ω

σ ω π σ ω

+∞
−
  

=  
+   + 

∫  

( )
0

4 2

4

2cos1

2 1
i

i

t
d

ω
ω

π
σ ω

σ

+∞

=
 

+ 
 

∫  

4

2

2

1 2

2

i t
t K

ν

ν

ν

σ π
σ

π ν
σ

−  
 
 =

   
⋅Γ + ⋅   
   

 with 
1

2
i ν= + . 
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Therefore, the desired inverse Fourier transform, which also represents the PDF of X that 

is the differential summation performed on L1 only, can be expressed as: 

( )

( )

1 1
2 1 2 2

1 2

21

4 2

2
1

1

i ii

i
i

t
t K

F
i

σ
σ

σ ω π

− + −− +

 
− 

−  

 
 

    
=  

+ ⋅Γ   
. 

4-29 

Similarly, the differential summation performed on L2 only is expressed as 

( )

( )

1 1
2 1 2 2

2 1 2

221

4 2

2

2
1

1

i ii

i
i

t
t K

F
i

σ
σ

σ ω π

− + −− +

 
− 

−  

 
     

  = 
+ ⋅Γ   

. 
4-30 

Finally, the complete PDF under H0 for the DiffL1L2 method is shown to be 

( )
( )

( ) ( )

1 1

2 2
2 1 2 1

, , 21 12 2
1 22 2

2
i i

K
i i

S K i K i
i i

i

s t t
f s a K b K

i
σ σ

σ σπ

− + −

− + − +

   
− −   =    

    
= ⋅ +    

⋅Γ      
∑ . 4-31 

Noticing that the characteristic function of X that is the differential acquisition on L1 is 

the characteristic function of a summation of the product of independent and identically 

distributed zero-mean Gaussian variables, one can express it as (Simon 2006) 

( )
/2

4 2

1

1

M

X ω
σ ω

 
Ψ =  

+ 
. 4-32 

Similarly, the characteristic function of Y is shown to be 

( )
/2

4 2

2

1

1

M

X ω
σ ω

 
Ψ =  

+ 
. 4-33 
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Therefore, making use of the properties of the characteristic functions (Gelb 1974), the 

characteristic function of the DiffL1L2 method under H0 is 

( )
/2

4 2 4 2

2

1 1

1 1

M

S ω
σ ω σ ω

 
Ψ = ⋅ 

+ + 
. 4-34 

 

Determination of the PDF under H1 

Unfortunately, a closed form solution for the PDF of 1 2DiffL LS  could not be determined. Its 

characteristic function was used instead in order to derive the probability of false alarm 

and detection of the DiffL1L2 method. 

However, given the complexity of the derivation, it is assumed that either the Doppler 

removal process is performed perfectly or that the Doppler residual is close from one 

coherent integration to the next, and that the data bit remains unchanged during the 

acquisition period. As such, the outputs of the L1 and L2 correlators are: 

( )1
, 1 1 , 1

ˆ
cos

2

I

k L k L

A
I wϕ= ⋅ +  

( )1
, 1 1 , 1

ˆ
sin

2

Q

k L k L

A
Q wϕ= ⋅ +  

with 

1 1 1
ˆ ( )A A R dt= ⋅  
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and 

( )2
, 2 2 , 2

ˆ
cos

2

I

k L k L

A
I wϕ= ⋅ +  

( )2
, 2 2 , 2

ˆ
sin

2

Q

k L k L

A
Q wϕ= ⋅ +  

with 

2 2 2
ˆ ( )A A R dt= ⋅ . 

Note that 1Â  and 2Â  are independent of k. 

Equation 3-2 can be broken in four different terms such that SDiffL1L2 is expressed as 

follows: 

1 2 1 1 2 2

I Q I Q

DiffL L L L L LS S S S S= + + +  4-35 

( )
/2

1 2 , 1 2 1, 1

1

M
I

L k L k L

k

S I I −
=

= ⋅∑  4-36 

( )
/2

1 2 , 1 2 1, 1

1

M
Q

L k L k L

k

S Q Q −
=

= ⋅∑  4-37 

( )
/2

2 2 , 2 2 1, 2

1

M
I

L k L k L

k

S W I W I −
=

= ⋅ ⋅ ⋅∑  4-38 

( )
/2

2 2 , 2 2 1, 2

1

M
Q

L k L k L

k

S W Q W Q −
=

= ⋅ ⋅ ⋅∑ . 4-39 

Each random variable /

1/2

I Q

LS  expressed in Equations 4-36 to 4-39 is the summation of 

products of two Gaussian variables both non-zero-mean and with identical variance. 
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Therefore, the characteristic function of 1

I

LS  is shown to be (Simon 2006) 

( )
( )

( ) ( )

( )1

2 2 2 2

1 1 1 1

/4 4 24 2

ˆ ˆcos cos1
exp

2 11
I
L

MS

jωλ ϕ λ ϕ σ ω
ω

σ ωσ ω

 −
 Ψ = ⋅

⋅ + +  

 4-40 

with  

2

1
1

ˆ
ˆ

2

M A
λ

⋅
=  

and  

2

2
2

ˆ
ˆ

2

M A
λ

⋅
= . 

Similarly, the characteristic function of 1

Q

LS  is 

( )
( )

( ) ( )

( )1

2 2 2 2

1 1 1 1

/4 4 24 2

ˆ ˆsin sin1
exp

2 11
Q
L
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Making use of the properties of characteristic functions, one can write 
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Regarding L2, a similar development allows the following derivation: 
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From Equations 4-42 and 4-43, the characteristic function of 1 2DiffL LS  can readily be 

expressed as 
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. 4-44 

At this point, the characteristic function of 1 2DiffL LS  can be used to numerically determine 

its probability density function using the following property of the characteristic function: 

( ) ( )
1 2 1 2

1

2DiffL L DiffL L

j s

S Sf s e d
ωω ω

π

+∞

−∞
= Ψ ⋅∫ . 4-45 

Note that the numerical inverse Fourier transform involved in Equation 4-45 was done 

following the method proposed by Requicha (1970). 

4.1.3 NCDiffL1L2 method 

Equation 3-3, representing the non-coherent plus differential L1/L2 combined acquisition 

(NCDiffL1L2) can be reformulated as follows: 
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Equation 4-46 can then be further simplified by defining the following vectors: 
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The mathematical representation of the output of the NCDiffL1L2 becomes: 
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Note that the vectors XL1 and XL2 are independent. 

Moreover, the covariance matrix of XL1 is a ( ) ( )2 2 2 2M M⋅ + × ⋅ +  square matrix and is 

expressed as 
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As 
1LXC  is a real symmetric matrix, it is possible to decompose it using an eigenvector 

decomposition. The matrix of eigenvectors is then orthogonal. The aforementioned 

properties of a real symmetric matrix are summarized for XL1 and 
1LXC through (T being 

the transpose operator): 

1 1L

T

X LC QD Q=  4-49  

1TQ Q−=  4-50 

When projecting XL1 in the orthogonal basis defined by Q, the resulting vector YL1 has a 

diagonal covariance matrix. This can easily be derived as follows ( < ⋅ >  standing for 

expected value): 
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Moreover, the norm of YL1 is equal to the norm of XL1: 

( ) ( )1 1 1 1 1 1
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Similarly, the covariance matrix of XL2 is 
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and it can be decomposed as follows: 

2 2

T

X L
C QD Q=  4-54 

1TQ Q−=  4-55  

2 2
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L L
Y Q X=  4-56  

2 2LY L
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Once again, 2 2 2 2

T T

L L L L
Y Y X X= . 
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The output of the NCDiffL1L2 method can be expressed as a function of the vectors YL1 

and YL2: 

1 2 1 1 2 2

1 1

2 2

T T

NCDiffL L L L L L
S Y Y Y Y= + . 4-58 

Note that YL1 and YL2 are independent of each other and that the elements composing YL1 

or YL2 are independent (both vector having a diagonal covariance matrix). Moreover, the 

variance of the elements of YL1 and YL2 are the elements located on the diagonal of DL1 

and DL2 respectively. 

After the above development, the characteristic functions of 1 2NCDiffL L
S  can readily be 

determined. 

Determination of the PDF under H0 

1 2NCDiffL L
S  is the summation of ( )4 2M⋅ +  central Chi-Square random variables with one 

degree of freedom. Its characteristic function is expressed as 
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∏ . 4-59 

Note that DL1(i) represents i
th

 element of the diagonal of DL1. 
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Determination of the PDF under H1 

1 2NCDiffL LS  is the summation of ( )4 2M⋅ +  non-central Chi-Square random variables with 

one degree of freedom and non-centrality parameters the square of the mean of the 

elements of YL1 and YL2. Its characteristic function is expressed in Equation 4-60 . 
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4.2 Obtaining simulated and real data correlator outputs 

4.2.1 Simulation process 

Once again results are first assessed by means of a simulation. The correlator outputs are 

simulated using a similar process to the one described in Chapter 3. Table 4-1 gives the 

simulation parameters used to generate the L1 correlator outputs whereas Table 4-2 gives 

the simulation parameters used to generate the L2 correlator outputs. 
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Table 4-1: Parameters used to simulate the L1 correlator outputs 

Parameter Value 

C/N0 L1 30 dB-Hz 

T 1 ms 

σ1
2
 equal to σ

2
 

d1(k) Random 1 or -1 

Code Phase Step 1 / 4 chip 

dt1 
Uniformly distributed between 0 

and 1 / 8 chip 

∆F1 
Uniformly distributed 

between -333.33 Hz and 333.33 Hz 

φ1 
Uniformly distributed between 0 

and 2π 
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Table 4-2: Parameters used to simulate the L2 correlator outputs 

Paramter Value 

C/N0 L2 C/N0 L1 – 1.5 

T 1 ms 

σ1
2
 equal to twice σ

2
 

d2(k) Random 1 or -1 

dt2 dt1 + diono 

diono Dependent on VTEC and Map 

VTEC 
Uniformly distributed between 10 TECU 

and 60TECU 

Map Dependent on elevation angle E 

E Uniformly distributed between 0° and 90° 

∆F2 ∆F1 x f2 / f1 

φ2 Uniformly distributed between 0 and 2π 

4.2.2 Correlator outputs from real data 

To validate the simulation, real data was collected. The two signals were collected using 

a L1/L2 antenna and passed through a variable attenuator. The signals were then split 

between a NovAtel L1/L2 RF front end and a NovAtel OEMv3 GPS L1/L2 industrial 

receiver used for C/N0 reference. The C/N0 on L1 during the data collection was 30 dB-

Hz. Finally, the L1/L2 IF signals were stored on the PC performing the acquisition 

methods. 
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Figure 4-1 : Real data collection scheme 

In order to obtain the number of L1/L2 correlator outputs necessary to perform a 

statistical analysis, it is first required to determine the correct code delay and Doppler 

frequency needed. Given the amount of attenuation and to ensure the proper correlation 

peak was found, long coherent integrations were used during this process. Once the initial 

Doppler frequency and code delay were found, 120,000 1-ms correlator output samples 

were obtained from two minutes of IF data. Note that the code delay and correct Doppler 

frequency were followed according to a L1 C/A tracking program running on the side of 

the correlator output creation program. Finally, as the true Doppler frequency was 



98 

 

known, an artificial offset was created in order for a residual Doppler frequency to 

corrupt the data. 

4.3 Verification of the theory 

This section makes use of the theoretical development of the probability density functions 

under H0 and H1 and the probability density function derived from data simulated through 

Equation 2-12, Table 4-1 and Table 4-2, as well as real data obtained according to Figure 

4-1 to verify that theory and practice are coherent. 

4.3.1 NCL1L2 method 

Regarding the NCL1L2 method, Figure 4-2 shows the theoretical PDF compared to the 

simulated PDF. Figure 4-3 shows the theoretical PDF compared to the measured PDF. 

Note that an arbitrary weight W of 0.6 was chosen during this verification process and the 

L1 C/N0 for the simulation chosen was 30 dB-Hz. 
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Figure 4-2 : Probability density functions for the NCL1L2 method using simulated 

data 
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Figure 4-3 : Probability density functions for the NCL1L2 method using real data 

As shown in the above figures, the theoretical PDFs properly match the PDFs obtained 

using real and simulated data. As such, one can safely declare the theoretical model 

verified. 

4.3.2 DiffL1L2 

Regarding the DiffL1L2 method, Figure 4-4 shows the theoretical PDF compared to the 

simulated PDF. Figure 4-5 shows the theoretical PDF compared to the measured PDF. 

Note that an arbitrary weight W of 0.6 was chosen during this verification process and the 

L1 C/N0 for the simulation chosen was 30 dB-Hz. 
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Figure 4-4 : Probability density functions for the DiffL1L2 method using simulated 

data 
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Figure 4-5 : Probability density functions for the DiffL1L2 method using real data 

Note the presence of small discrepancies between the theory and estimated PDFs under 

H1 for the simulated data. These are due to the fact that the theory does not take into 

account the presence of the residual Doppler. It is shown later that, whereas this does 

have an important impact on the Receiver Operating Characteristics (ROC), limiting the 

Doppler error removes the divergence of the theoretical model. As such, the proposed 

theory remains valid for small residual Doppler frequencies. Regarding real data, the 

presence of these discrepancies remains but is unseen on the figure. This is due to the fact 

that the use of real data leads to noisier estimated PDFs and that the Doppler residual was 

kept small during the real data analysis (about 50 Hz) whereas it ranged from -333.33 Hz 
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to 333.33 Hz for simulated data. Apart from this minor difference, one can safely declare 

the theoretical model verified. 

4.3.3 NCDiffL1L2 

Figure 4-6 shows the theoretical PDF compared to the simulated PDF for this method. 

Figure 4-7 shows the theoretical PDF compared to the measured PDF. Again, an arbitrary 

weight W of 0.6 was chosen during this verification process and the L1 C/N0 for the 

simulation chosen was 30 dB-Hz. 

 
Figure 4-6 : Probability density functions for the NCDiffL1L2 method using 

simulated data 
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Figure 4-7 : Probability density functions for the NCDiffL1L2 method using real data 

Once again, the presence of small discrepancies between the theory and estimated PDFs 

under H1 is due to the fact that the theory does not take into account the presence of the 

residual Doppler. However, it is shown later that it does not have an important impact on 

the Receiver Operating Characteristics (ROC). Regarding real data, the presence of these 

discrepancies is undetectable due to noisier estimated PDFs and a small Doppler residual 

(about 30 Hz) ranging from -333 Hz to 333 Hz for simulated data. Apart from this minor 

difference, one can safely declare the theoretical model verified. 
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4.4 ROC curves, comparison and analysis 

In the following, note that the coherent integration length considered is 1 ms and that the 

number of coherent integrations to combine is M=4. 

Prior to any analysis, the optimal weight W applied on L2 must be determined for each 

method. In order to do so, the probability of detection for a fixed probability of false 

alarm of 0.001 was computed for a set of weight values ranging from 0 to 1. Indeed, as 

the signal power and noise variance are larger on L2 and the weight applied on L1 is 1, it 

is expected that the weight to apply on L2 would be smaller than 1. 

As such, Figure 4-8, Figure 4-9, and Figure 4-10 show that the optimal weight to apply 

on L2 for the NCL1L2, the DiffL1L2 and the NCDiffL1L2 methods, respectively. As seen on 

these figures, the optimal weight is similar for each method and has a value of 0.55. A 

weight value of 0 corresponds to the same method performed on L1 only. 
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Figure 4-8 : Theoretical probability of detection as a function of the weight applied 

on L2 for the NCL1L2 method 
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Figure 4-9: Theoretical probability of detection as a function of the weight applied 

on L2 for the DiffL1L2 method 
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Figure 4-10 : Theoretical probability of detection as a function of the weight applied 

on L2 for the NCDiffL1L2 method 

Once the optimal weight is determined, the performance of each method is investigated 

through comparison of its ROC curve with the ROC curves of a non-coherent acquisition 

on L1 only using the same number of milliseconds. As the signal power on L2 is smaller 

than on L1, it is expected that the ROC curves on a non-coherent acquisition on L2 will 

show poorer performance than a non-coherent acquisition on L1. However, it is still 

shown here to underline the improvement brought on over an L2 only acquisition, which 

is most interesting as it removes the need for data bit synchronization. 
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4.4.1 Results for simulated data 

As shown in Figure 4-11 and Figure 4-12, the NCL1L2 method outperformed both the non-

coherent acquisition on L1 only and the non-coherent acquisition on L2 only methods. 

When used to determine the ROC curves, the theoretical model developed in Equations 

4-3 and 4-7 properly matches the estimated ROC obtained through simulation. 

 
Figure 4-11 : Theoretical and simulation estimated ROC curves for the NCL1L2 
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Figure 4-12 : Difference between the NCL1L2 ROC and the ROC obtained for a non-

coherent acquisition on L1 only using simulated data 

Figure 4-13 and Figure 4-14 show the ROC curves obtained through theory and 

simulation for the DiffL1L2. As mentioned earlier, the fact that the Doppler residual 

(simulated between -333 Hz and 333.33 Hz for a 1 ms coherent integration) was not 

taken into account in the theoretical model degrades it greatly. As such, the ROC 

obtained through simulation does not match the ROC obtained through theory. Moreover, 

the performance of this method, while far above a L2 only non-coherent integration, does 

not reach the performance of a L1 only non-coherent acquisition. 
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Figure 4-13 : Theoretical and simulation estimated ROC curves for the DiffL1L2 for  

residual Doppler values ranging from -333.33 Hz to 333.33 Hz 
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Figure 4-14 : Difference between the DiffL1L2 ROC and the ROC obtained for a non-

coherent acquisition on L1 only while limiting the Doppler error to +/- 333.33 Hz 

using simulated data 

However, by limiting the residual Doppler frequency to 100 Hz, both problems are 

solved at once. In this case, the theoretical ROC curve matches the simulated ROC curve 

and the DiffL1L2 method outperforms the non-coherent acquisition done on L1 only. This 

last point is illustrated in Figure 4-15 and Figure 4-16. The ROC curve obtained for the 

new method is above the ROC curve of the L1 non-coherent method only for a small 

probability of false alarm but the whole point of detection is to maximize its probability 

while minimizing the probability of false alarm. As such, one can safely claim that the 

new combined method outperforms the non-coherent acquisition on L1 only. Note that if 

one needs to limit the residual Doppler frequency, the Doppler bin size needs to be 
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decreased. As such, one could use a longer coherent integration time. Therefore, this 

method is recommended for combining sets of longer coherent integration times. 

 
Figure 4-15 : Theoretical and simulation estimated ROC curves for the DiffL1L2 for  

residual Doppler values ranging from -100 Hz to 100 Hz 
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Figure 4-16 : Difference between the DiffL1L2 ROC and the ROC obtained for a non-

coherent acquisition on L1 only while limited the Doppler error to 100 Hz using 

simulated data 

Finally, Figure 4-17 and Figure 4-18 show the results of the NCDiffL1L2 method. Note 

that the small difference visible between the theoretical and estimated ROC curves is 

once again due to the fact that the theoretical model does not take into account the 

residual Doppler frequency corrupting the correlator outputs. 



115 

 

 
Figure 4-17 : Theoretical and simulation estimated ROC curves for the NCDiffL1L2 

method 
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Figure 4-18 : Difference between the NCDiffL1L2 ROC and the ROC obtained for a 

non-coherent acquisition on L1 only using simulated data 

From the above figures, it is clear that the NCDiffL1L2 not only outperform the non-

coherent acquisition performed on L1 only but also the two other L1/L2 combining 

acquisition schemes proposed. This can be observed through the difference between the 

novel method ROC curves with the L1 non-coherent ROC curve (Figure 4-12, Figure 

4-16 and Figure 4-18). Therefore, the NCDiffL1L2 method is recommended for low C/N0 

conditions but, as it is more complex than the others, the NCL1L2 methods would be 

preferable, depending on the computation power available. 
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4.4.2 Results for real data 

A similar analysis to that above is performed when one uses real data to create the output 

of the correlators as shown in Figure 4-1. Figure 4-19 to Figure 4-24 show the ROC 

curves and ROC curve differences obtained for each method. 

 
Figure 4-19 : Theoretical and “real data” estimated ROC curves for the NCL1L2 
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Figure 4-20 : Difference between the NCL1L2 ROC and the ROC obtained for a non-

coherent acquisition on L1 only using real data 

Once again the NCL1L2 method outperforms the L1 or L2 only non-coherent acquisition. 
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Figure 4-21 : Theoretical and “real data” estimated ROC curves for the DiffL1L2 
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Figure 4-22 : Difference between the DiffL1L2 ROC and the ROC obtained for a non-

coherent acquisition on L1 only using real data 

Note that, as the Doppler residual was kept low (about 50 Hz) during the creation of the 

correlator outputs, the DiffL1L2 does not show degraded performance as it was the case for 

the simulation results (Figure 4-13). Once again, as one tries to maximize the probability 

of detection while minimizing the probability of false alarm, the fact that the ROC curve 

of the DiffL1L2 method passes under the ROC curve of the L1 non-coherent acquisition 

has no impact on the validity of this method. 
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Figure 4-23 : Theoretical and “real data” estimated ROC curves for the NCDiffL1L2 

method 
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Figure 4-24 : Difference between the NCDiffL1L2 and the ROC obtained for a non-

coherent acquisition on L1 only using real data 

From the above figures, it is clear that, as was the case for the simulation results the 

NCDiffL1L2 method not only outperforms the non-coherent acquisition performed on L1 

only but also the two other L1/L2 combining acquisitions proposed (see Figure 4-20, 

Figure 4-22 and Figure 4-24). 

4.5 Conclusions for 1 ms coherent integration and 4 ms of incoming 

data 

By combining the GPS signals transmitted in the L1 and L2 frequency bands, one does 

not only take advantage of L1 (higher signal power) and L2 (no need for data bit 

synchronization) but also improves the overall detection capability compared to using 
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only one signal. Of the three methods proposed to combine the L1 C/A and L2C signals 

at the acquisition level, two proved to systematically outperform the legacy L1 C/A non-

coherent acquisition. The first method (NCL1L2) combining the non-coherent acquisition 

on L1 and L2 showed promising performance with the proper weight applied on L2. 

Similarly, the NCDiffL1L2 method combining non-coherent and differential acquisitions 

on L1 and L2 significantly improves the probability of properly detecting the signals. The 

DiffL1L2 method combining differential acquisitions performed on L1 and L2 is strongly 

dependent on the residual Doppler frequency remaining after the Doppler removal 

process. Poor performance was observed when the residual Doppler error varies over the 

whole range of half a Doppler bin size defined by a 1 ms coherent integration 

(-333.33 Hz to 333.33 Hz). However, by limiting the Doppler error to 100 Hz, 

performances are strongly improved and the DiffL1L2 method becomes preferable to the 

non-coherent L1 acquisition. As limiting the Doppler bins size means the possibility to 

increase the coherent integration time, this method is recommended for longer coherent 

integration. Finally, while the NCDiffL1L2 method outperforms the non-coherent L1 

acquisition, it also shows better performance than the other two combining methods. 

However, due to its complexity compared to the NCL1L2 method, one would employ it 

only when sufficient computation power is available. 

4.6 Effect of the coherent integration time 

In order to investigate the effect of changing the coherent integration time on the 

proposed L1/L2 combined acquisition method, similar experiments as for 1 ms coherent 

integration time are performed. As such, this section shows that the theoretical model still 
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holds when the coherent integration time is changed. Results are first presented through 

simulation and then through real data collection. 

4.6.1 Results drawn from simulation 

Once again, the correlator outputs are simulated using a similar process to the one 

described in Chapter 3. Table 4-3 defines the simulation parameters used to generate the 

L1 correlator outputs whereas Table 4-4 defines the simulation parameters used to 

generate the L2 correlator outputs. Note that only the coherent integration time used is 

changed with respect of the simulation process used for 1 ms coherent integration. The 

overall acquisition time being kept to 4 ms, one now uses M=2 in the combined 

acquisition scheme. 
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Table 4-3: Parameters used to simulate the L1 correlator outputs 

Paremeter Value 

C/N0 L1 30 dB-Hz 

T 2 ms 

σ1
2
 equal to σ

2
 

d1(k) Random 1 or -1 

Code Phase Step 1 / 4 chip 

dt1 
Uniformly distributed between 0 

and 1 / 8 chip 

∆F1 
Uniformly distributed 

between -166.66 Hz and 166.66 Hz 

φ1 
Uniformly distributed between 0 

and 2π 
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Table 4-4: Parameters used to simulate the correlator outputs for L2 

Paramter Value 

C/N0 L2 C/N0 L1 – 1.5 

T 2 ms 

σ1
2
 equal to twice σ

2
 

d2(k) Random 1 or -1 

dt2 dt1 + diono 

diono Dependent on VTEC and Map 

VTEC 
Uniformly distributed between 10 

TECU and 60TECU 

Map Dependent on elevation angle E 

E 
Uniformly distributed between 0° and 

90° 

∆F2 ∆F1 x f2 / f1 

φ2 
Uniformly distributed between 0 and 

2π 

 

ROC curves obtained for each method are shown in Figure 4-25. Note that the 

non-coherent acquisition method performed on L1 C/A only or L2 CM only as means of 

comparison uses four incoming milliseconds and a 2 ms coherent integration time. 
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Figure 4-25: ROC curves of the combined method obtained through simulation 

process for a 2 ms coherent integration time 

Note that the discrepancies observed for the DiffL1L2 are due to the fact that the 

theoretical model does not take into account the residual Doppler frequency error. This 

last point becomes even more evident through the use of real data as the Doppler error 

was kept at 50 Hz instead of ranging from -166.66 Hz to 166.66 Hz. 

Figure 4-26 shows the difference between the estimated NCL1L2, DiffL1L2 and NCDiffL1L2 

ROC curves with the classic non-coherent integration acquisition on L1 only ROC curve. 

Analysis on the results is provided for both the simulation and real data cases in Section 

4.6.3. 
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Figure 4-26: Difference between the new combined method ROC curves with the 

non-coherent acquisition on L1 ROC curve 

4.6.2 Results from real data collection  

The same set of real data used previously and obtained as shown in Figure 4-1 is used to 

generate the L1 and L2 correlator outputs with 2 ms coherent integration. Once again the 

overall acquisition time being kept at 4 ms, the post-correlation summation involved in 

the proposed acquisition schemes is composed of two terms (M=2). 

As was the case for the simulation-based analysis, Figure 4-27 shows the different ROC 

curves obtained for each combined method. Note that the non-coherent acquisition 
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method performed on L1 C/A only or L2 CM only as means of comparison uses four 

incoming milliseconds and a 2 ms coherent integration time. 

 
Figure 4-27: ROC curves of the combined method obtained through the use of real 

data for a 2 ms coherent integration time 

Note that the divergence of the theoretical model ROC curves from the estimated ROC 

curves is due to the fact that the Doppler frequency error was not taken into account in 

the theory. Moreover, the divergence through the use of real data is greater than that 

observed with simulation. This comes from the fact that during the simulation process, 

the Doppler residual was uniformly distributed between -166.66 Hz and 166.66 Hz 

whereas it was fixed to 50 Hz while using real data. 
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Figure 4-28 shows the difference between the estimated NCL1L2, DiffL1L2 and NCDiffL1L2 

ROC curves with the classic non-coherent integration acquisition on L1 only ROC curve. 

Once again, analysis on the results is provided for both the simulation and real data cases 

in Section 4.6.3. 

 
Figure 4-28: Difference between the new combined method ROC curves with the 

non-coherent acquisition on L1 ROC curve 

4.6.3 Analysis and conclusions 

As was the case with the 1 ms coherent integration case, combining the GPS signals 

transmitted in the L1 and L2 frequency bands allows to profit from the advantages of L1 

(higher signal power) and L2 (no need for data bit synchronization), and also to improve 

the overall detection capability. Contrary to the 1 ms coherent integration case, the use of 
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2 ms coherent integration reduces the Doppler frequency error range enough such that the 

DiffL1L2 method is no longer negatively affected by this error. As such, each of the three 

combined L1/L2 acquisition methods outperform the common non-coherent acquisition 

applied on L1 C/A only. The NCDiffL1L2 method outperforms the non-coherent L1 

acquisition and also shows better performance than the other two combining methods. 

Finally, due to the smaller range of Doppler error, the DiffL1L2 method now outperforms 

the NCL1L2 combined acquisition scheme. 

The possibility of acquiring GPS signals by combining signals transmitted at different 

frequencies brings an interesting improvement in the acquisition performance. The 

following chapters will take the matter to the next logical step and consider the possibility 

of L1/L2 inter-frequency combinations from a tracking point of view. 
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Chapter Five: Combined L1/L2 tracking scheme for 

weak signal environments 

The next logical step following the acquisition method is to develop a method of dual 

frequency tracking. This chapter presents a new Kalman filter based tracking technique. 

First, the limitations of using a simple L1 aided L2 tracking technique are demonstrated. 

Then, a Kalman filter model is developed to track both L1 C/A and L2C signals 

concurrently while estimating a minimum number of parameters. 

5.1 Motivations  

GPS satellites are orbiting roughly 20,000 km above the surface of the Earth. As such, 

signals undergo a tremendous amount of free space loss before reaching the users. At the 

same time, signals have to go through the ionosphere and troposphere. Whereas all these 

difficulties were taken into account during the design of the system and as such the            

-158.5 dBW of the legacy L1 C/A signal is easily acquired and tracked by receivers under 

open sky conditions. Urban canyons and indoor environments add other challenges 

limiting the scope of the system. 

Indeed, attenuation up to 25 dB or more can easily be encountered under those adverse 

conditions. Common solutions aiming to overcome these difficulties include a significant 

increase in the coherent integration time leading to the well known data bit transitions 

problem (Watson et al 2007). Indeed, as the L1 C/A signal carries the navigation message 
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at 50 Hz, one cannot use coherent integration time longer than 20 ms without using 

Assisted-GPS (use of external information to perform data wipe-off) or performing a data 

bit estimation technique. However, both techniques remain limited either by the 

availability of external information or the user motion and local oscillator stability. 

In this research, a Kalman filter based method carrying the energy combination technique 

to the next stage by using both L1 C/A and L2C signals simultaneously in a combined 

tracking loop method to enhance performance under adverse conditions is presented.  

This chapter is divided as follows: 

• The ionospheric effect is described from a tracking point of view. 

• The effects of the ionospheric errors described are shown through the tracking of 

real data. The tracking schemes presented are basic and used to highlight the 

ionospheric effects. 

• A combined Kalman filter making used of both L1 C/A and L2 CM and CL codes 

is developed. This filter overcomes the ionospheric problem by estimating the 

TEC encountered on the signal path. 

• The Kalman filter is then tested against simulated and real data, including under 

ionospheric scintillation. 
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5.2  Ionosphere and Tracking 

When travelling through the ionosphere, the GPS signal is affected in two different ways. 

First, the code is delayed by a factor proportional to the inverse of the square of the 

transmitted frequency f and the total electron content (TEC, expressed in TEC units 

where 1 TEC unit = 10
16

 el/m
2
) encountered on the signal path: 

TEC
cf

c

16

2
10

3.40
=τ  5-1 

with cτ  representing the code delay in seconds. 

Second, an effect known as phase advance affects the carrier phase of the transmitted 

signal. The signal phase is advanced by the following factor in cycle (Skone 2007): 

TEC
cf

p

1610
3.40

=ϕ  5-2 

with c representing the speed of light. 

Time differentiating Equation 5-2 directly leads to the formula of the frequency shift 

induced by the ionosphere: 

1640.3
10

pi

D

d dTEC
f

dt cf dt

φ
= = . 5-3 

From Equation 5-3, it is clear that the frequency shift induced by the ionosphere is related 

to the change of TEC encountered on the signal path. This change can come from an 

actual change of the TEC contained in the ionospheric layer or from the change of signal 
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path due to satellite motion. Under normal ionospheric conditions (no scintillation), the 

second effect is the most important. 

It has been shown in Chapter 2 that the Doppler effect due to the relative motion on L1 

fD1 can directly be related to the Doppler effect due to the relative motion on L2 fD2: 

1 2

1

2
D D

motion motionf
f f

f
= . 5-4 

This is only true if one’s definition of the Doppler effect only includes the relative motion 

between user and satellite. If one was to define the Doppler effect as the frequency shift 

from the transmitted frequency, this relation does not hold anymore. Indeed, the 

relationship between the ionosphere induced frequency shift is inverse to the above one: 

1 2

2

1
D D

iono ionof
f f

f
= . 5-5 

5.2.1 Tracking L1 and feeding it to L2 

In order to illustrate these two effects, complex I and Q samples were collected under 

open sky conditions. Then the L1 C/A signal was used to track both L1 and L2 GPS 

signals, the principle being simply to track L1 and feeding the output parameters of the 

DLL and PLL tracking loop to L2 tracking. Figure 5-1 represents the equivalent PLL 

tracking loop used. A similar scheme could be drawn in terms of DLL tracking.  
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Figure 5-1: L1 PLL feeding L2 tracking 

Figure 5-2 and Figure 5-3 show the results obtained using real data in terms of L1 and L2 

code discriminator outputs and the L1 and L2 real parts of the prompt correlators, 

respectively. 
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Figure 5-2: L1 and L2 code discriminator outputs 

The code delay caused by the ionosphere can be easily seen in Figure 5-2 as the DLL 

discriminator output of the L2 signal shows an offset of about 0.02 chips. As such, in a 

common DLL scheme, this offset informs the DLL tracking loop that the local code used 

to track the signal is late compared to the incoming code and should be advanced by 0.02 

chips. 
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Figure 5-3: Output of the real part of the L1 and L2 prompt correlators 

The phase advance phenomenon expected should be observable in Figure 5-3 as a lower 

amplitude for the real part of the prompt correlator on L2 compared to the one on L1. 

Indeed, the phase of the local carrier for L1 should be synchronized to the phase of the 

incoming carrier. However, due to the ionosphere induced phase difference between the 

L1 and L2 incoming signals, the phase of the local L2 carrier which is identical to the 

phase of L1, should have an offset with its incoming signal. As such, the visible effect 

would be that the L2 incoming signal power should be shared between the real and 

complex part of the L2 prompt correlator. However, the observed phenomenon is a 

residual carrier frequency error on the L2 signal. This last point is due to the fact that a 

simple phase shift would be observed only if the TEC encountered on the signal path 



139 

 

would not change over time. This does not hold as the satellite motion results in a change 

of signal path through the ionosphere. Therefore if one were to assume the ionosphere to 

be a layer between the satellite and the user, the TEC encountered by the signal would 

directly depend on the satellite elevation and change as the satellite is moving as shown 

in Figure 5-4. This change induces a change in the phase advance observed and as such, a 

frequency shift (Equation 5-3). 

 
Figure 5-4: Effect of satellite motion on signal path through an ionospheric layer 

5.2.2 Tracking L1 and using it as an aid to L2 tracking module 

As shown in Figure 5-2 and Figure 5-3, tracking one of the two signals only and feeding 

the results of the tracking loop to the other deteriorates tracking performance. This effect 

would not be seen if one were to use a similar method for signals transmitted on the same 

frequency such as Galileo E1-B and E1-C. 
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In order to solve the ionospheric problem and be able to track both signals properly, one 

can either track them independently or use one to aid the other. In the following section, 

the possibility of using L1 C/A tracking loop to aid L2C is investigated but a similar 

analysis could be conducted with L2C aiding L1 C/A. The basic principle for the PLL is 

to track L2 while using the scaled Doppler frequency of L1 as aiding data as shown in 

Figure 5-5. A similar process is used for the DLL. 

 

Figure 5-5: L1 PLL aiding L2 PLL 
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Figure 5-6: L1 aiding L2 DLL discriminator outputs 

As shown in Figure 5-6, Figure 5-7 and Figure 5-8, performing aiding on L2 using the L1 

signal overcomes the ionospheric phase shift and code delay problems observed 

previously. Indeed, the DLL discriminator of the L2 signal now converges toward zero 

and the real part of the prompt correlator remains constant. Note that the L2 DLL 

bandwidth was chosen such that the convergence period is long enough to be clearly 

visible on the above figure. In order to show that the ionospheric phase advance was 

completely removed, the real and complex parts of L2 prompt correlator are plotted in 

Figure 5-8 where it can be observed that the signal power is concentrated on the real part 

only. This last point demonstrates that the phase of the incoming L2 signal is tracked. 
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Figure 5-7: L1 aiding L2, real part of prompt correlator outputs 

Unfortunately, while being able to overcome the difficulties created by the ionosphere, 

the aiding technique does not actually combine the two signals. Indeed, it only uses one 

to aid the other tracking. As such, the performance of the method is directly dependent on 

the signal offering the greatest power. 
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Figure 5-8: L1 aiding L2, real and complex parts of L2 prompt correlator output 

A direct analogy of the aiding method would be the measurement of a distance using two 

different tape measures but instead of taking the mean of the measured distances, one 

would use the first measurement to correct the second. In the case at hand, L1 is used to 

aid the L2 tracking loop but the measurements of L2 are never used to aid L1. An actual 

combination of the two signals would use both L1 and L2 measurements to obtain a 

better estimate of the desired quantities. 
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5.3 Development of a Kalman filer based combined L1/L2 tracking 

The Kalman filter developed in this research operates after the L1 and L2 code 

discriminator outputs and phase discriminator outputs have been computed. The goal of 

these discriminators is to estimate the L1 and L2 phase errors and code errors of the local 

signal replicas. The L1 and L2 discriminator outputs are then linked together through the 

designed Kalman filter to estimate the parameters needed to track both L1 and L2 signals 

as shown in Figure 5-9. Using the discriminator outputs as inputs of the Kalman filter 

was first presented by Groves et al (2007) in the context of deep integration of GPS/INS 

and called a non-coherent architecture. 

 
Figure 5-9: Principle of proposed Kalman filter based tracking method  
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5.3.1 Derivation of the observation model 

5.3.1.1 Use of the phase discriminator outputs 

Before describing the parameters estimated, it is important to note that the relationship 

between phase and TEC is: 

TEC
cf

1610
3.40

+= φϕ  5-6 

with ϕ  being the total signal phase in cycles andφ  representing the phase in cycles that 

would be measured if no ionospheric effect was present (i.e. the phase variation in range 

between the satellite and user). 

As such, the total phase variation between two epochs is 

TEC
cf

δδφδϕ 16

1

10
3.40

+= . 5-7 

Assuming that one has achieved phase lock on the signal the quantity represented in 

Equation 5-7 can then be directly related to the average phase error between two coherent 

integrations, i.e. the output of the phase discriminator ϕδ ˆ . Therefore if one were to use 

the atan discriminator due to its convenient auto-normalization properties, this last point 

can be summarized as 

ˆ( ) ( ) / 2P

P

Q
E E atan

I
δϕ δϕ π

 
= =  

 
. 5-8 
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The atan discriminator has its output limited to the interval [-π/2 ; π/2]. As such, ˆδϕ  

being expressed in cycles is limited to [-1/4 ; 1/4]. However, the purpose of the 

discussion at hand is to keep the coherent integration time lower than 20 ms in order to 

avoid the need for data bit estimation or assistance data. As such, even if an error of 

10 Hz in the Doppler frequency was made and a 50 vertical TEC was observed, the error 

created due to the Doppler frequency would be 1.25 rad and the change in phase due to 

the TEC would be about 3.10
-3

 rad. Therefore, the total phase error would still be within 

the interval [-π/2 ; π/2]. 

Finally, by noticing that the average phase variation due to motion is directly related to 

the Doppler, one can write: 

1
1 2

2

f

f
δφ δφ= . 5-9 

Therefore by rewriting Equations 5-7 to 5-9 for the L1 and L2 signals, the following 

relationship can be obtained and used as a measurement model to estimate the phase 

change on L2 due to motion and the variation in TEC encountered on the signal path: 

1

2
1

21
2

12

2

1

2

1

ˆ

ˆ 1

ˆ

1

CM

P

LCL

f

f

f

ionof

f

f

δϕ
δφ

δϕ
δ

δϕ

 
 
  
     =     

      
 
 

 → HXZ =   5-10 
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with 16

1

1

40.3
10P

Liono TEC
cf

δ δ=  and 2δϕ  expressed in cycles. The superscript P is used to 

indicate that the estimated ionospheric effect comes from the phase discriminators 

outputs and as such is limited to [-1/4 ; 1/4]. 

In order to use the phase discriminator outputs properly in a Kalman filter, the 

corresponding covariance matrix of the measurements C must be computed. As L1 and 

L2 are transmitted on different frequency bands, the noise corrupting the discriminator 

output on each frequency is independent. Similarly, as the L2 CM and CL codes are 

orthogonal, the noise corrupting the phase discriminator outputs for the CM and CL 

codes is uncorrelated: 

1

2

2

2

ˆ

2

ˆ

2

ˆ

0 0

0 0

0 0

CM

CL

ZC

δϕ

δϕ

δϕ

σ

σ

σ

 
 
 =
 
 
 

. 
5-11 

 

However, computing the variance of the atan discriminator proves to be challenging. 

Another approach proposed is to compute the variance of the simpler I.Q discriminator 

and compare it to the variance of the atan discriminator obtained through a Monte-Carlo 

simulation. 

As shown in Appendix A, the expected value and variance of the I.Q discriminator can be 

expressed as 

ˆ( ) ( ) ( / 2 )
2

P P P

P

I Q Q
E E E atan

I
δϕ π δϕ

π

 
= = = 

 
 5-12 
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( )2 2 4

ˆ 2

1
ˆ( )

4
N Nvar δϕδϕ σ σ σ

π
= = +  5-13 

with 

T
N

CN

0

2

2

1
=σ  and T being the coherent integration time. 

Once the theoretical value of the variance of the I.Q discriminator was computed, a 

Monte-Carlo simulation was conducted and the variance of the I.Q and atan 

discriminators was obtained and compared to the theory as a function of the C/N0. The 

results shown in Figure 5-10 demonstrate that the theoretical variance for the I.Q 

discriminator matchs perfectly the Monte-Carlo simulation.  

 
Figure 5-10: Variance of the I.Q and atan discriminator as a function of C/N0 
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Moreover, Figure 5-11 shows the difference between the theoretical variance of the I.Q 

discriminator and the simulated variance of the atan discriminator and illustrates that for 

C/N0 higher than 20 dB-Hz, an atan discriminator can be approximated as an I.Q 

discriminator. 

 
Figure 5-11: Difference between the theoretical variance of I.Q and Monte-Carlo 

variance of atan discriminator as a function of C/N0 

Finally, it is important to note that the Kalman filter is optimal for a symmetric noise 

distribution (Gelb 1974). As such, an approximation of the noise corrupting the atan 

discriminator by a Gaussian distribution of mean ˆδϕ  and variance 2

ˆδϕσ  is used. In order 

to verify the validity of such an approximation, the cumulative distribution functions 

(CDFs) of the atan discriminator values, obtained through the Monte-Carlo simulation, 
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are plotted for different values of C/N0 and compared to the corresponding Gaussian 

noise CDFs in Figure 5-12. 

 
Figure 5-12: CDF of atan noise obtained through Monte-Carlo simulation and 

Gaussian noise approximation for different C/N0 values 

Figure 5-13 displays the difference between the CDFs obtained from the Gaussian 

approximation and the CDFs obtained through Monte-Carlo simulations for different 

C/N0 values. The obtained results show that the approximation of the noise corrupting the 

atan discriminator by a Gaussian distribution holds for C/N0 values above 20 dB-Hz. 
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Figure 5-13: Difference between CDF of atan noise obtained through Monte-Carlo 

simulation and Gaussian noise approximation for different C/N0 values 

5.3.1.2 Including the code discriminator outputs 

In order to track the signal, one must not only estimate the phase error through the phase 

discriminator output but also the code error through the code discriminator output. This 

section shows how the L1 and L2 code discriminator outputs can be related between 

themselves and the ionospheric effect. Indeed, like the phase discriminator, the code 

discriminator can be related to the phase error due to motion and the TEC variation. 

First of all, one can express the relationship between the code delay, the range and the 

ionospheric variations for L1 and L2 as: 
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1 1 1

1 1

P Cc c
L L L

f f
d iono iono

f f
δτ δ δ δ= − −  5-14 

1 1
2 1 12 2

2 2

P Cc c
L L L

f f f f
d iono iono

f f
δτ δ δ δ= − −  5-15 

δτ  being the total change in code delay between two epochs in chips, dδ (chip) the 

change in code delay due to motion only, fc the chipping rate. The total ionospheric effect 

expressed in cycles is 

16

1 1

1

40.3
10P C

L Liono iono TEC
cf

δ δ δ+ = . 5-16 

and represents the phase advance created by the ionosphere. The total effect is broken in 

two different parts namely 1

P

Lionoδ  and 1

C

Lionoδ . 1

P

Lionoδ  represents the ionospheric 

effect as it can be detected by the phase discriminator. As such, 1

P

Lionoδ  is in the interval 

[-1/4 ; 1/4 ] cycles and can only observe a fractional part of the ionospheric effect. In 

order for the filter to be able to observe changes in the ionospheric effect possibly larger 

than 1/4 cycles, the second term 1

C

Lionoδ  is introduced. 1

C

Lionoδ  represents the 

remainder of the difference of the total ionospheric effect with 1

P

Lionoδ . As such, 

1

C

Lionoδ  permits to solve for the ambiguity in the ionospheric effect brought forth by 

1

P

Lionoδ . Unlike the phase discriminator, the code discriminator is able to observe the 

total effect induced by the ionosphere is not limited (it actually is limited by the 

correlator spacing but this parameter is large enough to contain the whole effect). Note 

that, even if the ionospheric effect does not change enough from one epoch to another to 
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leave the interval [-1/4 ; 1/4 ] cycles, 1

C

Lionoδ  would still be included in order to correct 

for the initial relative code delay and phase advance between L1 and L2 induced by the 

ionosphere. 

Similarly to the phase variation, the code variation can be related to the code 

discriminator as long as code lock was approximately achieved (i.e. after the acquisition 

process). Therefore, using the popular normalized early-minus-late envelope, the 

following equations can be written: 

( )
2 2 2 2

2 2 2 2
ˆ 1 / 2

E E L L

EL

E E L L

I Q I Q

I Q I Q
δτ

+ − +
= − ∆

+ + +
 (chip) 5-17 

where EL∆ is the distance between the early and late discriminator in chips also referred 

as early-late spacing.  As such, δττδ =)ˆ(E . 

Therefore using Equations 5-10, 5-14, 5-15 and 5-17, a model making use of both phase 

and code discriminators can be derived, namely  
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. 5-18 

As the code frequency is identical on L1 and L2, the code delays differ only by the 

ionospheric effect (no scale factor is required). 

As the measurement vector now includes the code discriminator outputs, the covariance 

matrix CZ of the measurements becomes more complicated as one now needs to compute 

the variance of the code discriminator as well as the covariance between the code and 

phase discriminator in addition to the phase discriminator variance. Any covariance 

between L1 and L2 discriminator remains null as the noise on L1 is independent of the 

noise on L2. Similarly, as the CM and CL codes are orthogonal, any covariance between 

them is null: 
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Regarding the code discriminator variance, an approach similar to that for the 

computation of the phase discriminator variance is taken. An approximation is made that 

the normalized early minus late discriminator has the same properties as the early minus 

late power discriminator. Then the equivalence is verified through a Monte-Carlo 

simulation. The early minus late power discriminator is expressed as (Ward 2006) 
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. 5-20 

Through the computation described in Appendix B, it can be shown that 
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and 

2

ˆ

2 2
2 4

2 2

ˆ( )

2 2
1/ 2 (1 ) 1/ 2 2

(2 ) (2 ) 2

EL
w EL w

EL EL EL

var δτδτ σ

δτ δτ
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=

   ∆
= + − − ∆ − +  

− ∆ − ∆ − ∆  

. 5-22 
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By assuming that lock was achieved and 1.0=∆ EL  such that δτ  is small, the following 

simplified expression can be obtained assuming 0≈δτ : 

EL

EL

wELwarv
∆−

∆
+∆==

2
2)ˆ( 422

ˆ σσστδ τδ . 5-23 

Figure 5-14 shows the effect of assuming that 0δτ =  when computing the variance when 

the actual error is 0δτ ≠ . It assumes the use of a one chip spacing between the early and 

late correlators. As such, the maximum error is 0.5 chips. 

 
Figure 5-14: Effect of assuming that the code error is zero when estimating the 

variance of the early minus late power discriminator 
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As the real code error δτ  becomes greater, the error affecting the estimate of the early 

minus late power discriminator output variance increases. However, for small values of 

δτ  the error introduced in the discriminator variance is negligible. As such, if one were 

to use an early-late correlator spacing of 0.1 chips, the maximum error would be 0.05 

chips and the resulting error on the estimated variance would become negligible. Such 

early-late spacing is commonly referred as narrow correlator and was developed by 

NovAtel in 1992. Apart from solving the problem at hand, the narrow correlator 

technology also results in better performance in terms of multipath mitigation (Van 

Dierendonck et al 1992). 

In order to verify that one can approximate the variance of the normalized early minus 

late envelope discriminator by the early minus late power discriminator, a Monte-Carlo 

simulation was conducted to obtained their respective variances and compare them to the 

theoretical value computed as shown in Figure 5-15. Note that, whereas the code delay 

introduced in the simulation is 0.05 chips and the early late spacing is 0.1 chips, the code 

delay is assumed to be null when computing the discriminator variance using in the 

theoretical variance formula of Equation 5-23. As shown in Figure 5-14, even though the 

zero code delay approximation was made in the computation of the theoretical variance, 

the discrepancy with the Monte-Carlo simulation variance of the early minus late power 

discriminator is negligible. 
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Figure 5-15: Variance of the early minus late power and normalized early minus 

late envelope discriminator as a function of the C/N0  

Figure 5-16 shows the difference between the theoretical variance of the early minus late 

power discriminator and the variance of the normalized early minus late envelope 

discriminator obtained through a Monte-Carlo simulation. It illustrates that for C/N0 

values greater than 20 dB-Hz, the approximation between the two discriminators holds. 
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Figure 5-16: Difference between theoretical variance of the early minus late power 

and Monte-Carlo variance of the normalized early minus late envelope 

discriminator as a function of the C/N0 

Regarding the covariance of the phase atan discriminator and the normalized early minus 

late envelope discriminator, the computation of a specific theoretical value proves to be 

especially difficult as the approximation of these discriminators by the I.Q and early 

minus late power discriminators does not hold for the covariance. This last point is shown 

in Figure 5-17 where the covariance of both pairs of discriminators was determined 

through a Monte-Carlo simulation. However, the inability to determine a theoretical 

value is not of great concern as the Monte-Carlo simulation also shows that the 

covariance of the atan and normalized early minus late envelope discriminators is 

negligible for C/N0 values greater than 20 dB-Hz. 
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Figure 5-17: Covariance of I.Q and early minus late power discriminators and atan 

and normalized early minus late envelope discriminators 

Therefore, the covariance matrix of the measurements can be simplified as 
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Finally, as it was the case for phase measurements, an approximation of Gaussian noise 

can be made. As such, a similar approximation as for the phase discriminator was 
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conducted on the normalized early minus late envelope discriminator. The noise is 

assumed to have a Gaussian distribution of mean δτ  and variance 2

τ̂δσ . Then, the CDFs 

were computed for different C/N0 value for both the Gaussian noise approximation and 

the noise obtained through the Monte-Carlo simulation, as shown in Figure 5-18. Results 

displayed in Figure 5-18 and Figure 5-19 show that the Gaussian noise approximation 

holds for C/N0 greater than 20 dB-Hz. 

 
Figure 5-18: CDF of normalized early minus late envelope discriminator noise 

obtained through Monte-Carlo simulation and Gaussian noise approximation for 

different C/N0 values 
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Figure 5-19: difference between CDF of normalized early minus late envelope 

discriminator noise obtained through Monte-Carlo simulation and Gaussian noise 

approximation for different C/N0 

5.3.2 Derivation of the dynamic model 

As one’s purpose is to be able to track L1 and L2 signals over time, estimating the phase 

error at the end of coherent integrations is not sufficient. Indeed, one actually needs the 

following three parameters to implement a robust Kalman filter based tracking module: 

• 0δϕ  error in the local carrier phase at the beginning of the integration interval 

including the ionospheric effect 

• 0fδ  error in the local carrier frequency at the beginning of the integration interval 
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• 0aδ  phase acceleration error (frequency rate error) at the beginning of the 

integration interval 

Note that:
2

0 0 0
2 6

T T
f aδϕ δϕ δ δ= + ⋅ +  (Petovello & Lachapelle 2006). 

The total number of elements composing the state vector derived from the observation 

model must then be increased from four to six in order to include the frequency error and 

phase acceleration error:  
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Recall that 0δφ  does not include the ionospheric effect. 

In order to take into account the extension of the state vector, the observation model 

design matrix must be extended accordingly: 
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The purpose of deriving a dynamic model is to find the relationship relating the time 

derivative of the state vector to the state vector itself (Gelb 1974): 

WGXFX ⋅+⋅=& . 5-27 

As the frequency is the time derivative of the phase and the phase acceleration is the time 

derivative of the frequency, the following relationships can be written where the terms wi 

refer to the process noise of the model (Details on the process noise model are given later 

in this section): 

clockwf += 00 δφδ &  5-28 

freqwaf += 00 δδ&  5-29 

accwa += 00
&δ . 5-30 

The code Doppler error dδ & can be related to the frequency error fδ &  by converting the 

frequency error from radians to chips through the factor β : 
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0 dd f wδ β δ= ⋅ +& . 5-31 

Therefore, one can express wd as: 

d code clockw w wβ= + ⋅ . 5-32 

β  represents the ratio of the chipping rate to the carrier frequency. In the case at hand, as 

one estimates the L2 frequency error, the conversion is done as 

2

1

1200

cf

f
β = = . 5-33 

Finally, as the time derivative of the ionosphere is not estimated, the following 

relationships are derived: 

1
,

( )
0

P

L
iono p

d iono
w

dt

δ
= +  5-34 

1
,

( )
0

C

L
iono c

d iono
w

dt

δ
= + . 5-35 

The process noise on 1( )P

Ld iono

dt

δ
 is present in order to counteract possible divergences 

between phase and code measurements. As 1

P

Lionoδ  and 1

C

Lionoδ  are part of the same 

quantity 1 1

P C

L Liono ionoδ δ+  which is in turn used to evaluate the total ionospheric effect, 

,iono pw  is mainly present to stabilize the dynamic model and as such,  is considered 

independent of ,iono cw . 
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The dynamic model can then be written as: 

WGXFX ⋅+⋅=& . 5-36 

with 
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. 

It becomes necessary to determine the covariance matrix Q of the process noise defined 

by W : 
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The derivation of the values of the variances of the noise associated to the dynamic 

model is done as follows: 

• clockS  and freqS  depend on the oscillator parameters as they correspond to the 

expected error on the phase and frequency that can occur between updates from 

the observation model. From Brown & Hwang (1992), if one were to assume the 

general two states model presented in Figure 5-20, the clock errors of the receiver 

could be created from white noise components. 

 
Figure 5-20: General two state model describing the clock errors (Brown & Hwang 

1992) 

Assuming that the spectral amplitudes of n1 and n2 are Sfreq and Sclock, Brown & 

Hwang (1992) show that an accurate clock model matching Van Dierendonck et 

al (1984) occurs when 

2 2 10
2  cycles .s

2
clock L

h
S f

−= ⋅  and 2 2 2 -3

2 22  cycles .sfreq LS h fπ −= ⋅ ⋅ ⋅ , 

provided that xp is expressed in cycles, xf is expressed in cycles.s
-1

 and one is 

tracking the L2 signal. As one tries to estimate similar parameters, the same 

values are used in the problem at hand. 
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The parameters 0h  and 2−h  are dependent on the oscillator used as shown in 

Table 5-1. 

Table 5-1 : h-parameters for different types of oscillator (Julien 2005) 

Oscillator parameters 
 

h0 (s) h-1 h-2 (Hz) 

Quartz 2e
-19

 7e
-21

 2e
-20

 

TCXO 1e
-21

 1e
-20

 2e
-20

 

OCXO 8e
-20

 2e
-21

 4e
-23

 

Rubidium 2e
-20

 7e
-24

 1e
-29

 

Caesium 1e
-19

 1e
-25

 2e
-23

 

• accS  depends on the rate of change of the LOS range variation, or the change in 

Doppler. Neglecting user motion, the Doppler for L2 is approximately 4000 Hz at 

the horizon and 0 Hz at the zenith. Moreover, the satellite takes approximately 

two hours from the horizon to the zenith. Thus, the average variation is 0.5 Hz/s 

and is used as the 3σ  point. Thus, a value of 2 2 53.5 10  cycles .saccS
− −= ⋅  is chosen. 

• codeS  corresponds to the expected divergence between the variation of the delay 

for the code and the phase over time (the common change over time being already 

accounted for by clockS  through G) . The only divergence between the code and 

phase comes from the ionosphere and is already taken into account. Therefore, the 

value of this parameter is kept 9 2 15 10  chip .scodeS
− −= ⋅ . 
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• ,iono cS  corresponds to the ionospheric effect variation over time. As a satellite 

takes approximately four hours from the horizon to horizon, the variation of TEC 

encountered on the signal path is mainly due to the satellite motion (assuming no 

scintillation). Assuming a vertical TEC value of 60 TECU, the delay experienced 

by the L2 signal transmitted by a satellite at the horizon is about 48 m whereas the 

delay for a satellite at the zenith is about 16 m. Therefore, the variation is 32 m in 

7200 s, thus around 35 10−⋅ m in 1 s. The final value of ,iono cS  is then set to 

4 2 1

, 7 10  cycles .siono cS
− −= ⋅ . Regarding ,iono pS , it is set to the same values as ,iono cS   

in order to stabilize the dynamic model. 

5.3.3 From the continuous to the discrete time domain 

As the Kalman filter takes place after the code and phase discriminator outputs and so 

after the coherent integration (hereby kept at 20 ms) has been performed, the continuous 

time domain model does not apply. In order to apply the Kalman filter design to discrete 

time signals, one must convert the dynamic model to the discrete domain. The equation 

relating the instant k to the instant k+1 is as follows (Gelb 1974): 

1k k k kX X w+ = Φ ⋅ +  with ( )T

k k kE w w Q⋅ = . 

kΦ  is called the state transition matrix and Qk is the covariance matrix of the wk the 

discrete noise corresponding w. 
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From Grewal and Andrews (2001), the state transition matrix kΦ  transforming the state 

vector at the instant k to the state vector at the instant k+1 can be easily computed for 

time invariant systems from the dynamic matrix F and the time between the two epochs: 

F T

k e
⋅Φ =  5-38 

1k kT t t+= − . 5-39 

In the case at hand T is the coherent integration time used during the tracking module and 

is kept at 0.02 s. As T is small, one can use a Taylor series expansion for Equation 5-38: 

0 !

i
i

k

i

T
F

i

∞

=

Φ =∑  5-40 

where the symbol “!” denotes factorial. 

Given the structure of F as defined above, one can readily show that 3 0F = . Therefore, 

the expression of kΦ  can be simplified to 

2 2

2
k

F T
I F T

⋅
Φ = + ⋅ + . 5-41 

At this point, the following expression for kΦ  can easily be derived: 
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with 
2

1

1200

cf

f
β = = . 

A last step is necessary to convert the dynamic model from the continuous to the discrete 

domain. One needs to convert the covariance matrix TG Q G⋅ ⋅ of the “continuous case” 

process noise G W⋅  to the covariance matrix Qk of the “discrete case” process noise 

expressed by kw . This step is done according to a simple formula provided by Grewal & 

Andrews (2001): 

1

( , ) ( ) ( ) ( ) ( , )
k

T T

k
k

Q t t G Q G t t dτ τ τ τ τ τ
+

= Φ + ⋅ ⋅ ⋅ ⋅Φ + ⋅∫ . 5-43 

In the above formula, ( , )t t τΦ +  is the discrete time domain transition matrix 

transforming the state vector at t to the state vector at t τ+  and τ  represents the time 

elapsed between the instants k and k+1. In the problem at hand, as the state transition 

matrix is time invariant, it was named kΦ  and is used to transform the state vector at the 

instant k to the instant k+1. Similarly, Q and G are time invariant in the model developed 

earlier. Therefore the formula proposed by Grewal & Andrews (2001) reduces to: 
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1k
T T

k k k
k

Q G Q G dτ
+

= Φ ⋅ ⋅ ⋅ ⋅Φ ⋅∫  5-44 

and Qk can be written as 
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K

. 

Finally, the measurement model is repeated here for convenience: 

k k k kZ H X v= ⋅ +  
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. 

5.3.4 Kalman filter equations 

For the reader’s convenience, the author has repeated the equations used by a linear 

Kalman filter as provided by Grewal & Andrews (2001). In the following, ˆ
kX  represents 

the estimated state vector. 

• System dynamic model: 

1 1 1k k k kX X w− − −= Φ ⋅ +  

( )0,k kw N Q� . 
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• Measurement model: 

k k k kZ H X v= ⋅ +  

( )0,k kv N R� . 

• Initial conditions: 

( )0 0
ˆE X X=  

( )0 0 0

T
E X X P⋅ =% % . 

• Independence assumptions: 

( ) 0T

k iE v w⋅ =  for all k and i. 

• State estimate extrapolation: 

( ) ( )1 1
ˆ ˆ

k k kX X− −− = Φ ⋅ + . 

• Error covariance extrapolation: 

( ) ( )1 1 1 1

T

k k k k kP P Q− − − −− = Φ ⋅ + ⋅Φ + . 

• State estimate observational update: 

( ) ( ) ( )ˆ ˆ ˆ
k k k k k kX X K Z H X + = − + ⋅ − ⋅ −  . 



175 

 

• Error covariance update: 

( ) [ ] ( )k k k kP I K H P+ = − ⋅ ⋅ − . 

• Kalman gain matrix: 

( ) ( )
1

T T

k k k k k k kK P H H P H R
−

 = − ⋅ ⋅ − ⋅ +  . 

In the above equation Pk represents the covariance matrix of the error 

( ) ( )ˆ
k k kX X X− − −% �  : 

( ) ( ) ( )( )T

k k kP E X X− = − ⋅ −% % . 

Finally, the initial conditions need to be defined by the Kalman filter designer. As such, 

0X̂  represents the estimate of the initial state vector to the best knowledge possible and 

0P  represents the uncertainty that the designer has over the defined initial estimate of the 

state vector 0X̂ . As one has no information on the initial phase error, Doppler frequency 

error, phase acceleration error and range error, these elements of 0X̂  are set to zero. 

However, the initial error of the ionosphere can reasonably be estimated as the mean 

value that one can encounter at a given latitude. Therefore, for the case at hand (North 

America), this value was fixed to 30 cycles which corresponds to 35 TECU. Regarding 

P0, as the initial phase error could be on the order of a cycle, the variance of the initial 

phase error is fixed to 1 cycle
2
. The uncertainty on the Doppler error is function of the 

coherent acquisition time used. In the case at hand, a 20 ms coherent acquisition was 
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used. As such the maximum error is 16.5 Hz and the element of P0 is set to 270 Hz
2
. The 

uncertainty on the phase acceleration error is kept at 4 cycles
2
.s

-4
 given that one targets 

low dynamics vehicle of about 0.5 m.s
-2

 (the environment being urban canyon 

conditions). The uncertainty on the range error is set depending on the code phase step 

used during the acquisition process. In the case at hand, the corresponding value of P0 is 

set to 0.01 chip
2
. Finally, as one does not know the actual value of the ionosphere but can 

estimate its initial error around 20 TECU, the corresponding value of P0 is set to 

500 cycles
2
. Regarding the estimated ionospheric effect on the phase, the value is set to 1 

cycles
2
 in order for the phase estimate to converge. Therefore : 

0

0

0

0
ˆ

0

0

30

X

 
 
 
 

=  
 
 
 
 

 and 0

1 0 0 0 0 0

0 270 0 0 0 0

0 0 4 0 0 0

0 0 0 0.01 0 0

0 0 0 0 1 0

0 0 0 0 0 500

P

 
 
 
 
 
 
 
 
 

. 

The following chapter presents the results obtained using the Kalman filter based 

combined tracking developed above. Results are shown compared to the standard single 

frequency tracking technique. Data sets with attenuated signals and mild ionospheric 

scintillation are presented. 
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Chapter Six: Results of the L1 / L2 combined Kalman 

filter based tracking method 

This chapter presents the results of the Kalman filter based combined tracking method 

developed in the previous chapter. Results are provided by comparing the Kalman filter 

tracking to the standard single frequency technique. Finally, the proposed method is also 

tested during mild ionospheric scintillations. 

6.1 Results and Analysis 

As a first step toward the validation of the proposed combined L1 / L2 Kalman filter 

based tracking method, a simple simulation process is set up. The purpose of this 

simulation is to verify that the combined tracking is indeed capable of correctly tracking 

and estimating the desired parameters under ideal conditions. Once this necessary 

verification is done, real data tracking is attempted. Results from two real data scenarios 

are presented. First, signals that have been artificially attenuated using a variable 

attenuator are tracked to demonstrate the performance of the new filter as a function of 

signal strength. Second, real data collected during low ionospheric scintillation is tracked 

to demonstrate the ability of the new method to track relative delay changes between the 

L1 and L2C signals. 
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6.1.1 Using simulation process 

In order to verify the proposed tracking method, a simple L1/L2 signal simulator was 

developed. As one wants to test the tracking module presented under ideal conditions, 

errors such as orbital errors, instrumental errors, tropospheric delay, oscillator errors and 

multipath were not implemented. Similarly, the simulator developed is only simulating 

one satellite and does not make use of ephemeris to compute true data bits but considers 

these random. However, the ionospheric errors (phase advance and code delay), Doppler 

effect and realistic C/N0 are considered. The ionospheric error is modeled as a constant 

code delay or phase advance computed from the input TEC value. The Doppler frequency 

is not considered fixed but can change linearly over time and is adapted sample per 

sample. Table 6-1 presents the parameters used to simulate L1 C/A and L2C complex 

samples. 
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Table 6-1 : L1 C/A and L2C Simulation parameters 

General parameters 

PRN 7 

Simulation time 50 s 

Sampling frequency 3 MHz 

TEC 30 TECU 

L1 parameters 

C/N0 45 dB-Hz 

Intermediate frequency 0.12 MHz 

Initial Doppler 1000 Hz 

Doppler rate -0.2 Hz.s
-1

 

L2 parameters 

C/N0 1.5 dB under L1 C/N0 

Intermediate frequency 0.12 MHz 

Doppler L1 Doppler times F2 / F1 

Doppler rate L1 Doppler rate times F2 / F1 

 

Four parameters were considered in order to validate the combined tracking proposed. 

First of all, the tracking capabilities of the Kalman filter are verified through the Doppler 

error, defined as the estimated Doppler frequency minus the true Doppler frequency 

(Figure 6-1). 
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Figure 6-1: Observed Doppler frequency error for L1 and L2 

Another parameter of interest when testing the behaviour of the combined tracking 

method is the code error defined as the estimated code delay output by the Kalman filter 

minus the true code delay given by the simulator. As the code delay is then used to 

estimate the pseudorange between the GPS satellite and the receiver, the code error is 

shown in Figure 6-2 in centimetres. 
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Figure 6-2: Observed code errors in centimetres for L1 and L2 

The third parameter of interest toward the validation of the proposed method and its 

performance is the carrier phase error. Once again, as the final purpose of a GPS receiver 

is to provide possible users with their positions, the phase error is provided in centimetres 

(Figure 6-3). 
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Figure 6-3 : Observed carrier phase errors for L1 and L2 

As illustrated by Figure 6-1 to Figure 6-3, the Kalman filter based combined tracking 

method is able to track both L1 and L2 signals. The Doppler error being close to zero 

shows that the proposed method properly tracked the Doppler frequency of L1 and L2. 

Similarly, the code and carrier phase errors being close to zero proves that the combined 

tracking properly follows the code delay and carrier phase parameters over time. 

Therefore, the proposed method is capable of providing the pseudorange and phase 

measurements for both L1 and L2, necessary for high accuracy positioning. 

Finally, as the proposed method also estimates the ionospheric effect, one can deduce the 

resulting TEC values. In order to verify that the output TEC values of the Kalman filter is 
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correct, the TEC error defined as the difference between the estimated TEC and true TEC 

values is plotted in Figure 6-4. 

 
Figure 6-4 : Observed TEC errors 

The estimated TEC error rapidly converges toward the simulated value of 30 TECUs and 

the error converges toward zero (the Kalman filter was initialized with a value of 10 

TECU). As such, the proposed combined tracking method not only doubles the number 

of observations with respect to common L1 tracking only but also provides the user with 

accurate and rapid estimates of the total electron content encountered on the signal path. 
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6.1.2 Using real data with attenuation 

In order to properly validate the proposed tracking method, the use of simulations is not 

enough. Indeed, as the simulations are usually created by the method’s developer, it is 

common that the model used during the simulation process is also the one in the Kalman 

filter developed. As such, simulation model, measurements and dynamic models match 

and the Kalman filter developed would obviously work.  

To avoid this effect, the use of real data becomes necessary. The data used in the case at 

hand was taken under opened sky conditions and a variable attenuator was used to 

degrade the C/N0 at a rate of 1 dB per second. The data collection scheme is shown in 

Figure 6-5. The L1 and L2 signals are first collected using a dual frequency antenna, then 

passed through the variable attenuator and finally collected by a L1/L2 front-end 

externally clocked by an OCXO oscillator. The oscillator h-parameters are then used in 

the Kalman filter model as mentioned in the previous chapter. Finally, the collected data 

is transferred to a computer executing the Kalman filter based tracking program. 
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Figure 6-5 : Real data collection scheme 

The variable attenuator is set to 0 dB attenuation during the first 30 s and then increased 

by 1 dB/s. The resulting C/N0 profile for L1 C/A over time is shown in Figure 6-6. 
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Figure 6-6: L1 C/N0 profile over time as estimated by an external commercial 

receiver 

In order to evaluate and compare the performance of the proposed Kalman filter based 

tracking, the L1 and L2 signals are also tracked using a standard tracking module as 

presented in Ward (2006). The L1 and L2 single frequency standard tracking modules 

make use of a third order PLL and second order DLL with carrier aiding. The bandwidths 

implemented are 5 Hz for the PLL and 0.05 Hz for the DLL as it is aided by the PLL. A 

narrow correlator spacing of 0.1 chips was used. The coherent integration time was 

20 ms. Regarding L2 standard tracking, both the CM and CL code were merged into one 

code to compute the correlator output. This was easily done as the CM code did not 

transmit data at the time of the experiments. Therefore, the L2 standard tracking module 
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behaves like only one code corresponding to the sum of the CM and CL code. The 

developed Kalman filter tracking does not make use of this but assumes that the CM code 

does transmit data. 

Figure 6-7 and Figure 6-8 show the Doppler frequency as measured by the Kalman filter 

method and the standard tracking method for both L1 and L2. 

 
Figure 6-7 : L1 Doppler as measured by the standard L1 only tracking module and 

the L1/L2 Kalman filter based tracking module 
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Figure 6-8: L2 Doppler as measured by the standard L2 only tracking module and 

the L1/L2 Kalman filter based tracking module 

The Doppler frequencies output by the Kalman filter are smoother than the ones output 

by the single frequency tracking module. The L2 standard tracking module is obviously 

noisier than the L1 tracking module as the resulting L2 CM plus CL code tracked remains 

1.5 dB below the L1 C/A code. 

From the Doppler frequencies, the L1 only standard tracking module seems to track 

longer than the L2 only standard tracking module. This is once again explained by the 

power difference between the two signals. However, the proposed Kalman filter seems to 

be able to keep track of the signals even longer than the L1 single frequency tracking 

module. In order to confirm this impression and quantify the sensitivity of the combined 
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tracking technique with respect to the single frequency tracking technique, the phase lock 

indicators defined by Van Dierendonck (1996) are computed and shown in Figure 6-9 

and Figure 6-10. The phase lock indicators for L1 and L2 for the Kalman filter based 

tracking are derived from the real and imaginary parts of the L1 and L2 correlator outputs 

respectively using the following formula: 

( )
( ) ( )

( ) ( )

2 2

1 1

2

1 1

M M

P P

i i

M M

P P

i i

I t i Q t i

PLI t

I t i Q t i

= =

= =

   
+ − +   

   =
   

+ + +   
   

∑ ∑

∑ ∑
. 6-1 

As such, the phase lock indicators derived from the proposed combined tracking are 

different for L1 and L2 since the noise and the phase errors on L1 are different from the 

noise and phase errors on L2. 
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Figure 6-9 : Phase lock indicator computed on the L1 C/A signal for the L1 only 

standard tracking module and the Kalman filter based tracking  
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Figure 6-10 : Phase lock indicator computed on the L2 CM + CL signal for the L2 

only standard tracking module and the Kalman filter based tracking  

As shown through the computation of the phase lock indicators, the proposed Kalman 

filter based combining method has a sensitivity 5 dB greater than the L1 single frequency 

tracking module and 5.8 dB greater than the L2 single frequency tracking module. This 

means that by using the combination of both L1 and L2 signals and not L1 aiding L2, one 

is able to increase the sensitivity of its tracking loops. The above results are consistent 

with previous studies (Psiaki 2001, Psiaki & Jung 2002, Humphreys et al 2005, Petovello 

& Lachapelle 2006, Yu et al 2006). For instance the tests performed by Petovello et al 

(2008) show that a L1 C/A single frequency Kalman filter based tracking brings 4 dB 

sensitivity improvement compared to the standard tracking module (using the same PLL 

and DLL loops parameters as here). As such, the benefit of combining L1 C/A with L2C 
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is underlined by an additional 1 dB sensitivity improvement compared to a single 

frequency Kalman filter based tracking module. 

Moreover, the proposed method not only permits tracking of both signals at once with a 

greater sensitivity than standard single frequency tracking loops but also outputs an 

estimated value of the TEC encountered on the signal path. The estimated TEC is shown 

in Figure 6-11 as a function of time. As a means of comparison, the estimated TEC 

obtained from GSNRx
TM

 (GNSS Software Navigation Receiver), a software receiver 

developed by the PLAN ( Position Location And Navigation) group (Petovello et al 

2008), and from a NovAtel OEMV-3 (both L2C capable) are presented. The TEC values 

are derived from carrier smoothed pseudoranges for both GSNRx
TM

 and the NovAtel 

receiver. 
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Figure 6-11 : Estimated TEC values encountered on the signal path as a function of 

time 

However, even if the above values are in accordance with each other, they do not match 

the vertical TEC value of 8.9 TECU generated by the International GNSS Service (IGS). 

Indeed, the TEC values generated by the NovAtel receiver, GSNRx
TM

 receiver or 

Kalman filter based tracking method are corrupted by the satellite and receiver 

instrumental biases. Appendix C shows how it is possible to correct for the satellite bias 

using the TGD parameter provided in the broadcast ephemeris and how one can estimate 

the receiver instrumental bias and ionospheric effect if two or more L2C satellites are 

tracked. An estimate of the receiver instrumental bias of 12.8 nanoseconds, derived in 

Appendix C using data collected two weeks before the above data collection with 
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attenuation was computed. Since the instrumental biases are almost constant over time, 

the same value was used for correcting the TEC values shown in Figure 6-11. The 

satellite elevation was then computed to determine the vertical TEC and compare it to the 

IGS generated value, as shown in Figure 6-12. 

 
Figure 6-12: Satellite and receiver bias free vertical TEC values derived from the 

Kalman filter based tracking and compared to the IGS generated values 

As this data set was collected under quiet ionospheric conditions, the ionospheric effects 

disturbing the L1 and L2 signals are also constant over time. As such, the TEC 

encountered on the signal path is also almost constant (barely changing due to satellite 

motion) which represents ideal conditions for the method developed herein. However, it 
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is well known that the TEC can vary quickly during iosnopheric scintillation events. This 

is discussed in the following section. 

6.1.3 Kalman filter based tracking under scintillations 

6.1.3.1 Presentation of the scintillation effect 

Solar activity is not constant in time, but varies according to a cycle of eleven years. As 

the sun’s activity increases, it is said to enter a period of solar maximum. During this 

period of high activity, the Earth’s ionosphere becomes denser and thicker as it reacts to 

the intensified far ultraviolet spectrum of the sun. The sun ejects billion of tons of plasma 

through the solar flare phenomenon which in turn produces magnetic storms and 

ionospheric storms in the Earth’s ionosphere. During such events, the ionosphere’s TEC 

does not remain constant but changes according to the incoming plasma creating 

irregularities in the TEC (Klobuchar 1996). These irregularities can cause diffraction and 

scattering of radio signals when passing through the ionosphere. The resulting signals 

present random temporal fluctuations in amplitude and phase when they are captured by a 

receiver antenna on the surface of the Earth. It is these random amplitude and phase 

fluctuations which are collectively known as ionospheric scintillation (Klobuchar1996). 

6.1.3.2 Obtaining real data containing ionospheric scintillation 

Whereas the sun’s activity was not in a period of solar maximum at the time of writing of 

this thesis, it was slowly drifting toward it and should reach this state in two to four years 

time. However, intense solar outbursts have been known to occur during below average 

solar cycles and especially on the up-side slope of solar activity. 
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The data used herein were collected by Aiden Morrison, PhD candidate in the PLAN 

group at the time of writing. The data were collected at Eureka, Nunavut, Canada located 

at latitude 79°58′59″N and longitude 85°56′59″W between October 6 and November 28, 

2008. Scintillation events were confirmed by an Ionospheric Scintillation Monitor 

Receiver (Beach & Kintner 2001). Since the data were not collected during a solar 

maximum, it is not expected to contain fast varying strong scintillation. 

6.1.3.3 Processing the data using the Kalman filter based tracking 

In the following, the combined L1 / L2 Kalman filter based tracking module is used to 

process the above data. 

First the estimated TEC values as output by the Kalman filter and the GSNRx
TM

 software 

receiver are shown in Figure 6-13. Once again, the TEC values derived from GSNRx
TM

 

make use of carrier smoothed pseudoranges. 
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Figure 6-13 : TEC values output by the Kalman filter tracking and GSNRx™ 

smooth pseudorange during scintillation 

The TECs encountered along the signal path do not remain constant as it was the case for 

real data collected during a quiet day. On the contrary, the TEC values vary slowly as the 

signals pass through large irregularities in the ionosphere. 

Once again, even if the TEC encountered on the signal path matched for GSNRx
TM

 and 

the Kalman based tracking, they are far from the IGS generated value of 5.3 TECU, as 

shown in Figure 6-14.  The latter is smooth and more than likely a poor estimate of the 

real ionosphere over Eureka due to the lack of data in the proximity of Eureka used in the 

IGS model. As such, the computed TEC values are corrected according to Appendix C 

and results are shown in Figure 6-14. Note that the same receiver delay was used even if 
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the above data was taken almost two months later. Indeed, only one L2C satellite was 

present in the Eureka data set. Therefore, it is possible that a receiver bias is still present 

in the so-called corrected vertical TEC values. 

 
Figure 6-14: Satellite and receiver biases free vertical TEC values derived from the 

Kalman filter based tracking and compared to the IGS generated values 

One of the effects of the fast ionospheric scintillation being temporal fluctuations in the 

signal amplitude, the C/N0 for L1 is estimated and shown as a function of time in Figure 

6.15. The L1 C/N0 does not stay constant over time but varies according to the satellite 

motion. As the satellite slowly drifts away from zenith, the C/N0 decreases. However, an 

odd spike in the C/N0 can be seen at about 784 s. This spike could be the result of a fast 

varying irregularity, resulting in an increase in the amplitude of the L1 signal. Indeed, the 
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L1 was probably diffracted and recombined additively. In order to confirm this effect, a 

zoom around the 784 s is done on the graph of the TEC values. Figure 6-16 presents the 

slant TEC values estimated as well as the L1 C/N0 estimated at epoch 784 s. 

 
Figure 6-15 : Estimated L1 C/N0 values as a function of time 
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Figure 6-16: Estimated TEC values and C/N0 during rapidly varying scintillation  

The observed increase in the estimated C/N0 is synchronized with a rapid decrease in the 

TEC encountered on the signal path. This corresponds to a boundary of one of the 

ionospheric irregularities with a rapid change in TEC. As such, the developed Kalman 

filter based tracking is capable of tracking during slow and rapid changes of TEC values 

encountered along the signal path, and, as such through at least minor scintillations 

events. 

6.2  Conclusions 

In this chapter, the possibility of combined tracking of signals transmitted on different 

frequencies was discussed. The main problem with inter-frequency combination lays in 
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the frequency dependent effects induced by the ionosphere, resulting in an additional 

code delay and phase advance different for each signal. As such, it has been shown that 

using one signal only to track both L1 C/A and L2C is not possible as it results in a 

residual Doppler frequency error and a bad synchronization of the local code. In order to 

solve these difficulties, one can either track each signal independently or use one signal 

to aid the other. However, neither of these solutions actually combines the signals as they 

do not make use of both signals to obtain better estimates of the desired parameters and 

as such, the tracking performance is limited to the signal of greatest power. Therefore, a 

Kalman filter based tracking method combining the outputs of the phase and code 

discriminators and aiming to estimate the TEC variation on the signal path was proposed. 

Moreover, as this method uses the outputs of the discriminators, a complete derivation of 

the statistical properties of the I.Q and early minus late power discriminators was done 

and presented in Appendices A and B. The obtained mean and variance were used to 

approximate the popular auto-normalizing atan discriminator and normalized early minus 

late envelope. The fact that one can approximate the noise corrupting the discriminators 

as Gaussian was demonstrated. The implemented Kalman filter based tracking is able to 

outperform the single frequency tracking on L1 and L2. The sensitivity of the novel 

method is 3 dB above L1 standard tracking and 4.5 dB above L2 standard tracking 

provided that the single frequency tracking modules have a PLL bandwidth of 15 Hz and 

a DLL bandwidth of 0.5 Hz with carrier aiding for a static receiver under attenuation. As 

a by-product of the combined tracking, the TEC encountered along the signal path is also 

estimated. As such, it was shown that the Kalman filter tracking also provides a fast and 

accurate estimate of the TEC when corrected for the satellite and receiver instrumental 
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biases. Finally, the proposed Kalman filter based tracking method is able to track through 

at least minor scintillations. 
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Chapter Seven: Conclusions, recommendations and 

future work 

7.1 Conclusions and recommendations 

7.1.1 Combined acquisition 

By combining the GPS signals transmitted on the L1 and L2 frequency bands, one can 

not only profit from the advantages of L1 (higher signal power) and L2 (no need for data 

bit synchronization) but also improve overall detection capability compared to using only 

one signal. Of all the different methods proposed to combine L1 C/A and L2C signals at 

the acquisition level, three proved to outperform the legacy L1 C/A non-coherent 

acquisition. Two are independent of the residual Doppler frequency errors and relative 

phase between L1 and L2 correlator outputs whereas the last one has performance related 

to residual Doppler frequency error. For the first method, namely NCL1L2, combining the 

non-coherent acquisition on L1 and L2 showed promising performance when the proper 

weight is applied on L2. An improvement of 8 % in terms of probability of detection 

compared to the standard non-coherent acquisition on L1 only was observed. Similarly, 

for the NCDiffL1L2 method, combining non-coherent and differential acquisitions on L1 

and L2 significantly improved the probability of properly detecting the signals. An 

improvement of 16 % is expected for the NCDiffL1L2 method. The DiffL1L2 method of 

combining differential acquisitions performed on L1 and L2 is strongly dependent on the 

residual Doppler frequency remaining after the Doppler removal process. Poor 
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performance was observed when the residual Doppler error varies over the whole range 

of half a Doppler bin size defined by a 1 ms coherent integration (0 Hz to 333.33 Hz). 

However, by limiting the Doppler error to 100 Hz, performance is greatly improved and 

the DiffL1L2 method showed an improvement of 20 % compared to the non-coherent L1 

acquisition. Similar conclusions can be drawn for the case where integration times longer 

than one millisecond were used. Because limiting the Doppler bin size allows for 

increased coherent integration times, the DiffL1L2 is recommended for longer coherent 

integration. Indeed, two milliseconds of coherent integration proved to reduce the range 

of the residual Doppler error such that the DiffL1L2 method is no longer negatively 

affected by this error. Finally, while the NCDiffL1L2 method outperforms the non-

coherent L1 acquisition, it also shows better performance than the other two combining 

methods. However, due to its complexity compared to the NCL1L2 method, one would 

employ it only when appropriate computational power is available. 

7.1.2 Combined tracking 

Combining tracking of signals transmitted on different frequencies was demonstrated. 

The main problem in inter-frequency combination lies in the frequency dependent effects 

induced by the ionosphere resulting in code delay and phase advance.  Using one signal 

only to track both L1 C/A and L2C is not possible as it results in a residual Doppler 

frequency error and a bad synchronization of the local code. In order to solve for these 

difficulties, one can either track each signal independently or use one signal to aid the 

other. However, neither of these solutions actually combine the signals as they do not 

make use of both signals to obtain better estimate of the desired parameters.  Therefore, a 
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Kalman filter based tracking method combining the outputs of the phase and code 

discriminators and aimed at estimating the TEC variation on the signal path was 

proposed, implemented and tested. The I.Q and early minus late power discriminator 

means and variances were used to approximate the means and variances of the atan and 

normalized early minus late envelope discriminators. It was shown that one can safely 

approximate the noise corrupting the discriminators as Gaussian for C/N0 above 20 dB-

Hz. The sensitivity of the novel method is about 3 dB above L1 standard tracking and 

4.5 dB above L2 standard tracking provided that the single frequency tracking modules 

have a PLL bandwidth of 15 Hz and a DLL bandwidth of 0.5 Hz with carrier aiding. As a 

by-product of the combined tracking, the TEC encountered on the signal path is also 

estimated. However, the TEC values estimated by the Kalman filter remain corrupted by 

the satellite and receiver instrumental biases. To counteract this problem, it was shown 

that by tracking two or more Block IIR-M satellites at once using the Kalman filter based 

tracking algorithm, it was possible to correct for the satellite instrumental bias through 

the navigation message parameters and then estimate the receiver instrumental bias and 

vertical TEC. As such, the Kalman filter based tracking can also provide a fast and 

accurate estimate of the TEC if two or more satellites are tracked (provided that the two 

satellites tracked experience different levels of ionosphere effect). Finally, it was shown 

that the proposed Kalman filter combined based tracking method is able to track through 

at least minor scintillation. 
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7.2 Future work 

7.2.1 Combined acquisition 

The combined acquisition methods proposed in this research were applied on similar 

signals in terms of chipping rate and modulation. Indeed, both signals used a 1.023 MHz 

code frequency and a BPSK modulation. With the development and modernization of 

new GNSS signals, new horizons are opening in terms of signal combinations at the same 

frequency and at different frequencies. For instance, GPS is currently undergoing the 

implementation of another signal on the L5 frequency band. This new signal has a 

transmitted power and a chipping rate higher than the L1 C/A signal. Moreover, it is 

composed of a data channel on the in-phase component and a pilot channel on the 

quadra-phase component through a QPSK modulation. Therefore, the possibility of 

combining L1 C/A, L2C, L5 data and L5 pilot could be considered through both inter-

frequency and intra-frequency combinations. Another example is Galileo, which is 

predicted to be operational in 2013. This system will be made of signals transmitted over 

three frequency bands. With the arrival of new frequencies, the combined acquisition 

technique proposed in this research could be extended to include more than two 

frequencies. However, most of the new signals include new modulations changing the 

shape of the auto-correlation function. As such, the methods developed during this 

research would need to be adapted and investigated. 
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7.2.2 Combined tracking 

The proposed Kalman filter based combined tracking algorithm presented in this research 

makes use of the L1 C/A, L2 CM and L2 CL signals. For instance, the phase 

discriminator used herein is a Costas discriminator as it is insensitive to 180° phase 

reversal in the signal, which occurs as the data bit sign changes. The use of a Costas 

discriminator is required for signals with data bits, but it lowers the PLL tracking 

threshold by 6 dB compared to a pure PLL. However, as L2 CL is a pilot channel, it does 

not contain data bits and a pure (four quadrants) discriminator such as atan2, as presented 

in Julien (2005) or Macabiau et al (2003), could be applied to this channel. Moreover, the 

coherent integration time does not need to be limited to the data bit length for a pilot 

channel. In light of the above, the proposed Kalman filter could be improved to include 

the use of a pure discriminator and longer coherent integration time for the L2C pilot 

channel. This assumes the possibility of using asynchronous observations on L2 CL, L1 

C/A and L2 CM. 

The proposed Kalman filter based tracking should then be used to obtain pseudorange 

and phase measurements and compute the receiver position. Once again, results should be 

expressed in terms of improvement compared to standard single frequency tracking. As 

was the case for the combined acquisitions, the possibility of tracking signals on more 

than two frequencies at once needs to be considered. In particular, the use of three 

frequencies (L1, L2, L5 for GPS and L1, E5a, E5b for Galileo) would deliver more 

observations to process with the Kalman filter. Therefore, it is expected to reach better 

performance than that observed during this work while providing a better estimate of the 
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inter-frequency delays which can in turn be used to estimate the ionosphere and receiver 

instrumental biases. 
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Appendix A: Derivation of I.Q phase discriminator 

expected value and variance 

From Van Dierendonck (1996), the real and complex part of the prompt correlator can be 

expressed as  

( ) ( ) ( ) IP nscoRT
N

C
DfTncsiI +∆= δφτπ

0

2  A-1 

( ) ( ) ( ) QP nnsiRT
N

C
DfTncsiQ +∆= δφτπ

0

2  A-2 

f∆ being the frequency error, T the coherent integration time, D the data bit, R the auto-

correlation function, τ  the code error and δφ  the phase error. 

 QIn /  represents the Gaussian noise corrupting the real and complex part of the correlator 

respectively and has the following properties: 

1)()( == QI narvnarv  A-3 

0)()()( === QIQI nnEnEnE  A-4 

Note that the I and Q parts of the noise are not independent but can be considered 

uncorrelated due to the carrier removal process which multiplied it by the sin and cos 

which are orthogonal functions. 
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As the final purpose is to use the statistical properties of the I.Q discriminator as an 

approximation of the auto-normalizing atan discriminator, one has to normalize 

Equations A-1 and A-2 by dividing by 

T
N

C

0

2 . A-5 

Then, assuming that the Doppler error f∆  and code error τ  are small and that one 

integrates over one data bit only, Equations A-1 and A-2 can be rewritten (after 

normalization) as 

( ) IP NscoI += δφ  A-6 

( ) QP NnsiQ += δφ  A-7 

with 

T
N

C

n
N I

I

0

2

=  and 

T
N

C

n
N

Q

Q

0

2

= . 

As such, the statistics of NI and NQ are 

T
N

C
NarvNarv NQI

0

2

2

1
)()( === σ  

A-8 

0)()()( === QIQI NNENENE . A-9 

Finally, using Equations A-6 and A-7, one can access the statistical properties of the I.Q 

discriminator. 
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Calling PPQI=φδ ˆ , its expected value is 

[ ]

ˆ( ) ( )

( ( ) )( ( ) )

( ) ( )

1
(2 )

2

P P

I Q

E E I Q

E cos N sin N

E cos sin

sin

δϕ

δϕ δϕ

δϕ δϕ

δϕ

=

 = + + 

=

=

. 
A-10 

Therefore, for small values of the phase error, the expected value reduces to the actual 

phase error: 

δφφδ == )()ˆ( PPQIEE  A-11 

Regarding the computation of the discriminator variance, the following formula is 

derived: 

2 2 2
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Remembering the noise properties, this expression reduces to: 

2 2 2 2 2 2 2ˆ ˆ( ) ( )
Q I I Q

E cos E N E sin E N E N Nδϕσ δϕ δϕ         = + +           A-12  

422

NN σσσ δφ +=  A-13 
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Appendix B: Derivation of the early minus late power 

code discriminator expected value and variance 

From Equations A-1 and A-2 and through applying the normalization factor, the output of 

the early and late correlator can be expressed as (assuming a small frequency error and an 

integration period smaller than or equal to one data bit length) 

( ) IEE NscoRI +






 ∆
−= δφτ

2
 B-1 

( ) QEE NnsiRQ +






 ∆
−= δφτ

2
 B-2 

( ) ILL NscoRI +






 ∆
+= δφτ

2
 B-3 

( ) QLL NnsiRQ +






 ∆
+= δφτ

2
 B-4 

∆  being the correlator spacing that is the number of chip between the early and late 

correlators. 

However, before one begins the actual derivation of the early minus late power statistical 

properties, it is important to note that the noise corrupting the early and late 

discriminators is not completely uncorrelated. Indeed, even if one were to assume that the 

auto-correlation properties of the PRN code were perfect (hypothesis adopted herein), the 

output noise of the early and late correlators would be uncorrelated only if the correlator 

spacing ∆ were more or equal to 1 chip. As such, if ∆  is smaller than 1 as it is the case 
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for narrow correlator, the noise corrupting the early and late correlators can  then be 

divided in two parts: 

 

The first part called W represents the identical noise component shared between early and 

late correlators. The second part called w is the noise component uncorrelated (assuming 

perfect PRN code) for early and late correlators. These can be expressed as 

IEIELIE wWN +=  B-5 

ILIELIL wWN +=  B-6 

QEQELQE wWN +=  B-7 

QLQELQL wWN += . B-8 

Note that the noise on the I and Q channels is uncorrelated and that 
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The definition proposed herein for the early minus late power discriminator is the 

following: 

[ ])(
)2(2

1
ˆ

2222
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For sake of simplicity, one also defines: 
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Using the previous definition and Equations B-1, B-2, B-3 and B-4, one can compute the 

expected value of τ̂  as 

2 2 2 2

2 2 2 2 2 2 2 2
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( ) ( ) ( ) ( ) ( ).

E E L L

E E L L IE QE IL QL

E I Q I Q
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Therefore, 

ττ =)ˆ(E . B-14 

The variance of the discriminator can be expressed as: 
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( )[ ]22222
)( LLEE QIQIEA +−+=  

and 

( )[ ]22222
)( LLEE QIQIEB +−+= . 

Then, developing the expression for A as 
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which can be expressed as 
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One can also express A11 as 
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Similarly, one can show that 
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Note that Г represents the Gamma function and the operator !! is the double factorial. 

Using this integral for the problem at hand, one can show that 

44
3)( NIENE σ= . 

Therefore, the expression of A11 reduces to 

4224

11 36 NNEE IIA σσ ++= . 

Similarly, it can be shown that: 

4222222

12 NNENEEE QIQIA σσσ +++=  

and 

4224

13 36 NNEE QQA σσ ++=  
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which reduces the expression of A1 to 

4222222

1 8)(8)( NEENEE QIQIA σσ ++++= . 

Moreover, by noticing the strong similarities between the expressions of A1 and A3, one 

can readily determine that 

4222222

3 8)(8)( NLLNLL QIQIA σσ ++++= . 

From this point forward, only A2 is required to finalize the computation of A: 

2 2 2 2
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2 2

21

2 2

22

2 2

23

2 2

24

( )

( )

( )

( )

E L

E L

E L

E L

A E I I

A E I Q

A E Q I

A E Q Q

=

=

=

=

 

 

 



 

 

227 

Deriving A21 gives 

2 2 2 2 2 2 2

21

2 2 2

( ) 4 ( ) 2 ( ) ( )

2 ( ) ( ).

E L E IL E L IE IL E IE IL L IE

L IE IL IE IL
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I E N N E N N

= + + + +

+ +

 

However, by using the interpretation of the noise corrupting the early and late correlators 

given earlier, one can show that: 

222
)()( NIEIL NENE σ==  

0)()(
22

== ILIEILIE NNNNE  

2
)1()( NILIE NNE σ∆−=  

2 2 2 4( ) 2(1 ) 1 .IE IL NE N N σ = − ∆ +   

Therefore, 

2 2 2 2 2 2 2 2 4

21 4 (1 ) 2(1 ) 1 .E L E N E L N L N NA I I I I I Iσ σ σ σ = + + − ∆ + + − ∆ +   

The expressions for A22, A23 and A24 can be similarly determined as 

4222222

22 NNLNELE QIQIA σσσ +++=  

4222222

23 NNLNELE IQIQA σσσ +++=  

2 2 2 2 2 2 2 2 4

24 4 (1 ) 2(1 ) 1 .E L E N E L N L N NA Q Q Q Q Q Qσ σ σ σ = + + − ∆ + + − ∆ +   
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Then using A21, A22, A23 and A24, A2 can be expressed as 

2 2 2 2 2 2 2 2 2 2
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Finally, combining A1, A2 and A3 yields the expression of A: 
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Note that B is equal to 

2
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Therefore 
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can finally be expressed as 
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Appendix C: Computation of the receiver instrumental 

bias from the Kalman filter based combined tracking 

outputs and broadcast ephemeris data 

According to the IS-GPS 200 Revision D, the differential group delay between L1 and L2 

signals can be corrected with the L1/L2 correction term TGD transmitted with the 

satellites ephemeris. The TGD is computed by the Control Segment (CS) from 

measurements provided by the satellite contractor during its manufacture. The L1/L2 

inter-frequency instrumental bias due to the satellite hardware can then be computed as 

( )2 1 1L L

SV GDt Tδ γ− = − ⋅  C-1 

2

1

2

F

F
γ

 
=  
 

. C-2 

The relative L1/L2 time delay induced by the ionosphere is different for each satellite as 

long as each one has a different elevation angle. Indeed, the TEC encountered on the 

signal path can be related to the vertical TEC through the mapping function defined in 

Equation 2-14 which is dependent on the satellite elevation angle. On the other hand, the 

receiver instrumental bias is the same for all channels but is unknown to the user. As 

such, the relative time delay between L1 and L2 can be expressed as 

( )2 1 2 1 2 1

,2 2

2 1

40.3 40.3L L L L L L

i i SV i Rxt VTEC t t
c F c F

θ δ δ− − − 
∆ = − ⋅Ψ ⋅ + + 

⋅ ⋅ 
 C-3 
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with 2 1L L

it
−∆  being the relative delay between L2 and L1 for the satellite i, c being the 

speed of light, Ψ  being the mapping function, iθ  being the satellite i elevation angle, 

2 1

,

L L

SV itδ −  being the instrumental bias of the satellite i and 2 1L L

Rxtδ −  being the receiver 

instrumental bias. 

From Equation C-3, if two L1 C/A and L2C satellites or more were tracked, the receiver 

instrumental bias and the ionosphere vertical TEC could be determined. Note that the 

user needs to know approximately his position and the satellite ephemeris in order to 

obtain the satellite elevation angle. 

In the case at hand, real data collected two weeks before the attenuated data collection in 

Chapter 6 are used. This set of data and the one used in Chapter 6 were collected using 

the same equipment. However, no attenuation was used and two Block IIR-M satellites, 

namely PRN 17 and 31, were in view. 

PRN 17 and 31 were tracked using the Kalman filter based combined tracking presented 

in Chapter 5. The results in terms of slant TEC are shown in Figure C-1. 
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Figure C-1: TEC encountered on the signal path for PRN 17 and PRN 31 as 

computed by the Kalman filter based combined tracking 

 

As PRN 17 and 31 were tracked by the Kalman filter, the data bits of the navigation 

message were decoded and the satellite instrumental biases and elevation angles were 

computed. Using Equation C-3, the TEC values encountered on the signal path were 

corrected for the satellite instrumental biases and used to compute the vertical TEC and 

receiver instrumental biases using a least-squares method. Note that, in the case at hand, 

the least-squares method would not be required but was developed to be used with two or 

more satellites. The least-squares model used is 
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. C-4 

Note that the noise components wi are uncorrelated as they correspond to the noise 

corrupting different PRNs tracked by the receiver. The covariance matrix of the noise is 

based on the covariance matrix of the state vector as output by the Kalman filter based 

combined tracking method. 

Using the developed least-squares model, the vertical TEC and receiver bias are 

computed. As a mean of verification, the value found for the VTEC is compared to the 

value provided by the International GNSS Service (IGS) for the given day. The results of 

this method are provided in Figure C-2 and Figure C-3. As the vertical TEC estimated 

matches the vertical TEC generated by IGS, the receiver instrumental bias found to be 

12.8 nanoseconds was declared validated and used as a correction when only one satellite 

was available as it was the case in Chapter 6. 
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Figure C-2: Estimated VTEC from the least-squares method using the Kalman filter 

based combined tracking outputs and IGS generated VTEC as well as he 1σ 

confidence 
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Figure C-3: Estimated receiver bias from the least-squares method using the 

Kalman filter based combined tracking outputs as well as the 1σ confidence 

 


