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Abstract

Vertical crustal motion is a prominent process in Canada because of plate tectonic activity

and on-going post-glacial rebound. The process is predominant in the eastern (postglacial

rebound) and western (plate tectonics) parts of the country; however, the magnitudes range

from a few centimetres to a few millimetres. As a consequence, heights measured over time

provide information about vertical motion. Since levelling measurements in Canada are being

taken for the past 100 years; there is a wealth of deformation information available to constrain

vertical motion.

In this research, a part of the Canadian Precise Levelling Network in eastern Canada is

analysed, where both postglacial rebound and plate tectonics are active. The aims of this

analysis is to �nd out, if a kinematic vertical datum can be realized, and also, if the levelling

dataset can be created as an independent dataset of vertical motion for geophysical studies.

The latter objective will extend the knowledge from deformation studies using other geode-

tic data (Global Positioning System, Very Long Baseline Interferometry, Satellite LASER

Ranging, and absolute gravimetry), which provide information only for the past �20 years.

The results from the analysis show that the network has some data gaps, which created

excess constraints in addition to minimum constraints that needed to be �xed. This was

overcome by using a priori information from postglacial rebound models and height values

estimated from a static height adjustment by the Geodetic Survey Division, Natural Resources

Canada. On further analysis, it was found that the datum realized with the height values as

excess constraints ful�lled one of the objectives of this study { de�ning a kinematic vertical

datum. Here, it is called a workable kinematic vertical datum to distinguish it from minimum

constraint and overconstraint datums.

The results were interpreted with geological data, earthquake data, and postglacial re-

bound models, which all revealed that the region of the network is seismically active and also

had e�ects of postglacial rebound. However, the major contributor to the vertical crustal

motion in the region was found to be the postglacial rebound phenomenon. In addition, there

were a few local anomalous patterns identi�ed that correlated well with the tectonic faults in

the network.



From all these analyses and interpretations it was concluded that a workable kinematic

vertical datum can be de�ned for Canada even with the data gaps. Further, with the reali-

sation of a kinematic vertical datum, an independent dataset of vertical crustal motion rates

was created from the levelling dataset for geophysical studies.
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Chapter 1

Introduction

This research concerns vertical crustal motion in Canada and the de�nition of a kinematic

vertical datum using levelling data of the last century. In order to exploit this rather long

time series, compared to GPS or absolute gravimetry measurements, several geodetic and

mathematical methods need to be employed. Among these are graph theory, geodetic network

analysis, least squares adjustment and statistical tests. The results of this study will be

compared with independent geological and geophysical observations available in the study

area. This introduction gives an outline of the background information required to understand

the concept and strategies of this research.

1.1 Time in geodetic reference frames

Geodetic reference systems have always re
ected the notion that the Earth is static because

of the systems’ time-invariant three-dimensional positioning conception. This notion has

changed as the geodesists have realized that the Earth is dynamic and is changing its shape

at a slow rate. In order to incorporate this variations of shape, the time geodetic conception

has turned four-dimensional, and geodesists have been deliberating over the possible method-

ologies and models for this four-dimensional geodesy for a long time now e.g., (Mather, 1973;

Van���cek et al., 1987). Mather (1978) went one step further and proposed a four-dimensional

reference system for ocean studies thereby establishing the real need. But, all these deliber-

ations have been far and wide, weaning proper attention to the problem of four-dimensional

geodesy. In recent times, the attention has been rejuvenated particularly in the development

of a vertical reference system that incorporates vertical crustal motions (Kleijer et al., 2001;

Marti & Schlatter, 2001).

1.2 Crustal motion studies and reference frames

Crustal motion studies have long been an integral part of geodesy, but con�ned to small

localized areas such as tectonic zones (Mazzotti et al., 2003), earthquake-prone regions (Hearn,
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2003), volcanic regions (Dzurisin, 1999), oil and gas �elds (Kenselaar & Quadvlieg, 2001), and

mines (Wright & Stow, 1999), to name a few. All these studies were traditionally made using

terrestrial geodetic measurement techniques and were made from specially designed networks

(Xu et al., 2000). But in recent times, space-geodetic methods like the Global Positioning

Systems (GPS) (Blewitt, 2000), Synthetic Aperture Radar (SAR) (B�urgmann et al., 2000),

Very Long Baseline Interferometry (VLBI) (Campbell, 2000), and Satellite Laser Ranging

(SLR) (Tapley et al., 1985) are being used.

The advent of space-geodetic methods brought with it global and homogeneous coverage

and hence, global monitoring of the Earth, which prompted the study of global scale crustal

motions due to plate tectonics. The result of these studies was the development of a global

network of space-geodetic stations that provided the �rst kinematic global terrestrial refer-

ence frame { the International Terrestrial Reference Frame of 1991 (ITRF1991) (Altamimi

et al., 2002). Plate tectonic studies and the ITRF have been a real driving force in the de-

velopment and implementation of modern geodetic reference frames that incorporate plate

tectonic crustal motions. Such reference frames have been adopted by New Zealand (New

Zealand Geodetic Datum 2000) (Blick, 2003) and Japan (Japanese Geodetic Datum) (Mat-

sumura et al., 2004).

Similarly, the development of a kinematic vertical datum has been made possible by the

increased interest in vertical crustal motion due to postglacial rebound, earthquakes, plate

tectonics, and oil and gas extraction, among both geodesists and geophysicists. This is valid

especially in countries that are experiencing these phenomena: Nordic countries, the Nether-

lands, Switzerland and Canada. The Nordic countries have a very long history of precise

levelling data, some of which date back to 1885 (M�akinen et al., 2003). The levelling network

of the Nordic countries have been relevelled atleast twice and based on the relevellings many

land uplift studies have been carried out e.g., (M�akinen & Saaranen, 1998). Now, the Nordic

countries are planning to utilize these precise relevellings to implement a kinematic vertical

datum by the turn of the year 2006/2007 (M�akinen et al., 2003) while the Netherlands (Kleijer

et al., 2001) and Switzerland (Marti & Schlatter, 2001) have realized one recently.
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1.3 The Canadian perspective

Crustal motion studies began in Canada in 1926 when the �rst crustal motion study was

conducted in Qu�ebec after the 1925 earthquake. Further, crustal motion studies were carried

out close to dams during the period 1959{64 (Gareau, 1986). However, interest turned into

the crustal movements due to the postglacial rebound phenomenon in the eastern parts of

Canada (Davis & Mitrovica, 1996), centered around Hudson Bay (Mitrovica, 1997), in the

prairies (Lambert et al., 1998), and the Great Lakes (Mainville & Craymer, 2005); and the

crustal movements due to tectonics along the western coast of Canada especially, the Cascadia

subduction zone (Mazzotti et al., 2003). Since the entire Canadian region undergoes some

kind of geophysical activity, some attempts were made to produce vertical crustal motion

maps of Canada based on the levelling network observations and tide gauge records (Van���cek

& Christodulidis, 1974; Van���cek & Nagy, 1981; Sj�oberg et al., 1990). But, these attempts used

only the relevelling observations in combination with the tide gauge records. The work in this

direction is still being continued with primary emphasis on postglacial rebound modelling

(Koohzare et al., 2005). In addition, in 1991, the Western Canada Deformation Array was

established to continuously monitor crustal motion due to the tectonics in the Cascadia region

(Dragert & Hyndman, 1995). In parallel there are many more geological and geophysical

studies that are being carried out with primary regard to postglacial rebound, for example

(Peltier, 2002; Wu, 2006).

1.4 Motivation and objectives

The Earth is a dynamic planet and in order to completely understand its spatio-temporal

dynamics, geodetic, geophysical, and geological data over long time scales and of homogeneous

accuracy are essential. Looking at Canada, most of the previous studies have been carried

out with GPS observations, and other modern space-geodetic measurement types (absolute

and relative gravimetry, SLR, VLBI) all of which cover only the past �20 years. This is a

serious handicap for geophysical inversion, which is the aim of using geodetic and geophysical

data to constrain Earth parameters. The longer the history of data collection, and the more

frequent the observations are repeated, the better the inversion results; however, these are

only two of the important aspects of geophysical inversion.
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The only geodetic data types that have a longer history to support geophysical inversion

studies are traditional triangulation and trilateration data, levelling data, and tide gauge

data; all of which have a data history of �100 years. Although, today these measurement

types seem obsolete, these historic datasets are very important for geophysical inversion, and

especially crustal motion studies. Since the interest of this research is only in vertical crustal

motion, only levelling data was considered while tide gauges were kept aside for later cross-

validation of the results from the two datasets. Geophysical inversion studies often bene�t

from di�erent and independent datasets for cross-validation rather than combining them.

In order to retrieve and relate all the di�erent geophysical phenomena from the levelling

dataset, it is essential to de�ne a common vertical datum that incorporates the vertical crustal

motion. Thus, the objectives of this study are

1. to determine the feasibility of de�ning a kinematic vertical datum based only on the

levelling network of Canada, and

2. to establish the levelling dataset as an independent dataset for vertical crustal motion

and geophysical studies.

The biggest challenge of this study is that the national levelling network will be used for

vertical crustal motion determination, although it has not been designed for such studies. In

other words, the national levelling networks are designed to provide control for static height

measurement and the frequency of measurement for a country of the size of Canada is very

sparse. However, the greatest advantage of using historic levelling data for such studies is that

they cover the last century as no other land-based geodetic dataset, and that the accuracy

of levelling data has not changed a lot during the course of �100 years of measurements.

Hence, the levelling observations can be considered homogeneous compared to other types of

geodetic data such as GPS, where the improvements in accuracy have been an order or two

higher than the �rst measurements.

The research problem here involves the determination of vertical crustal motion only

from the levelling network observation and without any additional a priori information from

geophysical models. In other words, the vertical crustal motion obtained from the levelling

network should be interpretable in itself. If this can be achieved with the levelling network,

then the two objectives of this study will be ful�lled, because the feasibility of de�ning a
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kinematic vertical datum depends on whether the data can stand alone in providing the

vertical crustal motion information. Thus, it can be seen that the two objectives are inter-

twined.

For the purpose of this study a small network was chosen from eastern Canada, where

repeated observations are taken frequently and also, there are e�ects of both tectonics and

postglacial rebound in this region. The region is depicted in Figure 1.1.

Figure 1.1: Illustration of the location of the study area

1.5 Outline of the thesis

The thesis starts with a review of gravitation, gravity, and the geopotential and their relation

to the di�erent height systems predominantly used for national levelling networks. Then,

the concept of a vertical datum is introduced from three di�erent perspectives, viz., physical,

geodetic, and mathematical. The concept is completed with an explanation of datum con-
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straints. The concept of a vertical datum is then extended to the kinematic vertical datum

and the S-transformation of a kinematic vertical datum is derived { chapter 2.

In chapter 3, the history of the levelling dataset of Canada is reviewed for the purpose

of evaluating the quality of the data. Then the format of the dataset obtained from the

Geodetic Survey Division, Natural Resources Canada, is described and also its implications

towards the data processing strategies are discussed. The solvability of levelling networks for

vertical crustal motion is explained, and extended into data processing methods. The chapter

concludes by illustrating results from the levelling network data processing.

In chapter 4, a review of the rudiments of graph theory is given and it is connected

to the levelling network adjustment. Then, the least squares method of adjustment of the

levelling networks is explained with examples and is linked with graph theory. In addition,

vital statistics of the levelling network are calculated. These statistics characterize the nature

of the network and also provide a preliminary idea about the quality of the adjustment

process and its results. Also, a trend analysis of relative velocities is carried out for levelling

observations that have been re-observed more than once.

In chapter 5, the adjustment results are presented, where adjustment using di�erent types

of constraints, and di�erent weighting schemes are illustrated and explained. The results of

the adjustments are then analysed from a least squares error analysis point of view, which

provides insight into the interpretability of the results. The chapter concludes with performing

statistical tests to �nd outliers in the observations. The adjustment results are geologically

and geophysically interpreted in chapter 6, where the nature of estimated vertical crustal

motion are discussed. The conclusions of this research and its future scope are discussed in

chapter 7.
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Vertical Datum De�nition

A datum is de�ned as any numerical or geometrical quantity or set of such quantities which

serve as a reference or base for other quantities (Jekeli, 2000). In that sense, a vertical datum

is a reference for heights. In this chapter, a brief introduction to the concepts of gravitation,

gravity and geopotential will be given in section 2.1; various height systems that exist will be

brie
y discussed in section 2.2; di�erent perspectives in the datum de�nition will be discussed

in section 2.3; the mathematical model that will be used in the kinematic vertical datum will

be discussed in section 2.5; and �nally, the S-transformation of the kinematic vertical datum

is derived in section 2.6.

2.1 Gravitation, gravity, and geopotential

The words gravity and gravitation bring to mind the famous Newton equation of the force of

gravitational attraction

F12 =
Gm1m2

r2
12

, (2.1)

where

F12 { the force of gravitational attraction between two point masses at 1 and 2 (N).

G { gravitational constant (6:672:10�11Nm2=kg2).

m1, m2 { mass of the point masses (kg).

r12 { distance between the two points (m).

From (2.1), the force per unit mass of the mass m2 can be derived and is given as

a2 =
F12

m2

a2 =
Gm1

r2
12

. (2.2)

When this quantity is considered for a body with respect to the gravitational force of attraction

of the Earth, the indices can be removed and equation (2.2) becomes,

a =
GM

r2
.
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Since, force is a vector the above equation is written in vector notation,

~a =
GM

r3
~r . (2.3)

The quantity ~a is the gravitational attraction of the mass M , which is the mass of Earth. The

gravitational attraction �eld of the Earth is a conservative �eld that means the amount of

work done to go from point 1 to 2 is the same regardless of the path taken. Mathematically,

this can be expressed as,

rot~a = r � ~a = ~0

which according to vector analysis is also equivalent to rot grad F , where F is a scalar �eld.

Thus, the gravitational attraction can be written as the gradient of a scalar �eld and this

scalar �eld is called the gravitational potential �eld V . The term ~a is called the gravitation

and the term V is called the gravitation potential. The gravitation potential of the Earth is

given by

V =
GM

r
. (2.4)

The above equation can be rewritten with density instead of the mass term,

V = G

ZZZ




�(x; y; z)

r
dx dy dz , (2.5)

where 
 represents the volume of the Earth.

Whenever a measurement is done to observe the gravitation of a point the measurement

also contains the centrifugal attraction in addition to the gravitation. What is measured is

called gravity, the sum of centrifugal and gravitational attraction. Since the gravity has the

centrifugal acceleration term, the gravity potential also has the centrifugal potential term.

gravity = gravitational attraction + centrifugal attraction

~g = ~a + ~ac (2.6)

gravity potential = gravitational potential + centrifugal potential

W = V + Vc (2.7)

Since the gravity of the Earth arises from a potential �eld, the Earth could be visualized as

consisting of equipotential surfaces of the Earth’s gravity potential (refer Figure 2.1), along
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which the value of the gravity potential is the same. These equipotential surfaces are also

referred to as level surfaces Heiskanen & Moritz (2000).

2.2 Height Systems

Heights are de�ned as the perpendicular distances to points of consideration in the vertical

direction from a reference surface. Any instrument that is put up on the Earth’s surface

and levelled with a spirit bubble comes under the in
uence of the Earth’s gravity �eld and

hence, the Earth’s gravity potential �eld. Once the instrument is levelled, i.e. when the spirit

bubble is at the center, the instrument is said to lie parallel to the tangent of the equipotential

surface (or level surface), of the Earth’s gravity potential (geopotential), at that point. The

perpendicular line between the center of the instrument and the level surface is called the

direction of plumbline or plumbline in short (Heiskanen & Moritz, 2000). In spirit levelling

the height di�erences measured between two points is in essence the measurement of the

height di�erence between the equipotential surfaces of the geopotential passing through the

two points. However, the equipotential surfaces are not parallel to each other and this causes

the heights to be non-unique when they are observed using spirit levelling. This is shown in

Figure 2.1.

equipotential surface

Direction of plumbline

A

B

Geoid

∆H

Figure 2.1: The height measurement procedure between two points through levelling mea-

surements. The observed height di�erence in the �eld is the value �H.

The above concept can be easily proved by taking a closed circuit of spirit levelling mea-
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surements (Figure 2.2) and then adding them up. By logic of geometry the sum should be

zero, because if the starting and ending points of a height measurement are the same then

the height di�erence must be zero. But this will not be the case as there will be a misclosure,

which indicates that the equipotential surfaces are not parallel. When the same sum of the

circuit is taken with the gravity values, which accounts for this non-parallelity of the equipo-

tential surfaces, for each of those measured points, the misclosure can be expected to zero if

the measurements are not a�ected by observation errors. The other reason being, when the

gravity measurements along the measurement lines are combined with the height di�erence

observations the resulting quantity is geopotential. Hence, if the geopotential di�erences are

summed up in a given levelling circuit the sum will be zero. This is also the reason that

heights measured based on spirit levelling take one of these equipotential surfaces as their

reference (Heiskanen & Moritz, 2000). The gravity values become relevant only for a levelling

network whose lines have a distance of few hundred metres and more.

a

b
c

d

e

Figure 2.2: A closed circuit of spirit levelling measurements

Other methods of height measurements include triangulation, trilateration, and GPS mea-

surements. The height measurements from these methods are purely geometrical and they

are referenced to an ellipsoid; however, vertical de
ection corrections need to be made for

measurements from triangulation and trilateration. The heights are geometrical in the sense

that the ellipsoid, which is the reference surface, is purely geometrical and imaginary when

compared to the equipotential surface of the Earth’s gravity �eld. Thus, from the above

discussion, the height systems can be broadly classi�ed into physical and geometrical height

systems based on their reference surfaces (Meyer et al., 2004). Following is a list of the

common physical height systems used for national height networks and topographic mapping.
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Orthometric Heights

HP =
CP

�g
(2.8)

Dynamic Heights

Hdyn
P =

CP


�

(2.9)

Normal Heights

Hn
P =

CP

�

(2.10)

Normal Orthometric Heights

H�

P =
C�

P

�

(2.11)

where

CP = W0 � WP

=

Z

g dH (2.12)

is the geopotential number with W0 representing the geopotential at the reference point and

WP representing the geopotential at point P .

�g is the mean gravity along the plumbline between P and the geoid.

�
 is the mean normal gravity along the normal plumbline between P and the quasi-geoid.


� is the normal gravity at a chosen latitude, which is usually � = 45� latitude.

C�

P = U0 � UP

=

Z


 dH� (2.13)

is the normal geopotential number with U0 representing the normal geopotential of the quasi-

geoid and UP representing the normal geopotential at P . The physical nature of these heights

can be explained in the following manner. In Figure 2.1, if the gravity values are measured

at the points A and B, they will represent the gradient of gravity potential at those points as
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it is known that gravity is the grad W (cf. Section 2.1). Taking the mean gradient along this

measurement line and integrating that with the measured height di�erence gives the gravity

potential. This is what is done in equations (2.12) and (2.13). The other dimension through

which this physical nature of the physical heights can be visualized is the density term in

the gravitational potential term (cf. (2.5)). Gravity variations are a consequence of density

variations in the Earth. In geophysical prospecting this property of gravity is utilized to locate

mineral resources or other density anomalies.

Of the above mentioned height systems the orthometric height system is the most widely

used height system because it uses true gravity values, when compared to other height systems.

The only problem with the determination of orthometric heights is that the calculation of

mean gravity along the plumbline requires the knowledge of the density variations of the

crust between the point of consideration and the geoid, which is di�cult, if not impossible.

This is also one of the reasons that we have other height systems in place. For example, the

normal height system was proposed to overcome this di�culty of �nding the density variations

along the plumbline. In the normal height system, the heights are referred to a surface called

quasigeoid, which is an approximation of the geoid due to the use of normal gravity. However,

the quasigeoid is not an equipotential surface, but coincides with the geoid over the oceans

(Heiskanen & Moritz, 2000).

Due to the extensive labour and high cost involved in spirit levelling measurements, na-

tional height networks are slowly being replaced by GPS/levelling techniques. This technique

exploits the simple relationship between ellipsoidal heights, orthometric heights and geoid

undulations, which is given as

h = H + N , (2.14)

where

h { ellipsoidal height,

H { orthometric height, and

N { geoid undulation. (Heiskanen & Moritz, 2000)

The geometric relationship of the three quantities is shown in Figure 2.3

The main drawback of the above method are the accuracies of GPS heights and geoid

undulations, which are still at the few centimetres level. A detailed study of this method has
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h
H

N

Earth Surface

Geoid

Ellipsoid

Figure 2.3: Relationship between geoid undulation and ellipsoidal and orthometric heights

been carried out by Fotopoulos (2003). For a detailed discussion of the height systems refer

Heiskanen & Moritz (2000); Van���cek & Krakiwsky (1986); Torge (2001); Meyer et al. (2004,

2005).

2.3 Perspectives in vertical datum de�nition

2.3.1 Physical perspective

The visualization of a vertical datum can be either physical as always in the case of physical

geodesy literature, where the vertical datum is pictured as a physical surface: usually a geoid.

The geoid is de�ned as an equipotential surface of the gravity �eld of the Earth that is closely

approximated by the mean sea surface. This de�nition was �rst proposed by C.F. Gau� and his

Ph.D. student J.B. Listing and hence, the above de�nition of geoid is called the Gau�-Listing

geoid. This de�nition has long been used in geodesy to de�ne a vertical datum. Sometimes,

this geoid de�nition is loosely referred to as the mean sea level and the heights above it the

heights above mean sea level. So, one of the perspectives of vertical datum de�nition is a

physical surface. Although, a geoid is an imaginary surface physically realized via the mean

sea level obtained from mareograph measurements. A complete discussion on this perspective

is given in Heck (2002); Jekeli (2000).
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2.3.2 Mathematical perspective

The above perspective was from physical geodesy, while the other perspective of vertical

datum de�nition comes from geodetic network analysis. The spirit levelling measurements

taken in a network form a network similar to the electrical potential circuits (networks). The

similarity comes from the fact that levelling network represents the network of geopotential

di�erence measurements. This network is represented by the design matrix in the least squares

adjustment of the network. The design matrix is referred to as the edge-node incidence matrix

in graph theory (cf. Strang (1986)).

The whole network consists only of measurements of the height di�erences between the

points in the network, while the requirement is absolute heights of points. Determining heights

only from height di�erence measurements is impossible (Caspary, 1988). Thus, a constant

needs to be added to the measurements without changing the di�erences to determine the

heights (Strang, 1986). This lack of information appears as a column rank de�ciency in the

design matrix of the network. This lack of information, and hence, the column rank de�ciency,

is termed the datum problem in geodetic network analysis. The datum de�nition can now

be considered as satisfying this rank de�ciency by supplying some relevant information, for

example, assuming a constant to be the height of one of the points in the network. This is

the mathematical or computational perspective of the datum de�nition. Since the constant

could be any convenient value, and also, the point in the network could be any convenient

point the vertical datum de�nition can be considered arbitrary.

A complementary explanation to the mathematical perspective is given by Strang (1986);

Lanczos (1997), which comes from matrix calculus theory. Strang (1986) says that design

matrix in a least squares adjustment problem can be considered as a hyperplane having the

dimension of the number of parameters being estimated. The singular value decomposition

of this matrix tells us how much information the matrix carries in each of those axes of the

hyperplane. When there is a rank de�ciency the singular values are zero corresponding to the

rank de�ciency number. Hence, the zero singular values indicate lack of information along

those axes. In order to overcome this situation, information has to be supplied to the matrix

along those axes (Lanczos, 1997), and this is where the constant comes into play. In geodesy,

this constant is termed the datum constraint.
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2.3.3 Geodetic perspective

The two di�erent perspectives might give a feeling that they will be treated separately in the

vertical datum de�nition. Traditionally, the marriage between the two perspectives is made

possible by establishing that the equipotential surface passes through a chosen mareograph

location, and the mean sea level value at the mareograph station serves as the constant

according to the mathematical perspective of datum de�nition. In essence, datum de�nition

drops down to a geodetic network adjustment problem, where the network appears as the

design matrix; the potential di�erences appear as the vector of observations; and the datum

problem appears as the column rank de�ciency. The generalized inverse of the design matrix

taken by supplying the constant in the column of the mareograph station point provides both

the datum de�nition and estimates the absolute heights of points.

2.3.4 Perspectives on a good vertical datum

In keeping with the perspectives of vertical datum de�nition, it is also imperative to look into

the perspectives of good vertical datum de�nition. Grant & Blick (2001) have come up with

a list of items that need to be taken care of in realizing a vertical datum. Following is the list

of the items,

� uni�ed and de�nitive { There must be only a single vertical datum for the whole of a

country;

� based on an equipotential surface { The vertical datum must be based on an equipotential

surface such as the geoid because of the fact that height determination is dependent upon

the gravity potential of the Earth;

� consistent with gravimetric geoid models { The vertical datum should use the gravimetric

geoid models so that it facilitates the conversion of ellipsoidal heights obtained from GPS

to orthometric heights;

� zero height close to sea level { This is a requisite for hydrographic studies, storm water

and river system management studies, and land title boundary demarcations along the

coastline;
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� applicable to islands { The vertical datum developed should be applicable to constituent

islands of a country across vast stretches of oceans. Countries like New Zealand su�er

from separate vertical datums for the constituent islands, which renders the height

system followed in one island useless or di�cult for transformation in the other islands;

� consistent with international standards and systems { Proper reductions of gravity data

and height data, which are upto the standards followed globally should be done; and

� able to support sea level modelling { The vertical datum should support studies related

to sea level changes and hence should avoid using the mean sea level as a reference for

the vertical datum.

2.4 Datum constraints and datum matrices

The term datum constraints was introduced in section 2.3.2. The term constraints comes

from data analysis, where the datum problem of the levelling network, in the sense of geodetic

network analysis, becomes a constrained least squares problem (van Loan, 1985). The linear

equality constrained least squares problem is given as (van Loan, 1985; Golub & van Loan,

1996),

Solve

y = Ax + � (2.15)

subject to

Bx = c (2.16)

In the case of geodetic networks, the constraint equation becomes,

DT x = c , (2.17)
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where

y { vector of observations,

A { co-e�cient or design matrix,

x { is the vector of parameters, and

� { randomn errors in the observations,

B { condition matrix,

D { is the datum matrix,

c { is the vector of constants.

The datum matrix indicates which parameters in x will be �xed by a constant to estimate the

absolute values of the parameters with respect to the constants (an example of a datum matrix

is given in section 2.6.3). The solution to the problem in (2.15) subject to the constraint in

(2.16) can be obtained by least squares by minimizing the variation function in (2.18) via

Langrange multipliers.

�(x; �) = ky � Axk2
2 + �(kDT xk2

2 � c) (2.18)

where

�(x; �) { variation function

� { Lagrange multipliers

Minimizing the equation (2.18) results in

x̂ = (AT A + DDT )�1(AT y + Dc) . (2.19)

A complete derivation of the solution is provided in Caspary (1988) from the datum matrix

point of view and the subject of constrained least squares is covered in detail in Golub & van

Loan (1996).

The constraints can be applied to the least squares problem in three di�erent ways: min-

imum constraints, inner constraints and over-constraints.

� When the number of constants equal the rank de�ciency of the design matrix of the

geodetic network, then the equality constraints are called minimum constraints. In

other words, supplying whatever information that is lacking in the design in the form of

constraints is called minimum constraints. This is a case of linear equality constrained

least squares. Minimum constraints are applied to national geodetic networks of the
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primary order and the important characteristic of minimum constraints adjustment is

that it preserves the geometry of the network.

� When some conditions on the parameter-side or on the observation-side are applied,

instead of supplying constants to the parameters, then such form of constraints are called

inner constraints. The least squares adjustment carried out with inner constraints is also

referred to as free network adjustment. It is predominantly carried out to �nd erroneous

observations. The di�erence between the conditions applied on the parametric-side here

and in the minimum constraints case is that in minimum constraints the constraint

values are taken from external sources, but in inner constraints the conditions come

from within the parameters.

� When the number of constants supplied to the least squares problem is more than what

is required by the rank de�cient design matrix, then the equality constraints are called

over-constraints. This is again a case of linear equality constrained least squares. This

type of constraints are mainly applied to lower order networks in order to �t them to the

higher order networks. The over-constraint adjustment strains (distorts) the geometry

of the network (Kuang, 1996).

2.5 Kinematic vertical datum

Three types of vertical crustal motion can be distinguished, viz., secular, periodic, and episodic.

Plate tectonics and post-glacial rebound fall under the realm of secular motions, although post-

glacial rebound is not secular over long periods of geological time; the deformation and gravity

changes caused by tidal forces are periodic; and vertical deformation due to Earthquakes, and

landslides are episodic. It must be noted that eventhough the tidal forces generate deformation

that is periodic in nature, permanent tidal deformation also occurs, which is treated as a

systematic e�ect and removed from the observations. The values are calculated based on

solid Earth tide models (Gareau, 1986).

2.5.1 Kinematic height model

The di�erent types of vertical crustal motion can be incorporated into the vertical datum either

kinematically { without considering the forces causing the vertical motion, or dynamically {
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considering the forces causing the vertical motion. Since in this research a kinematic vertical

datum is the area of focus, only the kinematic vertical datum will be discussed. Nevertheless, it

is essential to analyse the nature of the deformation in the region of concern before attempting

the realization of a vertical datum that takes into account the vertical crustal deformation.

In Canada, the major sources of vertical deformation are post-glacial rebound and plate

tectonics, which are secular in nature. Hence, a secular deformation model will be used for

the kinematic vertical datum. The following is the secular (linear) model of the kinematic

vertical datum,

Hi(tk) = Hi(t0) + vi(tk � t0) i 2 f1; ng , (2.20)

where

Hi { height of the point i

vi { vertical velocity of the point i

tk; t0 { epochs of observation and the datum respectively.

The reason for assuming a linear model is also that there data are not su�cient to verify

if there is any acceleration of heights in the region. This will be discussed in the next chapter.

However, M�akinen & Saaranen (1998) applied an accelerating model for the Finnish levelling

network, but were unable to �nd any signi�cant acceleration.

2.5.2 Derivation of the Kinematic Vertical Datum Adjustment

By assuming a linear model for the vertical deformation, every point in the network is param-

eterized by one height and one velocity. The linear model can be visualized as an equation of

a line in analytical geometry (Figure 2.4), which is given by

y = f(x) (2.21)

y = mx + c , (2.22)

where
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y { the ordinate,

x { the abscissa

m { the slope of the line

c { the intercept.

H

t

H(   )

t

∆H

∆t

v = 
∆Η
∆t

0

t0

Figure 2.4: Representation of the kinematic height model as an equation of a line in analytical

geometry

In the kinematic height model, the height at the datum epoch t0 is the value c; the velocity

of the point is the slope of the line m; and time and height are the abscissa and the ordinate

axes, respectively. Since, only geopotential di�erences are available to estimate both heights

and velocities of the points, only height di�erences and velocity di�erences (relative velocities)

will be estimable from the observations. However, as mentioned in section 2.3.2, if a constant

is supplied, both the height di�erences and velocity di�erences can be transformed to absolute

(with respect to the constants) heights and velocities.

As mentioned in section 2.3, the datum de�nition drops down to a geodetic adjustment

problem. The adjustment of a kinematic vertical datum is very similar to the adjustment of

a vertical datum, because the observations are still the network of geopotential di�erences.

The two major di�erences that break this similarity are

1. time-tagging of the observations, and

2. addition of velocities and time epoch to the vector of parameters to be estimated.
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The time-tagging of observations has implications in that the vertical velocity of height points

are discretized within the time-span chosen; and time becomes a datum parameter. The time-

span could be a decade, an year, a month, a day or even an hour. This further implies that the

discretization makes the heights of the points static within the time-span chosen, or in other

words, the movement of the height point within the time-span chosen is assumed insigni�cant.

More often than not the time-span is chosen based on the frequency of observation. The

other implication that time becomes a datum parameter comes from the fact that if a t0 is

not prescribed, the reference time epoch will be the beginning of Julian calender, i.e., 0A.D.

The estimated heights will all refer to that year for which there is no information about what

the heights were in that period and also, there is no way of validating such heights. So, it is

not sensible to keep such a value as a reference epoch. Hence, a time epoch that is within

or closer to the observation time period is always chosen as the reference epoch. Time as a

datum parameter has been used in a study of the star catalogues based on Hipparcos satellite

measurements (Arias et al., 2000). In that study the authors develop an error estimate based

on the reference epoch shift.

Realisation of a kinematic vertical datum involves the estimation of heights and the vertical

deformation (velocities). As the kinematic vertical datum is as arbitrary as the vertical datum,

one height, one velocity and a time epoch all need to be �xed. Thus in the realisation of a

kinematic vertical datum three datum parameters need to be �xed, which are height, velocity

and time. But the value of time can be chosen as a constant or a deterministic variable in the

model (2.20). If the time epoch is chosen as a deterministic variable then the linear model

becomes a non-linear model and hence, the model has to be linearized in order to use least

squares estimation to estimate the parameters. This linearization is shown in the following

derivation of the least squares adjustment equation of the kinematic vertical datum.

The levelling di�erence observation at a given time tk between two points i and j is given

as

Hij(tk) = Hj(tk) � Hi(tk) i; j 2 f1; ng . (2.23)

Substituting equation (2.20) gives

Hij(tk) = Hj(t0) � Hi(t0) + (vj � vi)(tk � t0) . (2.24)
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Since in (2.20) both vi and t0 are parameters, the equation needs to be linearized. The height

at a particular time tk can be thought of as a function of height at a chosen time epoch

(Hi(t0)), velocity (vi), and time epoch (t0). So, the �rst derivative of the height of a given

point can be written in the following form,

dHi =
@Hi

@H
dH +

@Hi

@v
dv +

@Hi

@t0
dt0 (2.25)

The linearized form is given as,

Hi(tk) = Hi(t0) + vi(tk � t0) + dHi + (tk � t0) dvi � vi dt0 (2.26)

Making the di�erentials �nite gives,

Hi(tk) = Hi(t0) + vi(tk � t0) + �Hi + (tk � t0) �vi � vi �t0 (2.27)

Substituting (2.27) in (2.23) for i and j gives

Hij(tk) = Hj(t0) � Hi(t0) + (vj � vi)(tk � t0) + (�Hj � �Hi) +

(�vj � �vi)(tk � t0) � (vj � vi)�t0 . (2.28)

Simplifying the above equation notation-wise gives the following equations

Hij(tk) = Hij(t0) + vijt0k +

(�Hj � �Hi) + (�vj � �vi)t0k � vij�t0 (2.29)

Hij(tk) � Hij(t0) � vijt0k = (�Hj � �Hi) + (�vj � �vi)t0k � vij�t0 . (2.30)
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Equation (2.30) if written in matrix notation will be as follows,

2

6

6

6

4

H12(tk) � H12(t0) � v12t0k

...

Hnm � Hnm(t0) � vnmt0k
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7

7

5

=

2

6

6

6

4
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...
. . .

...
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�H2
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�Hm
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�Hn
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�v2
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�t0
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. (2.31)

Thus the above equation represents the linearized observation equation

y = Ax + � , (2.32)

which when estimated with least squares becomes,

ŷ = Ax̂ . (2.33)

The A matrix (called the design matrix) will have a rank de�ciency of two; one for height,

and one for velocity. While removing columns for satisfying the rank de�ciency two columns

of the A matrix should be removed: one each for height and velocity. If the datum matrix

method is being adopted, then the datum matrix will have a dimension ((2n)�2), which when

split up becomes (n(heights)+n(velocities)). Even though there are three datum parameters,

only height and velocity need to be �xed while time can be estimated from the observations’

time-tagging.
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2.6 S-transformation of a kinematic vertical datum

The kinematic vertical datum adjustment is obtained from a rank de�cient design matrix. This

rank de�ciency makes the estimated parameters biased estimates because of the information

supplied by constants via the columns of the design matrix (Teunissen, 1985). The estimates

depend on the choice of the columns along which the information is supplied. By changing

the constants and/or the columns, an innumerable number of solutions can be obtained. All

these solutions are related to each other by a similarity transformation, which enables the

transformation of parameters de�ned by one set of constants to another set of constants

(Strang van Hees, 1982).

S-transformation is a similarity transformation that transforms the stochastic (variance-

covariance) information in addition to transforming the co-ordinates. This is an important

tool for transforming co-ordinates from one datum to the other along with their stochastic

information. The advantage of using a S-transformation is that the whole process of adjust-

ment need not be carried out over and over again for transforming the co-ordinates and their

stochastics from one datum to other. The S-transform, which will be derived in the sequel,

does the job of transferring the co-ordinates and their stochastic information in one simple

step.

After equation (2.32) has been solved for the parameters, the heights, velocities and the

time epoch will all be known in one datum that has been �xed. If the datum parameters

need to be transformed to other datum parameters, i.e., from [Ha; va; ta
0] datum to [Hb; vb; tb

0]

datum, then there will be a constant shift in height, velocity and time epoch. There are a

few things that need to be thought about these shifts in datum parameters as they are not

straightforward, atleast in their conception. The shifts in each of height, velocity and time is

explained in the following sections.

2.6.1 Height shift

In the kinematic vertical datum de�nition and transformation it is essential to �x the reference

time epoch. This is because heights are a function of time H = f(t), similar to the equation

of a line 2.21, as the heights keep changing with time. Estimated heights are referenced with

a time epoch to indicate the relevance of the height value in time. Thus, it is obvious that
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before de�nition or transformation of a kinematic vertical datum, the reference time epoch

should be �xed. Reviewing (2.20) gives

Hi(tk) = Hi(t0) + vi(tk � t0) ,

where tk is the instantaneous time and t0 is the reference time epoch. From the kinematic

adjustment only the height at t0 is estimated. Hence, in the datum transformation the interest

is in transforming the heights at reference epochs and the intention is only to transform them

to a new datum.

As mentioned above, it is assumed that [Ha; va; ta
0] are known and [Hb; vb; tb

0] are required.

It is also assumed that the kinematic vertical datum parameters in b do not have the same

epoch as a. Now, in order to �nd the shift, the height of the vertical datum parameter in a

has to be moved from time ta
0 to time tb

0.

Ha
i (tb

0) = Ha
i (ta

0) + va
i (tb

0 � ta
0) (2.34)

Thus, the height shift between the two datums is determined as follows,

�Hab = Hb
i (tb

0) � Ha
i (tb

0) . (2.35)

H

t

H

t

∆H

∆t

v 

0

t0

a

a

a

( )

H t0( )
b

t0
b

v b

ab

ab

Figure 2.5: The height, velocity, and time shifts in a kinematic vertical datum

2.6.2 Velocity and time shifts

The interesting thing about the vertical velocity of a point is that, since the kinematic height

model is assumed to be linear, its shift as a datum parameter does not depend on time or
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height. Therefore it is straightforward.

�vab = vb
i � va

i (2.36)

Similar is the case with time shift and it is again just the di�erence of the time epochs between

which the transformation is done.

�tab = tb
0 � ta

0 (2.37)

Both the height and time shifts are illustrated in Figure 2.5.

2.6.3 The S-transform

Putting all the above datum shifts together gives

�Hab = Hb
i (tb

0) � Ha
i (ta

0) � va
i (tb

0 � ta
0)

�Hab = Hb
i (tb

0) � Ha
i (ta

0) � va
i �tab (2.38)

�vab = vb
i � va

i (2.39)

�tab = tb
0 � ta

0 . (2.40)

Rearranging the above equations gives

Hb
i (tb

0) � Ha
i (ta

0) = �Hab + va
i �tab

vb
i � va

i = �vab

tb
0 � ta

0 = �tab . (2.41)

The above equations are the equations of similarity transformation of a kinematic vertical

datum. If these equations are written in matrix notation, the following will be obtained:
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Simplifying the notation for the above equation will give

X = T P . (2.43)

Whenever a datum transformation is made, there are some points in the network whose co-

ordinates are known in both the datums between which the transformation is made. Now, we

introduce a datum matrix that tells us the points with which we can estimate the shift in the

datum parameters.

Db =

2
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6

6

6

6

6

6

6

6

6

6
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6

6

6

6

4

1 0 0
...
...

0 1 0
...
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0 0 1
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7
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5

(2.44)

and the values of the datum constraints are given by the constraint equation,

DT
b Hb = c . (2.45)

Pre-multiplying the transpose of Db with (2.43) gives

DT
b X = DT

b T P

In the above equation DT
b T is a regular square that can be uniquely inverted and hence, the

above equation becomes,

(DT
b T )�1DT

b X = P (2.46)

Substituting (2.46) in (2.43) gives,

X = T (DT
b T )�1DT

b X (2.47)

Expanding the above equation gives

Hb � Ha = T (DT
b T )�1DT

b (Hb � Ha) (2.48)
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Hb � Ha = T (DT
b T )�1DT

b Hb

�T (DT
b T )�1DT

b Ha . (2.49)

Based on the constraint condition, the above equation can be written as

Hb � Ha = T (DT
b T )�1c

�T (DT
b T )�1DT

b Ha . (2.50)

Post-adding Ha to the above equation gives

Hb = T (DT
b T )�1c

�T (DT
b T )�1DT

b Ha + Ha (2.51)

Hb = T (DT
b T )�1c

+(�T (DT
b T )�1DT

b + I)Ha .

By the commutative law of matrix addition we write the above equation as

Hb = T (DT
b T )�1c

+(I � T (DT
b T )�1DT

b )Ha . (2.52)

The variance-covariance matrix of Hb based on the law of propagation of errors is given as

follows,

Qxbxb
= (T (DT

b T )�1)Qcc(T (DT
b T )�1)T

+(I � T (DT
b T )�1DT

b )Qxaxa
(I � T (DT

b T )�1DT
b )T (2.53)

The �rst term on the right hand side of the equation is applicable only if the variance-

covariance matrix of the datum constraints are given.

Since, an in�nite number of datums are possible by changing the constants and the param-

eters, it is essential to determine the best of the possible datums. S-transformation facilitates

this determination. According to Baarda (1981), to determine the best set of parameters to

be �xed to determine the datum, the variances of the datum constraints must be kept to zero.

This ensures that the estimates are not corrupted by external accuracies from the constraints,
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and the variance-covariance matrix of the estimates obtained is a complete artefact of the

datum parameters chosen. Hence, equation (2.53) becomes,

Qxbxb
= (I � T (DT

b T )�1DT
b )Qxaxa

(I � T (DT
b T )�1DT

b )T , (2.54)

where (I � T (DT
b T )�1DT

b ) is the S-transform. The above derivations were carried out based

on the derivations by Strang van Hees (1982). Further, a clear mathematical elucidation of

the S-transformation concepts is given by Teunissen (1985); Strang van Hees (1982).

2.7 Chapter summary

In this chapter the theory behind height systems and vertical datums was reviewed brie
y.

The perspectives in de�ning and realizing a vertical datum were also discussed. The idea of

applying datum constraints was explained. Then these ideas were extended to the kinematic

vertical datum. Some important points on the kinematic vertical datum given in the chapter

are as follows:

1. the kinematic vertical datum was shown to be a vertical datum incorporating a mathe-

matical model for vertical motion, which was chosen to be a linear model;

2. time was established as a datum parameter, and also, the reference time epoch was

shown to be a determinable from the observations;

3. if time was considered a determinable variable then it was explained that the kinematic

height model becomes non-linear and hence, it has to be linearized to perform least

squares adjustment; and

4. the S-transformation of a kinematic vertical datum incorporating a linear kinematic

height model was derived.
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Levelling Data and Data Processing Methodologies

Mathematical techniques and procedures are very well suited and work perfectly for ideal

data. When it comes to �eld data it is never straight-forward to apply these mathematical

techniques and procedures. This is due to the fact that �eld data collection is not carried out

under ideal conditions, but the data collection is in
uenced by environmental, human, and

instrumentation factors. In order to bring the �eld data into a computable form, a certain

amount of processing is required. The amount of processing indicates the quality of the data,

and further, the amount depends on how detailed the �eld data collection was carried out.

Therefore, this chapter will discuss the nature of the data and the need for data processing

thereby re
ecting on the data quality available for the study.

In this chapter, �rst a look at the history of Canadian levelling network and the related

height datums is given (section 3.1); then the format of the levelling dataset storage is ex-

plained (section 3.2); in the following, the need for the data processing is discussed (section

3.4); and �nally, the data processing that was carried out on the data is described in detail

(section 3.5).

3.1 History of the Canadian Precise Levelling Network

In order to determine the possibility of estimating the rate of change in heights, a thorough

study of the history of levelling network is essential. The study of the history is also essential

to properly designate accuracies to the various epochs of measurements involved in the ad-

justment as the measurements might have been taken with di�erent kinds of instruments and

also with di�erent standards (Xu et al., 2000). A detailed history of the Canadian levelling

network and the various vertical datums adopted so far has been covered by Gareau (1986).

Further, Nassar (1977) has also accounted a brief history of the Canadian levelling network

and also has given gravity correction formulas to account for the local gravity variations along

the levelling lines.

In addition to the above two reports some interesting literature has also been published
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by Van���cek & Nagy (1981), wherein they had published the vertical uplift rate map of Canada

with the very few relevellings (5046 levelling segments) and the data from tide gauges (47).

The map was compiled based on the vertical rates obtained through a method suggested

by Van���cek & Christodulidis (1974) for scattered geodetic relevellings. Apart from these

reports and articles not much has been written about the Canadian levelling network. The

other source of information was the personal communication with Geodetic Survey Division,

Natural Resources Canada { with Mr. Marc V�eronneau.

The above literature have revealed that very few relevellings have been done in Canada.

According to Gareau (1986), these relevellings were made as part of maintenance of the

levelling network. Further, some of the relevellings were done close to dams to check if

there was any vertical crustal motion around the dam due to the load of the dam. Also,

the Trans-Canada levelling line that originally ran along the Trans-Canada railway line was

relevelled along the Trans-Canada highway. A discrepancy of 2.2m was found out between

the relevellings, which prompted investigations into vertical crustal motion along the Trans-

Canada levelling line. This also invoked the authorities responsible for levelling, to design a

program for relevelling the entire Canadian network every 40 years (Nassar, 1977). Thus, it

will take another 11 years to get the �rst relevelling of the entire Canadian network to estimate

the velocities. In this context, Hazay (1977) brings out an interesting point that to obtain

reliable estimates of vertical crustal motion (mainly due to secular changes) a minimum of

three relevellings are required, in which case reliable estimates of the vertical crustal motion

can be obtained only in 2057.

In the initial stages of the development of the Canadian levelling network, levelling was

conducted with various initial benchmarks, which later became the benchmarks constraining

the Canadian vertical datum. The Canadian vertical datum was de�ned in 1928 and is called

the Canadian Geodetic Vertical Datum of 1928 (CGVD28). In addition to this datum, two

other datums existed at the time of the de�nition of CGVD28, viz., Great lakes datum of

1903; and Chaloner datum. Later on there were several readjustments (Gareau, 1986) to

incorporate the new levelling lines that were added to the levelling network.

Of the readjustments, the North American Vertical Datum of 1988 (NAVD88) is of par-

ticular interest because of the fact that the whole of North American levelling networks,

which includes the levelling networks of Canada, United States of America and Mexico, were
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adjusted with Rimouski, Quebec in Canada as the datum point. NAVD88 was more of a

readjustment than a new vertical datum de�nition, but it was scienti�c in its adjustment as

only one point was chosen as the datum point, and not six as in the case of Canada and

also, true gravity values were used in the adjustment. The other interesting thing is that the

heights that are in use in the United States of America are based on NAVD88 (Zilkoski et al.,

1992).

The heights used at present in Canada are still based on CGVD28, which is de�ned by

constraining six tide gauges, namely, Rouses point, Point au P�ere, Halifax, Yarmouth (all

in the east coast), Vancouver and Prince Rupert (all in the west coast) (Gareau, 1986), but

Nassar (1977) refers to only �ve of them (leaving out Vancouver). Although the datum is

called CGVD28 it was o�cially adopted in the year 1931 (Gareau, 1986). The 1928 adjustment

of the levelling network did not involve gravity and in the later adjustments normal gravity

values were used to su�ce the problem. Currently, observed gravity values are used for the

computation of heights (personal communication with Mr. V�eronneau).

In addition to the changes in gravity values used, there were also changes in the accuracy

standards used for the levelling measurements. Before and during the 1928 adjustment the

accuracy standard for precision was kept at 4 mm
p

km. However in 1972, GSD classi�ed the

levelling based on the precision involved, according to which there were 6 classes, namely,

� (0 mm { 2 mm)
p

K

� (2 mm { 4 mm)
p

K

� (4 mm { 5.4 mm)
p

K

� (5.4 mm { 6.8 mm)
p

K

� (6.8 mm { 8.5 mm)
p

K

� 8.5 mm
p

K.

where K { the length of each levelling segment in km (Gareau, 1986). Inspite of this levelling

precision revision, the precision for all the epochs of levelling measurement can be considered

homogeneous compared to the other types of height measurement, for example, GPS. The

reason for such a revision of the precision was the transition to better instrumentation. Gareau
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(1986) provides a comprehensive list of the di�erent types of the instruments used for the

levelling measurements until the NAVD88 readjustment. A weighting scheme considering the

di�erent instruments used was proposed for NAVD88 although, there is no record indicating

the implementation of such a weighting scheme.

3.2 Levelling dataset of the Canadian Precise Levelling Network

The levelling dataset of the Canadian Precise Levelling Network (CPLN) is stored in a format

called the GHOST format at three di�erent levels of detail: sections, links, and lines. All

�eld measurements are taken at the section level and then combined to form links. And then,

links are amalgamated together to form lines. It is presumed that lines are the basic units

at the level of design of the levelling networks, and links are formed based on the number of

section measurements carried out in a day. Usually, the levelling lines are tens of kilometres

in length while the length of the sections vary from a few hundred metres to a few kilometres

depending on the roughness of the terrain. Table 3.1 illustrates the method of storage of the

observed data in the GHOST format.

1 2 3 4 5 6 7 8

14 70E7249 001B78780121 78B034 0080019 3.36547 1.9016 .917

14 78B034 001B78780121 70E7245 0080020 �:11187 1.6957 .722

14 70E7245 001B78780121 78B035 0080021 �1:35341 2.4115 1.480

Table 3.1: Table illustrates the method of storage of the observed data in the GHOST format

Column description

1. Code 14 indicates a levelling observation

2. Unique station number (From)

3. Line identi�cation number

4. Unique station number (To)
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5. The �rst three characters indicate the link number and the rest of the characters indicate

the section number for the given line

6. Levelling height di�erence in geopotential numbers(m kGal)

7. Precision of observation (mm kGal)

8. Levelled distance between stations (km)

Columns 3 and 5 in Table 3.1 will be explained in detail as all the other columns are

self-explanatory. Essentially, each line of the observed data indicated by code 14 provides

information on each observed section. So, if columns 3 and 5 were combined it would provide

a unique section identi�cation number. The whole section identi�cation number, for example,

section 001B787801210080019 can be split-up in the following manner,

001 B 78 78 0121 008 0019

, where 001 indicates the line; B indicates the province; 78 indicates the year the line was �rst

observed; 78 indicates the year the line was observed last; 0121 indicates the project number;

008 indicates the link number within the line; and 0019 indicates the section number within

the line. The point that needs to be noted here is that if the section is levelled again in a

di�erent year then the last year of observation and the project number will change. Hence,

the �rst 6 characters, viz. 001B78, become the unique line identi�cation number. Further, the

last year of observation is an indication of whether the line has a relevelling or not. Thus, the

signi�cant that can be exploited are the �rst 8 characters of the line identi�cation number,

or, the unique section identi�cation number.

Column description:

1. Code 4 indicating information about a station

2. Unique station number

3. Latitude (degree minute second)

4. Longitude (degree minute second)

5. Estimated heights in geopotential numbers (mm kGal)
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1 2 3 4 5

4 78B054 46 5832.3214 64 0304.4785 54.0130

4 01N161 A 44 1006.5698 61 5104.2318 123.8756

4 79L*0055 47 5428.0000 68 4408.0000 178.5672

Table 3.2: Table illustrates the method of storage of the station information in the GHOST

format

The GHOST data format also stores information on the stations in the levelling network

as shown in Table 3.2. There are a few important things that need to be noted with respect to

the unique station number. The �rst two characters of the station number indicate the year

in which it was installed; the third character, which is an alphabet, indicates the province in

which it is installed; and the rest of the characters indicate the station number.

In Table 3.2, three di�erent types of station numbers are shown. The station number

shown in the �rst row indicates a stable and permanent benchmark, which is provided with

a marker and a description. The station number in the second row has an alphabet at the

end of the end of the station number indicating that the station has been 
oated. A station

is 
oated if it has signi�cantly moved with respect to the other surrounding benchmarks; or

it has been dislocated by an earthquake, construction, or vandalism. The station number in

the thrid row has an ‘ * ’ mark in the fourth character, which indicates that the station is a

temporary benchmark, and so, it does not have a marker and a description in the �eld.

3.3 Solvability of levelling networks for heights and vertical velocities

In order to understand and justify the need for data processing it is essential to understand how

the solution of a kinematic levelling network works to estimate heights and vertical velocities

of the points in the network. It will be shown in this section that it is not a straight forward

problem of algebra, where the parameters are estimable when the number of equations are

more than (overdetermined solution) or equal (unique solution) to the number of parameters,

as in the case of a static levelling network.



Chapter 3 36

3.3.1 Review of terminology

Levelling is relative and hence, always done between a pair of points. The objective of levelling

is to �nd the heights of the points between which the observations are measured. The group of

points that are connected by levellings is called a network. The levelling networks, whose only

purpose is to estimate heights of the points in the network, are referred to as static levelling

networks. When the observations of the levelling network are repeated over time then the

repeated observations are referred to as relevellings. The levelling networks, whose purpose is

to estimate heights and their variations in time (velocities) of the points in the network, are

referred to as kinematic levelling networks.

When every observation of a static network is observed repeatedly over time then it will

be referred to as an ideal kinematic levelling network. If instead only a few observations in the

static network are observed again then it will be referred to as a scattered kinematic levelling

network. The following �gures give a visual picture of the above.

3

1 2

(1) Ideal Network

3

t1 t4

1 2

(2) Scattered Network

Figure 3.1: Ideal and scattered kinematic levelling networks

3.3.2 Rules for solvability of kinematic levelling networks

Consider, the following three �gures.

In Figure 3.2(1) the line 1 � 2 has been relevelled and hence, there are two observations

but four unknowns { height and velocity for 1 and 2 . In order to �nd the parameters of one

point the parameters of the other point should be �xed, because are only height di�erences

are available to estimate both heights and vertical velocities of the points. Now, consider

Figure 3.2(2), which is a triangle and all its sides have been relevelled. In this �gure there

are six observations and six unknowns. Eventhough there are equal number of observations
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1 2

(1)

3

1 2

(2)

3

t1 t4

1 2

(3)

Figure 3.2: Illustration of solvability analysis

and unknowns presenting an unique solution situation, one height and one velocity need to

be �xed to have absolute heights and velocities relative to the �xed quantities.

Now, consider Figure 3.2(3), where there is only one relevelling between points 1 and 2

and there are two single levellings to point 3 . In this case, there are four observations and six

unknowns, but, as in the Figure 3.2(2) there is a rank de�ciency of 2 because of the relative

measurement process. Since, there is only one relevelling line this case seeks special attention,

and so, the solution is explained step-by-step. Taking line 1 � 2 into consideration and solving

it like Figure 3.2(1). Then there are four known parameters { two �xed and two estimated,

which leaves the situation with two observations { 1 � 3 & 3 � 2 , and two unknowns { height

and vertical velocity of point 3 . At this juncture one important thing needs to be considered,

which is Is there velocity information in the given observations?.

Velocity information of a point in a kinematic network is available in two forms.

1. Relevellings

2. Two or more observations to a point from a solvable network observed in atleast two

di�erent epochs. For example, in Figure 3.2(3) the solvable network would be the relev-

elling line 1 � 2 . Also, a careful look at the previous statement shows the emphasis on

observations at two or more di�erent epochs. This is because, if there is/was deforma-

tion in that particular point of concern, then the observations will show a misclosure,

which will be signi�cant apart from the errors. Hence, it will contribute to velocity

information.

Thus, Figure 3.2(3) presents the latter situation with two observations at di�erent epochs.
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Hence, it is possible to determine height and velocity of point 3 with those two observations,

inspite of the fact that we do not have relevellings to 3 . So, the rank de�ciency of Figure 3.2(3)

is also 2. This triangle will not be solvable if both the observations { 1 � 3 & 3 � 2 , had the

same time epoch of observation. The triangle of Figure 3.2(3) can be extended into a huge

network with only single levellings by making sure that every point has two connections at

di�erent observation epochs.

3.3.3 Network with multiple rank de�ciency

1

2
3 4

5

6

7

8

9

t1

t4 t2

Figure 3.3: A network with multiple rank de�ciency

The above concepts are applied to a complex situation shown in Figure 3.3, where we

have multiple rank de�ciency. The three triangles are solvable in themselves, and if done so

will have a rank de�ciency of two for each triangle. Since combination of single levellings also

have velocity information, the network needs to be analysed for solvability taking the single

levellings into consideration. Now, triangle 1 � 2 � 3 has one connection each with the other

two triangles. Hence, there is no possibility of transmitting the velocity information to either

triangle as two single levelling connections are required to transmit the velocity information.

Therefore, triangle 1 � 2 � 3 will have two parameters �xed and either triangle 4 � 5 � 6 or

triangle 7 � 8 � 9 will have one parameter �xed. The third triangle need not be �xed for any

parameters as it has two connections to this integrated group of triangles. And �nally, the

network will have a rank de�ciency of 3, wherein the excess de�ciency is referred to as excess

constraint datum parameter(s). One important observation has to be noted here: there are
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more equations (21) than the parameters (18) needed to be estimated. Therefore, a solvability

check has to be made before attempting a kinematic vertical datum solution.

In the above multiple rank de�ciency example, there is a rank de�ciency of three, which

is one more than for a network whose heights and vertical velocities can be estimated by a

minimum constraint datum solution. But this situation is di�erent from the overconstraint

datum solution, because in an overconstraint situation there are enough observations to apply

a minimum constraint. The purpose of applying an overconstraint is mainly to �t the given

observations to a set of known co-ordinates. However, in the case of multiple rank de�ciency

there is a data gap or lack of observations to perform a minimum constraint adjustment. So,

there are constraints in excess of what is ideal and hence, such solutions to multiple rank

de�ciency problems will be referred to as excess constraint solutions. In an excess constraint

solution, if the constraints are close to true values then they will provide as good solutions as

a minimum constraint solution.

If the rank de�ciency is more than 2, a choice can be made in �xing a combination of the

height and velocity parameters. For example, in the case of Figure 3.3, where there is a rank

de�ciency of 3, a choice can be made to �x either two heights and one velocity or, one height

and two velocities. It will be advantageous to use the former choice as they are more easily

available, while the choice of �xing more than one velocity will make the datum dependent

on a priori geophysical/geodynamical models. This will be touched upon again in chapter 5

with some results from the levelling network.

3.4 Need for the processing of Canadian Precise Levelling Network data

The aim of this research, as stated before, is the de�nition of a kinematic vertical datum for a

levelling network for which the fundamental component is the relevellings in the network. So,

the data was analysed for �nding out the relevelled lines in the network. The data analysis

for relevellings was performed at the section level, because if there are su�cient relevellings

in the network at the section level then both heights and velocities can be estimated for all

the available benchmarks (points) in the network. If the other levels of the data are chosen,

then the velocities of some of the benchmarks have to be estimated by interpolation methods.

In Figure 3.4 the relevellings at the section level of the data are shown. The relevellings are
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all over the network, but they are completely disconnected, which means that the network is

not an ideal kinematic levelling network.
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Figure 3.4: Relevellings in the network at the section level of the data

The scattered relevellings were expected of the network, because a review of the history

indicated that there were hardly any dedicated relevelling campaigns, and most of the relev-

ellings that are seen are mainly due to the maintenance measurements (cf. section 3.1). So, it

was decided to look into the higher level of the data, viz. at the line level of data. To analyse

at the level of the links will not make sense, because it is purely used for managerial purposes

(cf. section 3.2). In order to understand the implications of using line level of data, consider

Figure 3.5. In that �gure, if the data is analysed at section level, then no relevellings will be

identi�ed, because none of the sections have been revisited neither along the same route, nor

in a di�erent route. But, if the same data were analysed at the line level, i.e., lines e1 and

e2 , then it will be found out that they are relevellings.

The line level of data was analysed with the year information present in the line identi�ca-

tion number(cf. section 3.2). This method, eventhough provided information on which lines
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Initial and end points of a line

Initial and end points of a section

e1

e2

Figure 3.5: Illustration of relevelling information at line level and at section level

are relevelled and those not, did not provide the complete solution. This is because of the two

major obstacles in the network: branching, and relevellings of the same line having di�erent

line identi�cation numbers. First, the lines with the same line identi�cation number were all

segregated together and then they were compared with the other lines with the same unique

line identi�cation number (cf. section 3.2). The lines were not continuous (continuous in the

sense of Figure 3.5) as they had some sections that were diverging out of the main levelling

route of the line. For example, the line showed in Figure 3.6 is a network in itself. So, these

kinds of lines cannot be compared at the line level. Also, some relevellings of the same line

had di�erent line identi�cation numbers at di�erent epochs. An example of such an inconsis-

tency is shown in Figure 3.7, and the corresponding line numbers in Table 3.3. This made it

impossible to rely upon the information in the line identi�cation numbers. So, it was futile

to do the processing at both the line and section level and hence, provided motivation and

justi�cation to carry out other data processing methods.

3.5 Data Processing of the network

Data processing of the network consists of �nding the intersection points between the lines;

removing loose ends; removing loops; and reduction of the levelling observations based on the

time-tagging. This is a crucial step in the whole levelling network analysis as this step tries to

manipulate and exploit all the available vertical motion information. In doing so the methods

alter the geometry of the network and hence, the methods must be evaluated and validated

before they are applied to the �eld data. In this section and the following section the data
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A levelling line with all kinds of abnormal branching
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A levelling line with a loop as a branch

Figure 3.6: Branching in levelling lines. The di�erent coloured lines show the di�erent

branches of a levelling line route. In the �rst �gure the levelling line does not follow a

particular route, but forms a network in itself.
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Yellow Green Red

056L15250251 085L19190248 255L54540109

255L54550145

255L54680101C

255L54690144C

255L54700146

255L54710385A

255L54710385B

255L54720386A

255L54730387B

255L54740388B

255L54750097A

255L54790151B

255L54790151C

255L54790151D

255L54830501A

255L54830501B

255L54870548

255L54960600

Table 3.3: Line numbers for the Figure 3.7




