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ABSTRACT 

Horizontal drilling processes in the oil industry utilize directional measurement-

while-drilling (MWD) instruments to monitor the position and the orientation of the 

bottom hole assembly (BHA). The present directional monitoring equipment includes 

three accelerometers and three magnetometers mounted in three mutually orthogonal 

directions. At some predetermined surveying stations, the accelerometers measure the 

Earth gravity components to determine the BHA inclination and tool face angles while 

the magnetometers measure the Earth’s magnetic field to determine the BHA azimuth.  

The massive amount of ferrous and steel materials around the drilling rig, the 

presence of downhole ore deposits, the drill string-induced interference and the 

geomagnetic influences can all have a deleterious impact on the magnetometer 

measurements. Therefore, this research proposes the use of fiber optic gyroscopes 

(FOGs) to replace the magnetometers. A quantitative feasibility study has shown that the 

FOG has excellent immunity to the severe downhole shock and vibration forces.  

This thesis aims at developing new MWD surveying methodologies based on the 

inertial navigation techniques for integrating the FOG technology with the three-axis 

accelerometers to provide complete surveying solution downhole.  

Inertial navigation systems (INS) determine the position and the orientation of a 

moving platform using three-axis accelerometers and three-axis gyroscopes forming what 

is known as inertial measurement unit (IMU). Since the BHA cannot accommodate a 

complete IMU, this research utilizes some specific conditions related to horizontal 

drilling operations to minimize the number of gyroscopes so that only one or two high-

accuracy FOGs would be sufficient to provide full surveying solution downhole. In 

addition, some adaptive filtering techniques are utilized to enhance the FOG performance 

in order to reduce its output uncertainty. Moreover, applied optimal estimation techniques 

based on Kalman filtering methods are employed to improve the surveying accuracy.  

The suggested FOG-based MWD surveying techniques eliminate the costly non-

magnetic drill collars in which the presently used magnetometers are installed, survey the 

borehole continuously without interrupting the drilling process and improve the overall 

accuracy by utilizing some real-time digital signal processing techniques.         
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 1
CHAPTER ONE 

INTRODUCTION. 

 

1.1. Background. 

1.1.1. Horizontal drilling process. 

During the last two decades, horizontal drilling processes have been the subject of 

intensive research investigations [Conti et al., 1989; Rehm et al., 1989; Joshi et al., 1991; 

Bell et al., 1994]. A great deal of interest in these technologies has been shown by the oil 

companies and the drilling contractors [Rehm et al., 1991; Graham, 1994]. It was 

suggested that by “kicking off” above an oil bearing formation, drilling into it at an angle 

and then following along within the formation horizontally, productivity and longevity of 

a producing well could be increased significantly [Fisher et al., 1991; Anon, 1999]. Conti 

et al. (1989) showed that the horizontal drilling system should include directional 

measurement-while-drilling (MWD) equipment and a steerable system in addition to the 

conventional drilling assembly. The drilling assembly for the horizontal drilling process 

consists of a diamond bit, a high speed motor with a bent housing, a mule-shoe orienting 

sub with built-in float valve, non-magnetic drill collars which include magnetic surveying 

tools, and a slick drill pipe [Fig.1.1, Rehm et al., 1989]. The non-magnetic drill collars 

carry the surveying equipment, and stabilize the movement of the motor. They are 

usually designed from monel metal to avoid external interference to the magnetic 

surveying tools [Fisher et al., 1991]. The cost of the non-magnetic drill collars can run up 

to $30,000 for single installation, thus directly affecting the overall budget of the 

horizontal drilling process.   

Horizontal well technology involves drilling a vertical hole (usually using 

conventional rotary drilling) to an appropriate depth. The horizontal drilling equipment is 

then installed with the bent housing adjusted to an appropriate offset angle (usually less 

than 3 degrees) [Fisher et al., 1991]. The assembly is installed down the hole and rotated 

so that the offset points toward the desired azimuth direction. Subsequently, a window is 

cut through the casing using a special bit, and the “kick off” continues from that point on 

with the ongoing azimuth angle being monitored using three-axis magnetometers [Russel 



 2
and Russel, 1979]. The inclination (the deviation from the vertical direction) and the tool 

face angle are determined using three-axis accelerometers [Thorogood and Knett, 1989].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The productivity of a horizontal well depends on the well length, which in turn 

depends on the drilling technique [Joshi et al., 1991]. The horizontal drilling techniques 

are classified into four different categories based on the turning radius and the angle-

building rate [Joshi et al., 1991]. The turning radius is the radius required to turn from the 

complete vertical to the complete horizontal directions. The angle build rate defines the 

deviation of the drill pipe from the vertical direction per distance traveled. Since the 

surveying techniques proposed in this thesis are based on some assumptions related to the 

penetration rate of the drill pipe through the downhole formation, these four categories 

are of particular importance for this research. Table 1.1 showed the drilling categories 

with their turning radii and penetration rates [Joshi et al., 1991]. The category employed 

in such horizontal drilling process depends on the plans of the drilling contractors, the 

nature of the downhole formation and the depth of the vertical hole. For the scope of the 

Fig.1.1. Horizontal drilling assembly [Rehm et al., 1989]. 
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present research work, the short, medium and long radii wells are only considered due to 

their relatively small angle build rate. 

 

Table 1.1. The different horizontal drilling categories with the corresponding 

turning radii and build rates. 

Drilling category Turning radius Angle build rate 

Ultra-short radius  1 – 2 ft. 40o/ft. – 60o/ft. 

Short radius  20 – 40 ft. 2o/ft. – 5o/ft. 

Medium radius  300 – 800 ft. 6o/100 ft. – 20o/ 100ft. 

Long radius 1000 – 3000 ft. 2o/100 ft. – 6o/ 100ft. 

 

In general, horizontal wells have several advantages over the conventional 

vertical ones. These advantages are well discussed by different researchers [Anon, 1990; 

Joshi et al., 1991] and are only listed here for reference: 

1. Horizontal wells have large contact area with oil or gas reservoirs. Therefore 

for a fixed delivery rate, the pressure drawdown required in horizontal wells is 

much smaller when compared to vertical wells.  

2. Horizontal wells provide high deliverability if compared to conventional 

vertical wells. The horizontal well productivity is about 2 to 7 times that of the 

vertical well.      

3. Due to its high deliverability, drilling horizontal wells can reduce the number 

of wells required and minimize surface disturbance, which is very important 

in environmentally sensitive areas. 

 

1.1.2. Borehole surveying 

When developing a plan for drilling directional and horizontal wells, borehole 

surveying becomes one of the important prerequisites for the successful completion of the 

drilling process [Noy and Leonard, 1997]. There are two different aspects of borehole 

surveying. The first is borehole surveying for the purpose of well-bore mapping of 

established wells, which is usually done for the purpose of quality assurance. The second 

is the MWD surveying which is performed in real-time while the drill bit is penetrating 
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the downhole formation. For the scope of the present research only the MWD surveying 

will be considered. Unlike the conventional vertical wells, drilling horizontal wells 

requires the drilling engineer to be all the time aware of the direction of the drill bit. It 

has been shown that a successful horizontal drilling process needs accurate presentation 

of well bore trajectory at intervals of less than 30 feet in the radical sections of the well 

[Clary et al., 1987]. MWD surveying allowed quick evaluation of the effectiveness of the 

drilling process for the current drilling conditions. 

There are many factors that have to be taken into consideration when developing 

a MWD surveying system [Brindley, 1988; Noureldin et al.c, 2000]. First of all, the 

desired accuracy of surveying and the tools that would provide this accuracy should be 

specified. Moreover, proper operation of these tools should be guaranteed, especially in 

the severe downhole environment (vibrations, shock and high temperatures). In addition, 

attention should be paid to eventual budget limitations when choosing the necessary 

equipment for implementing the system. Reduction of the equipment cost and of the 

surveying time is an objective as long as the desired accuracy is maintained. 

Present MWD surveying systems incorporate three-axis magnetometers and three-

axis accelerometers arranged in three mutually orthogonal directions [Russel and Russel, 

1979; Thorogood and Knett, 1990; Helm, 1991]. At certain predetermined surveying 

stations, while the bottom hole assembly (BHA) is completely stationary, the 

magnetometers and the accelerometers measure three mutually orthogonal components of 

the Earth magnetic field and the Earth gravity, respectively. In order to avoid external 

interference on the magnetic surveying tools, the latter are installed inside special 

nonmagnetic drill collars.  The Earth magnetic field components are mathematically 

processed to calculate the azimuth angle, while the Earth gravity components delivered 

by the accelerometers are utilized to determine the inclination and the tool face angles. 

The BHA position is then computed by assuming certain trajectory between the 

surveying stations [Thorogood and Knett, 1990]. The desired accuracy of most of the 

present MWD systems is ±0.1o for the inclination and ±0.5o for the azimuth [Phoenix 

Technology Services, 2002; Computalog Drilling Services, 2002]. However, in some 

drilling environments, it is usually difficult to achieve this level of accuracy due to 

several factors that affect the performance of the present magnetic surveying system. 
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Typically, the satisfactory accuracy when using magnetometer-based surveying system is 

±0.5o for the inclination and ±1o for the azimuth [Thorogood, 1989].     

 

1.2. Problem statement. 

The magnetic surveying system suffers from several inadequacies due to the 

surrounding environment [Cheatham et al., 1992; Thorogood, 1990]. In fact, the major 

weaknesses of the present directional sensing instruments stem from the use of 

magnetometers to monitor the azimuth. Several error sources affect the accuracy of the 

magnetometers and can be summarized as follows: 

1. Magnetic interference of both the downhole ore deposits and the abundance of 

steel components around the drilling rig disturb the magnetometer 

measurements of the Earth magnetic field [Thorogood and Knott, 1990]. 

Although it has been reported that the effect of this magnetic interference 

could be reduced (mitigated but never entirely eliminated) by utilizing long 

lengths of non-magnetic drill collars above and below the surveying 

instruments [Russel and Roesler, 1985; Grindord and Wolf, 1983], this 

solution could affect the cost benefits of the horizontal drilling technology due 

to the relatively high cost of these nonmagnetic materials.  

2. The installation of the magnetic surveying sensors at 50 feet behind the drill 

bit due to the additional weight imposed by the nonmagnetic drill collars on 

the bit [Conti, 1989; Rehm et al., 1989]. Consequently, the MWD surveying 

sensors might not be capable of monitoring some rotational motions 

experienced only by the drill bit assembly, thus affecting the overall reliability 

of the magnetometer-based MWD surveying system.  

3. Geomagnetic influences also contribute to the deterioration of the surveying 

accuracy [Wright, 1988], since variations of the geomagnetic fields over time 

are quite significant with respect to the performance capabilities of the 

magnetic surveying tools.  

 

Recent trends in the drilling industry include the establishment of several 

directional/horizontal wells from the same platform [Njaerheim et al., 1998; Anon, 1999]. 
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This necessitates the utilization of a reliable MWD surveying system that is capable of 

performing properly within the severe downhole drilling conditions and accurately 

monitors the BHA position and orientation to avoid collision with adjacent wells. 

Obviously, MWD magnetic surveying systems have several shortcomings particularly 

with respect to such drilling operations. Recent developments for improving the magnetic 

surveying system could not provide a global solution for all reported shortcomings 

[Dipersio, 1995; Hartmann, 1998; Shiells and Kerridge, 2000]. Therefore, an intensive 

research effort is required not only to suggest new technology for MWD surveying 

systems but also to introduce new methodologies that correspond to the present trends in 

drilling technology. 

 

1.3. Research objectives. 

This research aims at introducing a new MWD surveying system that avoids the 

inadequacies of magnetic surveying techniques and meets more adequately the 

requirements of modern drilling operations. The new system utilizes surveying 

technology independent of magnetic-field monitoring and employs different surveying 

methodologies for the different modes of the drilling process.  

The proposed system utilizes the technology of fiber optic gyroscopes (FOGs) for 

the MWD surveying processes. The FOG is suggested due its small size (less than 2.5’’ 

diameter), low weight (less than 200 grams), high accuracy (drift rate less than 0.1o/hr), 

relatively low cost, and high reliability (mean time between failure (MTBF) is 

approximately 6 years). Inertial navigation techniques will be employed for the 

integration of the FOGs angular velocity measurements with the linear acceleration 

measurements provided by three mutually orthogonal accelerometers. 

 

The objectives of this research project are as follows: 

1. Quantitative study of the applicability of the FOG technology for MWD 

surveying processes. 

2. Adaptive filtering of the raw measurements obtained from the FOG and the 

accelerometers to reduce both sensor output noise and external vibration 

effects existing downhole. 
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3. Utilization of some specific conditions existing in the directional/horizontal 

drilling process in order to minimize the number of gyroscopes, so that only 

one or two high-accuracy FOGs would be sufficient to develop the necessary 

surveying methodology and to provide a full navigation solution downhole. 

The first technique is called the Single-FOG technique that is capable of 

providing continuous surveying of the near-vertical section of the drilling well 

up to 20o inclination angles, followed by station-based surveying until the end 

of the drilling process. The second technique is called the Dual-FOG 

technique, which provides continuous surveying for the whole radical section 

of the well followed by station-based surveying for the horizontal section.  

4. Application of optimal estimation techniques based on the Kalman filter to 

enhance the performance of the developed surveying methods. These 

techniques remove the effect of the residual random errors during either 

continuous or station-based surveying and generate real-time statistical data 

related to the accuracy of the estimated values.   

 

1.4. Structure of the thesis. 

The thesis is structured in seven chapters and includes a general conclusion, a list 

of references and four appendices. 

The status of present MWD surveying technology is documented in Chapter 2. 

This chapter reviews the principles of MWD surveying systems, discusses the error 

sources associated with the present techniques, and provides an overview of the recent 

developments in this technology. In addition, the limitations of the magnetic surveying 

systems and the motivations for the development of a new MWD surveying technique are 

discussed. 

Chapter 3 gives an overview of the FOG technology from a theoretical and 

functional point of view. The development of a FOG computer model is then discussed. 

This computer model is employed to analyze FOG performance characteristics and to 

study the effect of shock and vibration forces that may exist downhole during the drilling 

operation. 
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Since the FOG is used to monitor the component of the Earth rotation rate along 

its sensitive axis during station-based surveying processes, de-noising techniques have 

been developed to reduce the FOG output uncertainties. Two approaches are introduced 

in Chapter 4 for this purpose. The first approach is based on the forward linear prediction 

technique, and the second approach includes an adaptive noise reduction of the FOG 

output signal. Both approaches employ transversal tap delay line filters and utilize the 

least mean squares (LMS) method to determine the optimal values of the filter tap 

weights. A changeable step size criterion is also suggested to guarantee fast convergence 

and minimal mean square error while determining the filter optimal tap weights. 

Chapter 5 begins with an overview of inertial navigation systems (INS). The 

Single-FOG MWD surveying setup is then presented. This chapter introduces two 

surveying techniques. The first technique is the continuous surveying process, which is 

developed to survey the near-vertical section of the well. Quantitative long-term analysis 

of the various surveying errors is presented and continuous aided inertial navigation as 

well as zero velocity update methods are utilized to limit these surveying errors. In 

addition, a backward velocity error correction criterion is suggested during the zero 

velocity update procedure to limit the growth of position errors. Experimental laboratory 

results are presented to show the performance and the accuracy of the suggested methods. 

The second technique is the station-based surveying method, which is developed to 

survey highly-inclined and horizontal well sections. Development of the station-based 

surveying equations and discussion of the various sources of surveying errors associated 

with this technique are included. Moreover, the station-based surveying technique is 

experimentally tested using navigational grade surveying sensors and the results are 

presented. The applicability and the limitations of both the continuous and the station-

based surveying techniques utilizing the Single-FOG system are discussed as well. 

Chapter 6 presents the Dual-FOG system, which addresses the limitations of the 

Single-FOG surveying technique. This chapter discusses the continuous surveying of the 

whole radical section of the well and the station-based surveying for the horizontal well 

section. Test results are presented and a comparison with the Single-FOG system and the 

existing conventional three axes gyroscopic system is made.  
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Finally, Chapter 7 concludes the research work and provides recommendations 

for future development of the suggested techniques. 

The thesis includes four appendices. Appendix A presents a deterministic analysis 

of the FOG performance. Appendix B discusses the design and the implementation of the 

experimental setup used for testing the performance and the accuracy of the developed 

surveying techniques. Appendix C introduces the relationships between various 

surveying errors and shows some simulation results of their long-term behavior. 

Appendix D presents the Kalman filtering algorithm used for limiting the surveying 

errors during both continuous and station based surveying methods.       
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CHAPTER TWO 

PRESENT MWD SURVEYING TECHNOLOGY. 

 

MWD surveying processes in the oil industry play a major role in optimizing 

drilling operations and increasing the productivity of drilling processes [Graham, 1994]. 

Real-time monitoring of the directional/horizontal drilling process utilizes devices 

installed 50 feet behind the drill bit [Muritala et al., 2000]. The measurements from these 

devices include MWD directional surveying data, which are collected to provide the 

BHA position and orientation during the drilling operation [Russel and Russel, 1979; 

Thorogood and Knott, 1989]. The BHA position is defined by the latitude, the longitude 

and the altitude (depth). The BHA orientation is determined by the ongoing azimuth 

direction of the drill bit, the inclination and the tool face angles [Thorogood, 1989]. The 

azimuth is the deviation from the North direction in the North-East plane. The inclination 

is the deviation angle of the drill pipe from the vertical direction. The tool face angle 

corresponds to rotations along the tool spin axis. 

Most of the present MWD surveying systems are based on magnetic field 

monitoring devices for determining the azimuth. The inclination and the tool face angles 

are calculated after processing gravity field measurements provided by three-axis 

accelerometers [Thorogood, 1989].     

The MWD surveying process is usually discussed in terms of distinct topics such 

as type of surveying instruments, surveying procedure and desired accuracy. In fact, it is 

essential to study the performance and the accuracy of a given surveying system in 

relation to surveying time, latitude, inclination, azimuth and other relevant aspects of 

surveying environment [Thorogood, 1990]. Part of the MWD surveying problem stems 

from the fact that the behavior of the surveying instruments is strongly influenced by the 

environment in which these instruments operate. Consequently, surveying programs may 

differ depending on the end user requirements and the surrounding environment 

[Thorogood, 1986]. To consistently and effectively manage a surveying program, the 

drilling engineer must have a well-defined approach to the drilling operation. In addition, 
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a clear idea of the end user accuracy requirement should be present. Furthermore, the 

drilling engineer should compare the surveying environment against the performance 

capabilities of available instruments. An overview of an MWD surveying process 

designed to achieve this purpose is illustrated on Fig.2.1 [Thorogood, 1986].  

This chapter aims at introducing the principles of present surveying systems as 

well as giving an overview of recent industrial developments in the MWD surveying 

technology. In addition, the limitations and the inadequacies of these systems are 

discussed in order to define the motivations toward developing a novel MWD surveying 

system. 

                                                              

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SSppeecciiffyy  ssuurrvveeyy  
pprrooggrraamm  
oobbjjeeccttiivveess  

DDeeffiinnee  tthhee  
ssuurrvveeyyiinngg  

eennvviirroonnmmeenntt  

DDeeffiinnee  tthhee  
cchhaarraacctteerriissttiiccss  ooff  

aavvaaiillaabbllee  iinnssttrruummeennttss   

DDeeffiinnee  tthhee  ccaappaabbiilliittiieess  ooff  
iinnssttrruummeennttss  iinn  pprrooppoosseedd  

ddrriilllliinngg  wweellllss..  

DDeevveelloopp  ddeettaaiilleedd  ssuurrvveeyy  
pprrooggrraammss  ttoo  ssaattiissffyy  oobbjjeeccttiivveess..  

EExxeeccuuttee  ssuurrvveeyyiinngg  pprrooggrraamm..  

DDaattaa  AAnnaallyyssiiss..  

Fig. 2.1. General procedure for designing a surveying program [after Thorogood, 
1989 and 1986]. 
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2.1. Principles of MWD magnetic surveying technology.                    

MWD surveying was performed originally using pivoted compass devices to 

monitor the azimuth [Walstrom et al., 1969; Wolf and de Wardt, 1981]. Although simple, 

this system suffered from the inherent imperfection of the compass and the magnetization 

of the drill string that caused errors in the readings taken by the compass. In addition, it 

was reported that the errors due to the drill string magnetization increased significantly at 

high inclination angles [Russel and Russel, 1979]. Moreover, the algorithm used to 

provide the azimuth requires the knowledge of the magnetic moment of the compass 

magnet. This knowledge is largely empirical in nature [Wolf and de Wardt, 1981].  

Russel and Russel (1979) introduced a new instrument responsive to the Earth’s 

magnetic field. This instrument included three mutually orthogonal magnetometers to 

monitor the Earth’s magnetic field in three mutually orthogonal directions. The azimuth 

angle is then determined by incorporating these measurements with the values of both the 

inclination and the tool face angles determined by three mutually orthogonal 

accelerometers. The algorithm provided by Russel and Russel (1979) determines the 

BHA orientation at certain surveying stations with the assumption that the error vector 

that modifies the Earth’s magnetic field vector in the instrument is in the direction of the 

borehole. This assumption was justified by installing these magnetometers inside a non-

magnetic housing. This system necessitates the use of non-magnetic drill collars around 

the surveying equipment at a cost approaching $30,000 per single installation. Based on 

the installation of the three-axis magnetometers ( xB , yB  and zB ) and the three-axis 

accelerometers ( xf , yf  and zf ) as shown on Fig. 2.2, Russel and Russel (1979) showed 

that the inclination θ , the tool face φ  and the azimuth ψ  can be determined as follows: 
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Practically, the local Earth’s magnetic field vector at the location of the surveying 

tool is modified by the effect of the drill string magnetization above and below the non-

magnetic drill collars. Russel and Russel (1979) assumed that the modification to the 

local Earth’s magnetic field vector is approximately an error vector in the direction of the 

drill string. Thus, it can be concluded that the direction of this error vector is defined by 

the azimuth and the inclination angles. This error vector was used, according to the 

assumptions made by Russel and Russel (1979), to obtain a correction azimuth angle cψ  

such that the true azimuth angle is given as 

 ctrue ψψψ +=          (2.4) 

where cψ  was presented as 
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Here E is the magnitude of the error vector and is given as   

 θθψ cossincos VNZ BBBE +−=      (2.6) 

where NB  and VB  can be obtained from the published geomagnetic survey data. 

Fig.2.2. Section of the non-magnetic drill collars with the magnetic surveying
equipment inside. 
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Although the MWD surveying system suggested by Russel and Russel (1979) 

provided complete algorithm for determining the drill bit orientation at certain surveying 

stations, it did not take into consideration the presence of downhole ore deposits which 

can highly affect the measurements taken by the magnetometers. In addition, Thorogood  

(1990) showed that the magnetic surveying tools installed inside the non-magnetic drill 

collar are still subject to the influence of the other steel components in the drill string. It 

has been shown that drill string-induced surveying errors increase with the inclination 

and become particularly significant when inclination exceeds 30 degrees. In addition, the 

geomagnetic influences contribute to the deterioration of the accuracy of magnetic 

surveying. Variations of the geomagnetic fields are quite significant in relation to the 

performance capabilities of the magnetic surveying tools [Thorogood, 1990]. 

 

2.1.1. MWD data processing and telemetry.  

The raw measurements are acquired at the magnetometers and the accelerometers 

outputs at each surveying station. These signals are filtered, digitized and processed by 

the downhole microprocessor system to determine the three attitude angles (the 

inclination, the tool face and the azimuth). These attitude angles are then sent to the 

surface via an appropriate telemetry technique. The BHA position can then be determined 

by assuming certain trajectory between surveying stations [Russel and Russel, 1979].   

During the last two decades different telemetry techniques have been developed 

and modified to achieve efficient communication of the surveying data to the surface. 

Telemetry processes originally utilized the hardwired electromagnetic (EM) technique. It 

was suggested that a single conductor logging cable run out of the drill string through a 

special side entry located above the MWD tools could be utilized to telemeter the MWD 

data to the surface [Anderton, 1975]. Although this system was relatively cheap and 

provided high data rates, it was not reliable enough with the existing severe drilling 

conditions and imposed many restrictions on the rotation of the drill string.  

Presently, most of the drilling operations employ mud pulse telemetry techniques, 

which utilize low frequency pressure pulses to telemeter the MWD data to the surface 

[Tubel et al., 1992]. A valve installed inside the drill string disturbs the circulation of 
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mud, thus sending pressure waves to the surface [Holmes et al., 1995]. The major 

disadvantages of the present mud pulse telemetry system are the low data rate and the 

noise created by the mud pump noise. Some digital signal processing methods have been 

developed to limit the effect of mud pump noise [Gardner and Merchant, 1996; Girard 

and Mintchev, 1998; Brandon et al., 1999].  

In order to relatively increase data rate of telemetry systems, EM methods have 

been modified to suit the drilling operation. Two approaches are presently employed. The 

first approach is based on telemetering the MWD data by sending low frequency EM 

signal directly through the Earth to the surface [Xia and Chen, 1993]. The second 

approach considers the drill string as a one conducting path and the Earth is the other 

[Trofimenkoff et al., 2000]. The first approach is limited by the reflections and the 

interferences of the EM signal with the drill pipe and the other materials existing 

downhole. On the other hand, the effectiveness of the second approach depends on the 

frequency of the EM wave, the Earth depth through which the signal travels and the 

conductivity of the surrounding environment. The improvement of data rates can be 

accomplished by utilizing repeaters along the drill string. This increases the cost and 

decreases the overall system reliability. However, this EM approach has some advantages 

over the mud pulse telemetry technique. In addition to providing higher data rates, the 

EM telemetry system is independent of mud circulation, thus it becomes unaffected by 

the absence of drilling mud through the drill pipe.           

 

2.2. Error analysis of the current MWD magnetic surveying system 

MWD surveying errors can be categorized as inherent sensor errors and external 

error sources. The inherent sensor errors include bias calibration error, cross axis 

sensitivity, bias temperature drift and output noise. Holmes (1987) assumed that the 

inherent errors in either the accelerometers or the magnetometers are normally distributed 

and gave simple expressions for the errors in the inclination, the tool face, and the 

azimuth angles. However, this analysis assumes that each accelerometer or magnetometer 

has similar error characteristics to the other two in its triad. Moreover, the above analysis 

assumes constant geomagnetic field. Thorogood and Knott (1989, 1990) provided more 
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comprehensive error analysis model that includes all the magnetic influences and other 

external error sources. The external effects include the axial misalignment, bottom hole 

assembly deflection, geomagnetic influences, and drill string-induced interference. It was 

found that the latter two effects dominated the ultimate performance of the 

magnetometers as well as any other magnetic field-based measurements. 

 

2.2.1. Effect of instrument rotation.  

Post analysis of the results made by Thorogood and Knott (1990) showed that, at 

any particular surveying station, the inclination and the azimuth as well as the absolute 

values of the measured gravity and magnetic field strength varied with the axial rotation 

of the tool. Two factors were considered responsible for that. The first factor is the 

existence of residual biases in the individual sensor output, which cause deviation in the 

measurements taken by the accelerometers and the magnetometers. Pre-survey and post-

survey calibration data were used to eliminate these bias terms, which resulted in partial 

smoothing of the gravity and magnetic field data. However, this research suggests that 

the residual errors are random in nature and should be modeled using stochastic 

processes. The variation in the inclination and the azimuth readings was found to be due 

to the second factor, which is known as misalignment. When the z-axis of the surveying 

tool is not coincidental with the axis of the borehole assembly (i.e. the tool spin axis, see 

Fig. 2.2), misalignment error exists. Thorogood and Knott (1989) provided a model to 

compensate for these error sources. This model depends on receiving at least three well-

conditioned sets of measurements in which the inclination and the azimuth are known. 

 

2.2.2. Effect of drill collar deflection.  

It was suggested that the static deflection of the bottom hole assembly (BHA) 

being imposed upon the surveying instrument package affects the readings taken by the 

surveying sensors. It was shown also that significant deflections occur at the instrument 

sensor location [Thorogood, 1986]. These deflections are large and, without 

compensation, will obviously have a significant impact on system accuracy especially at 

high inclinations. Thorogood and Knott (1989) compensated for the effect of the BHA 
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deflection by using a mathematical model of the two-dimensional BHA simulator 

provided by Walker (1973). 

 

2.2.3. Effect of geomagnetic influences. 

The geomagnetic influences are defined by the variation of the dip angle, 

declination and total magnetic field strength with respect to time. The dip angle is the 

angle between the Earth’s magnetic field and the horizontal plane. The declination is the 

angle between the magnetic north and the true north. It was recorded that during any 

given day at a random location the standard deviation of the variation of the dip angle, 

declination and magnetic field strength were 0.3o, 0.9o and 0.3 µ -Tesla respectively 

[Parkinson, 1983]. The variation in the geomagnetic field is quite significant in relation to 

the performance capabilities of the magnetic surveying tools currently used [Wolf and de 

Wardt, 1981; Thorogood and Knott, 1989]. Therefore, geomagnetic effects must be taken 

into account when considering absolute surveying accuracy and will impose definite 

limitations on the levels of accuracy that can ultimately be achieved. 

 

2.2.4. Effect of drill string magnetic interference.  

Magnetic surveying tools run in non-magnetic drill collars are subject to the 

influence of the other steel components in the drill string. Thorogood and Knott (1989) 

showed that drill string-induced surveying errors increase with inclination and with the 

borehole direction approaching the East-West direction. The drill string magnetic 

interference is particularly noticeable when inclination exceeds 30o. Grindord and Wolf 

(1983) showed that the effect of the drill string magnetic interference could be reduced 

(mitigated, but never entirely eliminated) by running long lengths of non-magnetic 

materials above and below the surveying instruments. However, a solution like this could 

affect the entire cost benefits of the horizontal drilling technology. The effect of drill 

string magnetic interference as well as the presence of downhole ore deposits can neither 

be quantified, nor compensated. 
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2.3. Recent developments in MWD magnetic surveying system. 

Several investigations have reported improvement in magnetic surveying 

accuracy. Shiells and Kerridge (2000) introduced the interpolated in-field referencing 

method in which absolute local geomagnetic field data is determined from spot 

measurements of the Earth’s magnetic field. These measurements are taken at local site 

which is sufficiently close to the drilling site so that the measurement data is indicative of 

the Earth’s magnetic field at the drilling site but is sufficiently remote from it so that the 

measurement data is unaffected by magnetic interference from the site. This technique 

compensates for the geomagnetic influences but the measurements taken by the 

magnetometers still suffer from the drill string magnetic interference. In addition, 

measurements of the geomagnetic field at a local site might not be applicable in an area 

that has many drilling rigs. Moreover, such technique adds more complexity that may 

give rise to additional cost.  

Hartmann (1998) introduced a method to improve the accuracy of surveying 

boreholes. This method is based on determining the uncertainty in the magnetic field 

measurements by comparing the measured magnetic field with a corresponding known 

value at specific location. However, this method does not take into account two 

phenomena. The first phenomenon is the increase of the drill string magnetic interference 

at high inclinations. The second phenomenon is the presence of ore deposits that can be 

found randomly downhole. These two phenomena add additional errors that are not taken 

into consideration when referencing the theoretical value of the magnetic field to the 

measured value at the known location. 

Dipersio (1995) introduced a new method for compensating geomagnetic 

influences. This method is based on matching both the calculated magnetic field strength 

and the calculated dip angle to their corresponding nominal values at a particular 

geomagnetic location. This results in determining an error-free value of the axial 

component of the magnetic field, which is directly used to determine the azimuth. 

However, at high inclinations, the drill string magnetic interference generates additional 

errors in cross-axial directions.  
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Several other techniques have been introduced to improve MWD magnetic 

surveying systems [Trowsdale, 1982; van Dongen et al., 1987; Helm, 1991; Engebretson, 

1992; Nicholson, 1995]. However, none of these techniques is free of inadequacies or 

capable of providing a global solution of the present MWD magnetic surveying 

problems.  

Each of the above techniques tried to provide a particular solution for the MWD 

magnetic surveying system under specific drilling conditions, which cannot be 

generalized. In addition, all these approaches introduced some referencing methods for 

magnetic fields, while employing the same magnetic surveying equipment instead of 

aiming at exploring new MWD surveying methods and utilizing surveying equipment 

insensitive to magnetic fields.   

 

2.4. Present gyroscopic surveying technologies. 

Although some efforts have been directed towards improving MWD magnetic 

surveying technology, many error sources exist that are difficult to model consistently, 

and therefore cannot be eliminated. These include variations of the Earth’s magnetic field 

strength and dip angle, abnormalities in nonmagnetic drill collars, geomagnetic 

influences and drill string magnetic interference [Noy and Leonard, 1997].  

Alternatively, gyroscopic instruments are not subject to the adverse effects of 

magnetic fields [Uttecht and deWardt, 1983]. In addition, they offer means of quantifying 

several error sources, thus giving relatively high levels of accuracy [Merhav, 1993]. 

These instruments incorporate one, two or three mutually orthogonal gyroscopes with 

three-axis accelerometers. The type of gyroscopes utilized in this technology are either 

mechanical or ring laser gyroscopes [Gibbons and Hense, 1987; Stephenson and Wilson, 

1992; Noy and Leonard, 1997]. However, due to the complex procedure of drilling 

directional/horizontal wells and the severe downhole vibration and shock forces, 

gyroscopic instruments could not be employed for MWD surveying operations for the 

entire drilling process. Thus, their utilization has been limited to two applications. The 

first application is the wellbore mapping procedure, which is performed after the 

establishment of the drilling well. The second application is related to providing 



 20
reference for MWD magnetic surveying systems within open hole sections of the 

drilling well. Although wellbore mapping procedures are not the subject of this research, 

an overview of the techniques associated with this technology is offered in this section, in 

order to comparatively evaluate their utilization and limitations with respect to MWD 

surveying processes. 

 

2.4.1. Wellbore mapping procedure utilizing gyroscopic surveying systems.          

During the wellbore mapping procedure, a special probe carrying the surveying 

sensors run through the borehole. Fig.2.3 illustrates a gyroscopic surveying system 

configured for wellbore mapping [Noy and Leonard, 1997]. 
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The objective of the wellbore mapping procedure is different from MWD 

surveying. While MWD processes are concerned with real-time monitoring of the BHA 

orientation (particularly the inclination and the azimuth) and position, the wellbore 

mapping is utilized to determine the wellbore direction as a function of depth. Two 

measurement techniques are employed for this purpose. 

The first technique is based on the gyrocompassing procedure, which is employed 

to survey near vertical wellbore sections at some predetermined surveying points. During 

this procedure, the probe is lowered into the wellbore on an electric conductor wireline to 

measure the Earth’s gravity field and the Earth’s rotation rate while the instrument is held 

stationary at predetermined depths [Noy and Leonard, 1997]. The gyroscopic system 

used for this process is single or dual axes North-seeking mechanical gyroscopes with 

drift rates of 0.1o/hr [Kelsey, 1983; Dubrule and Nelson, 1987; Thorp, 1987; deLange et 

al., 1988; Noy and Leonard, 1997]. In fact, the current high accuracy gyroscopic tools are 

capable of determining wellbore position and true vertical depth (TVD) to an accuracy 

that satisfies the requirements of the majority of wells being drilled today (errors less than 

1m for the TVD and less than 100m in the lateral directions [Noy and Leonard, 1997]). 

However, the performance of such gyrocompassing procedure may degrade in high 

inclinations and along East-West directions at high latitudes [Thorogood, 1986; Noy and 

Leonard, 1997]. This imposes a lot of restrictions on the utilization of such technology 

for MWD surveying of horizontal wells. In addition, one of the main problems with 

gyrocompassing surveying system is that their use interrupts the drilling process. Since 

the full cost of a gyroscopic surveying system includes rig time, an economic incentive 

often exists to acquire the necessary information as a byproduct of the drilling process. 

This excites the motivation towards developing continuous MWD surveying procedure.     

The second wellbore surveying technique is based on measuring relative 

instrument rotations while the system is continuously traversing through the wellbore. 

After taking stationary reference measurements in the gyrocompassing mode, some 

modeling procedures determine the probe azimuth and inclination [Noy and Leonard, 

1997]. In order to calculate the actual wellbore trajectory, the changes of both the 

azimuth and the inclination angles are incorporated with the depth measurement (derived 
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by the wireline). This continuous mode of wellbore surveying is currently implemented 

by either two mechanical gyros in a gimbaled structure that maintain stationary platform 

for the accelerometers [Morgan and Scott, 1979; Wright, 1983; Uttecht and deWardt, 

1983; Noy and Leonard, 1997] or by three-axis mechanical or ring laser gyros in a 

strapdown inertial navigation system [Gibbons and Hense, 1987; Hulsing, 1989; 

Stephenson and Wilson, 1992]. However, the available continuous wellbore surveying 

methods cannot be applied for MWD processes.  

In fact, several aspects should be taken into consideration while designing an 

MWD gyroscopic surveying system. The impact of the various shock and vibration 

forces should be analyzed and taken into account. The present technology of both 

mechanical and ring laser gyroscopes cannot provide rotation rate sensors that can 

perform properly within the severe downhole environment especially with their internal 

moving parts. Furthermore, due to the limited space available downhole, these types of 

gyroscopic instruments (especially the ring laser gyros) cannot be accommodated 

downhole inside the drill pipe. In addition, different surveying methodologies should be 

considered for the different operation modes of the drilling process (rotary or steering 

modes). The MWD surveying system should also be capable of adapting itself to the 

change of orientation of the drill pipe from complete vertical to complete horizontal 

directions during horizontal drilling operations. Moreover, the proper installations of the 

gyroscopic tools inside the drill pipe below or above the mud motor should be determined 

in relation to the surveying requirements and the environmental effects.   

 

2.4.2. In-hole referencing of magnetic surveying. 

Thorogood and Knott (1990) have reported that it is possible to reduce the 

declination and magnetic interference errors by referencing the MWD magnetic 

surveying to a baseline derived from a gyroscopic surveying. This was achieved by 

running the gyroscopic surveying tool down the casing and out into an open hole to 

establish a reference section of between 500 and 700 feet in length. Subsequent magnetic 

surveys were taken in such a way that between 10 and 15 stations overlap with the 

gyroscopic in-hole reference section. The systematic biases resulting from magnetic 



 23
interferences, geomagnetic variations and drill collar bending can be estimated by 

observing the differences between the two surveying methods. These differences can then 

be used to correct the surveying parameters for the rest of the surveying process. The 

above procedure takes place at the near-vertical section of the drilling well. The in-hole 

referencing technique enhanced the MWD surveying accuracy and was capable of 

reducing the lateral position uncertainty from 200 feet to about 80 feet for a well of 

10,000 feet TVD [Thorogood and Knott, 1990]. However, this technique caused a 

considerable delay for the drilling process. In addition, since the in-hole referencing 

system was applied only for the near-vertical section of the drilling well, the effect of 

drill string magnetic interference (which increases at high inclination angles) may create 

more bias errors for the highly inclined sections of the well. Furthermore, the presence of 

downhole ore deposit may jeopardize the overall surveying accuracy since they are 

located randomly downhole. 

 

2.5. Motivations toward developing a new MWD surveying system. 

Directional/horizontal drilling processes in the oil industry require reliable and 

efficient MWD surveying system in order to achieve the objectives of the drilling plan. 

This necessitates keeping the drilling assembly within the desired path towards the oil 

reservoir. We have determined that the following requirements are necessary for 

successful drilling operation: 

1. Determination of the initial azimuth at the vertical section of the well. After 

the establishment of the vertical section of the well to an appropriate depth, 

the MWD surveying systems should be capable of determining the BHA 

initial azimuth and accurately monitor the azimuth changes while rotating the 

whole drill pipe around its central axis towards the desired azimuth direction. 

The present MWD magnetic surveying system suffers from the deviation of 

the Earth’s magnetic field due to the steel casing of the vertical whole. 

Therefore, insensitivity of the monitoring devices to magnetic fields is 

imperative to ensure accurate initial azimuth.     
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2. Collision avoidance with nearby wells at sections of multi-well structure. In 

some drilling sites, especially for offshore drilling operations, all wells are 

clustered together due to the limited area of the platform. Therefore, the 

azimuth direction is critical to avoid collision with nearby wells and it should 

be precisely estimated. The MWD magnetic surveying system suffers from 

the deviation of the measured Earth’s magnetic field in this multi-well 

structure due to the casing of the adjacent wells. Thus, MWD monitoring 

devices independent of magnetic fields are essential for successful drilling 

operations.  

3. MWD near-bit surveying. A new trend in drilling industry is near-bit 

surveying that guarantees accurate computation of the surveying parameters. 

The present MWD surveying system is currently located 50 feet behind the 

drill bit, thus it is not affected by the rotations performed by the bearing 

assembly located right behind the drill bit. It has been reported that mounting 

the MWD surveying equipment closer to the drill bit would be highly 

beneficial in providing reliable MWD surveying data, especially in sections of 

multi-well structure [Noureldin et al.c, 2000; Noureldin et al.a, 2001]. The 

recent near-bit MWD surveying was only introduced to provide accurate 

computation of the BHA inclination angle and TVD [Muritala et al., 2000; 

Berger and Sele, 2000; Skillingstad, 2000] by mounting the accelerometers 

inside the bearing assembly behind the drill bit. However, it is highly 

desirable to provide near-bit azimuth computation as well in order to keep the 

BHA within its desired path. 

4. Accurate surveying of the highly-inclined and the horizontal well sections. As 

the BHA approaches the oil reservoir at high inclination angles, it is highly 

crucial to have accurate surveying data. Clary et al. (1987) reported that an 

error of 0.5o while estimating the inclination angle near 90o inclination could 

move the intersection of the target several hundred feet. Unfortunately, the 

present MWD surveying systems suffer from the increase of inclination errors 
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at high inclination angles. Therefore, some methods should be developed to 

keep these errors as minimal as possible.  

5. Continuous MWD surveying. As explained earlier, the present MWD 

surveying system interrupts the drilling process at some predetermined 

surveying stations to provide the inclination and the azimuth angles. This 

increases the total rig time and consequently the overall cost of the drilling 

process.  Continuous surveying is therefore highly desirable to reduce the cost 

associated with increasing the time of drilling operation and to provide the 

exact BHA trajectory for the entire drilling process. 

 

2.6. Conclusion. 

Apparently, the major weaknesses of the present MWD surveying instruments 

stem from the use of magnetometers to monitor the azimuth and from the hostile 

environment in which these devices must operate. The problem encountered with the use 

of magnetometers is the presence of massive amount of steel around the drilling rig. The 

abundance of ferromagnetic material necessitates the separation of the magnetometers by 

non-magnetic drill collars. The cost of non-magnetic drill collars can run higher than 

$30,000 for a single installation. Aside from the cost of utilizing non-magnetic drill 

collars, their use introduces a second problem. Since the non-magnetic drill collars 

impose an additional weight on the drill bit, the surveying tools are separated from the 

bearing assembly and the drill bit by about 50 feet [Conti, 1989; Rehm et al., 1989]. 

Elimination of the non-magnetic drill collars could reduce the distance between the 

instrument package and the drill bit and facilitate the trend of near-bit surveying. The 

third problem associated with the use of magnetometers is their lack of reliability when 

used underground due to the deviation of the Earth’s magnetic field from ore deposits. 

In the search for a replacement for the magnetometers it seems that some of the 

technological devices used for inertial navigation and guidance systems can be utilized 

for the azimuth monitoring in horizontal drilling applications [Merhav, 1993]. Such 

devices must have a long-term accuracy, long mean time between failures (MTBF), and 

should be able to withstand high temperatures as well as substantial vibration and shock 
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forces, which are considered the most hostile phenomena in the downhole 

environment. In addition, these devices should not require any frequent calibration or 

maintenance.  

The present commercially available navigation devices such as mechanical 

gyroscopes and ring laser gyroscopes cannot be adopted for the downhole drilling 

application. Mechanical gyroscopes contain moving parts, which cannot perform 

properly in the harsh environment existing downhole. In addition, they are of relatively 

small MTBF (9000 hrs) with high drift rates and need frequent calibration and 

maintenance [Merhav, 1993]. Although the ring laser gyroscopes are of high accuracy, 

their size is larger than the minimum instrument size allowed for downhole applications. 

In this research we investigate whether the fiber optic gyroscope (FOG) could be 

suitable for downhole drilling applications. This type of gyroscope is superior to its 

mechanical counterpart since it contains no moving parts, thus allowing for high 

reliability (high MTBF) with no need for frequent calibration or maintenance [Lefevre, 

1993; Kim, 1994; Perlmutter, 1997]. In addition, the FOGs exhibit low environmental 

sensitivity since they can withstand relatively high temperatures, shocks and vibrations 

[Noureldin et al., 1999; Noureldin et al.c, 2000].  Moreover, currently available FOGs are 

of small size (1.6” diameter) with a drift rate less than 0.1o/hr, angle random walk less 

than hr0050 o /. , long MTBF (60000 hrs), no gravitational effects and excellent 

immunity to vibration and shock forces [Fibersense Technology Corporation, 2001]. 

In addition, new methodologies have to be developed to integrate the FOG 

technology with the three-axis accelerometers and to provide MWD surveying solution 

satisfying the requirements discussed in the previous section. The technology of inertial 

navigation systems (INS) will be utilized for the development of these methodologies. 

The utilization of the FOG technology in the MWD surveying application and the design 

of the surveying methods are the subjects of the following chapters.     
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CHAPTER THREE 

STUDYING THE FEASIBILITY OF FIBER OPTIC GYROSCOPES (FOGs) FOR 

MWD SURVEYING PROCESSES. 

 

A gyroscope is an instrument predominantly utilized for monitoring angular 

velocities and has been used in many applications [Merhav, 1993]. If a set of gyroscopes 

is combined with accelerometers, they can determine the position and the orientation of a 

moving platform [Burns, 1994]. Therefore, gyroscopes have been incorporated in many 

positioning and navigation systems including ones for aircrafts, missiles, vehicles, 

submarines, etc [Bielas and Taylor, 1993; Bennett et al., 1997]. 

Two main categories of gyroscopes are presently used: the mechanical and the 

optical gyroscopes. Mechanical gyroscopes have been utilized in different navigation 

applications during 1970s and 1980s. Their principle of operation is based on the rotation 

of a spinning wheel about the axis of rotation of the platform [Merhav, 1993]. The 

internal moving parts of mechanical gyroscopes limit their reliability in applications 

involving high shock and vibration forces [Nuttall, 1987]. In addition, mechanical 

gyroscopes suffer from the increase of their drift at relatively high angular velocities and 

high temperatures. This might jeopardize the overall system performance, particularly 

when the mechanical gyroscopes are utilized in strapdown inertial navigation systems 

[Nuttall, 1987]. Therefore, since late 1980s, optical gyroscopes started replacing the 

mechanical gyroscopes in a variety of navigation and positioning applications [Kim, 

1994]. Optical gyroscopes are two types, the ring laser gyroscope (RLG) and the fiber 

optic gyroscope (FOG). Although of high accuracy, the size and the cost of RLGs limit 

their utilization in some applications where dimensions are important [Burns, 1994]. In 

addition, the operation of RLGs requires the circulation of a laser beam between a set of 

mirrors precisely positioned inside the internal cavity of the gyro. Thus, the RLG cannot 

perform properly within the severe downhole vibration and shock forces if utilized for 

MWD surveying processes. If compared to mechanical gyroscopes and RLGs, FOGs 

have the following technical advantages [Burns, 1994]:  
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1. They support high rotation rates; 

2. They can operate adequately in high shocks and vibrations environment; 

3. They can operate at relatively high temperatures (up to 85oC);   

4. They give high reliability (6 years MTBF) with low cost and small size; 

5. They provide high performance in terms of scale factor stability, output 

uncertainty and drift characteristics. In addition, they have the advantage of 

high accuracy and high sensitivity to very small rotation rates.  

 

3.1. FOG theory and functionality. 

The FOG is a single axis rotation sensor and its principle of operation is based on 

the Sagnac effect. In 1913, Sagnac showed that two counter-propagating light waves 

traversing a loop interferometer have a phase difference when the loop is rotating about 

its axis [Lefevre, 1993]. Sagnac’s loop interferometer was constructed firstly with bulk 

optics in a free space medium [Arditty and Lefevre, 1981]. The advent of low-loss optical 

fibers had stimulated the development of several new methods of implementing the 

Sagnac effect for rotational measurement [Nuttall, 1987]. It was discovered that the 

sensitivity of the Sagnac interferometer could be improved using a multiple-turn optical 

fiber coil, which is presently known as a FOG [Burns, 1994]. Subsequently, FOGs have 

been utilized in many applications providing cheaper, lighter, smaller in size and more 

rugged solution [Chin et al., 1990; Bielas and Taylor, 1993]. 

 

3.1.1. Sagnac effect for two-beam interferometer. 

According to Sagnac effect, two light beams propagating along two opposite 

directions in a rotating frame experience an optical path length difference, and 

consequently, a phase difference with respect to each other. Both the optical path and the 

phase differences are proportional to the rotation rate [Lefevre, 1993]. 

The principle of operation of FOGs is based on the two-beam interferometer 

shown on Fig.3.1 [Lefevre, 1993]. A special fiber optic coupler splits an incident optical 

beam of intensity Ι in into two counter-propagating beams of equal intensities Ι1 and Ι2, 

which propagate through Ν-turn fiber optic coil. Upon completing one cycle around the 
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fiber optic coil, the two beams interfere together at the coupler, giving an output 

intensity of Ιo. If there is no rotation of the plane of the fiber optic coil, the two beams 

interfere giving maximum intensity at the output.  

 

 

 

 

 

 

 

 

 

Upon rotation, the path difference ∆L between the two counter-propagating beams 

is related to the rotation rate Ω and is expressed as follows [Lefevre, 1993; Burns, 1994]: 
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where d is the diameter of the fiber optic coil, Ν is the number of turns and Co is the 

speed of light in free space. For a fiber optic coil of length L=πdΝ, the optical path 

difference ∆L can be rewritten as [Aein, 1995]: 

Ω







=∆

oC
dLL           (3.2) 

It can be noticed that by increasing the number of turns of the fiber optic coil (i.e. 

increasing the length of the fiber optic cable), the sensitivity of the two-beam Sagnac 

interferometer can be enhanced. However, the attenuation of the light beam along the 

fiber optic coil will impose restrictions on the increase of its length [Senior, 1993]. 

 

3.1.2. FOG operating principle.     

The block diagram of a closed-loop FOG is shown on Fig.3.2. A single-mode 

polarization-maintaining fiber optic coil of length L and diameter d is used [Aein, 1995]. 

A superluminescent diode, with its relatively narrow spectral width and high emitting 

Ι in 

Ιo 

Ω 

Ι1 

Ι2 

Fig.3.1. Two-beam interferometer using the fiber optic technology [after Lefevre, 1993]. 
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power, is usually utilized. An optical directional coupler is used to divide and inject the 

optical source beam into the opposite ends of the fiber coil. The coupler also adds the two 

returning counter-propagating beams together. A photodetector analyzes the resulting 

interference beam and provides a voltage signal that is proportional to the intensity of this 

beam. An AC-bias modulator activates the phase shifter to phase-modulate the counter-

propagating light beams. This phase modulation improves the sensitivity of the FOG and 

produces a direction sensitive output [Aein, 1995; Noureldin et al., 1999].  Serrodyne 

phase modulator is used to filter the Sagnac signal and to drive a voltage controlled 

optical phase shifter, which cancels out the Sagnac phase shift. The rotation rate can be 

extracted from the input to the voltage controlled optical shifter [Aein, 1995]. Appendix 

(A) gives a detailed discussion of the FOG operating principle and a deterministic 

analysis of its performance. 

The FOG, like any other type of gyroscope, measures the angular velocity along 

its sensitive axis. If the FOG is installed in the horizontal plane of a moving platform, the 

mathematical integration of its output angular velocity will directly give the azimuth 

angle [Noureldin et al.a, 2000]. This requires the value of the initial azimuth to be known. 

The initial value of the azimuth can be established using the well-known alignment 

procedures, which determine the initial orientation of the platform [Britting, 1971; 

Titterton and Weston, 1997; Salychev, 1998]. Since the FOG might not be positioned 

entirely on the horizontal plane during directional/horizontal drilling processes, the 

mathematical integration of the FOG output does not directly deliver the azimuth. Some 

special mathematical transformation techniques are needed to take into account the 

inclination of the drill pipe inside the borehole [Schwarz and Wei, 1990; 1999]. These 

procedures are performed in real-time to provide continuous monitoring of the azimuth 

angle. A FOG-based surveying system that continuously monitors the azimuth with high 

accuracy can deliver substantial savings of time and effort needed to return the bottom 

hole assembly (BHA) to the desired azimuth direction after detecting its deviation at each 

survey station, which is the common practice in magnetometer-based MWD surveying 

[Thorogood J.L. and Knott, 1990].      
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The aim of this chapter is to study quantitatively the feasibility of using the FOG 

to monitor the azimuth in horizontal drilling applications. The effects of all internal 

parameters of the FOG on its performance, as well as the impact of the severe downhole 

environmental factors are analyzed. Special attention is given to the effects of downhole 

vibrations and shocks, since these can be considered the most severe environmental 

factors that the FOG would encounter downhole. The analysis in this study is performed 

using a specially-designed computer model of the FOG [Noureldin et al., 1999]. All 

environmental effects are formulated and applied to this computer model. The impact of 

these effects on the output signal of the FOG is studied, and the accuracy of the FOG 

model working in the simulated severe downhole environment is investigated [Noureldin 

et al.c, 2000].  
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Fig.3.2. Closed loop fiber optic gyroscope (FOG). 
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3.2. Computer modeling of FOGs. 

Computer simulation of FOGs has not been well elucidated in existing studies. In 

this research, a comprehensive method for FOG modeling is introduced. The FOG was 

modeled and analyzed as a closed loop system with a rotation rate input and an output 

signal depending on this rotation rate [Noureldin et al., 1999]. The modeling was 

implemented using MATLAB/SIMULINK computer-aided design software (Mathworks, 

Natick, MA) on an IBM-PC P400 system. Unlike other FOG systems described 

previously [Lin et al., 1994; Tanaka et al., 1994] this system depends on all FOG 

parameters. Thus all factors affecting the overall performance could be investigated. 

When the FOG sensing coil rotates, a phase difference between the two counter-

propagating beams is produced due to the Sagnac effect. This phase difference is related 

to the optical path difference given in Eq.3.2 as follows: 
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where sφ  is the phase difference and is known as the Sagnac phase shift, oλ  is the peak 

wave length of the optical beam in free space, Co is the speed of light in free space and 

Ω  is the applied rotation rate. It should be noted that the refractive index of the fiber 

cable does not appear in Eq.3.3. Although the free space definitions of both the 

wavelength and the speed of light participate in Eq.3.3, this relationship is independent of 

the refractive index. This is because the two counter-propagating light beams are 

traveling through an angularly accelerating medium (i.e. the fiber core) and therefore the 

laws of relativity are applied to derive the phase shift sφ  between the two beams. The 

derivation of this relationship results in a complex formula, which is simplified in Eq.3.3 

using first order approximation [Burns, 1994]. 

Considering the rotation rate Ω  as an input to the FOG system, a gain block can 

describe the relation between Ω  and the output Sagnac phase shift sφ . This gain block is 

related to the different optical parameters of the FOG. The phase shift produced by the 

AC-bias modulator causes the output signal V~ from Fig.3.2 to be of the form [Aein, 

1995], 
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( ) s10 AJSV φsin~ =       (3.4) 

where 0S  is the power of the main optical beam, A is the amplitude of the sinusoidal 

signal produced by the AC-bias modulator activating the phase shifter, and 1J (A) is a 1st 

order polynomial of the Bessel function of 1st kind. This polynomial can be maximized 

by choosing specific values for A [Aein, 1995], thus, the sinusoidal AC-bias modulator 

produces a direction-sensitive output.  

For low values of the rotation rate and respectively low values of the Sagnac 

phase shift, sφsin  can be expressed as sφ . The output voltage in this case is directly 

proportional to the Sagnac phase shift and consequently to the rotation rate, 

KV =~  sφ        (3.5) 

where K  is a constant equal to )(AJS 10 . 

Unfortunately this simple open loop structure fails if the produced Sagnac phase 

shift becomes large with high input rotation rates. In addition, the open loop system 

suffers from the non-linearity of the sinusoidal function at high rotation rates.               

The serrodyne modulator was proposed as a solution to this problem [Aein, 1995]. The 

serrodyne modulator generates a sawtooth signal that has a maximum phase value of 2π  

while the frequency and the slope of the individual sawtooth waves are controlled by the 

output signal V~ . The modulator cancels out the Sagnac phase shift, sφ , produced by the 

rotation rate Ω . The output signal from the open loop configuration, V~ , is fed back to 

the serrodyne modulator (Fig.3.2) where it is integrated and fed to a voltage controlled 

oscillator (VCO). The signal used to drive the VCO is found to be directly proportional to 

the input rotation rate Ω  [Aein, 1995]. Thus, the FOG output signal Ω̂  is taken from the 

input to the VCO and it can be written as, 
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where n is the refractive index of the fiber optic coil. 

Since the serrodyne modulator forces the phase shift between the counter 

propagating beams to be of a very low value, the AC-bias phase shifter can be modeled as 
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a gain block in the forward path of the system. The serrodyne modulator is modeled as 

an integrator block, which integrates the output of the AC-bias phase shifter and delivers 

the output of the FOG system. This output is fed back through a gain block to deliver an 

estimate of the Sagnac phase shift sφ
)

, which is used to cancel the actual Sagnac phase 

shift sφ  produced by the input rotation rate so that the loop is kept locked.  

The overall system block diagram describing the FOG as a closed-loop system 

utilizing the serrodyne modulator is shown on Fig.3.3. The FOG is therefore able to 

measure the azimuth of the drill bit if mounted in the horizontal plane inside the BHA. 

The output rotation rate signal from the FOG should be integrated to give the 

corresponding azimuth angle. As the analysis in the present study is performed using the 

rotation rate signal, which is physically affected by vibration, shock and other 

environmental factors, then the rotation rate signal should be processed to compensate for 

all these factors before it is integrated to deliver the azimuth angle.    

 The input/output transfer function of the FOG described in the s-domain can be 

given as [Noureldin et al., 1999; Noureldin et al.c, 2000], 
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An abrupt change in the input rotation rate was considered to correspond to a 

unity step input and the resulting step response analyzed. In the step-response analysis it 

was assumed that the FOG had the following configuration: L = 1000m, d = 0.1m, oλ = 

0.85 µm, n = 1.48, K = 0.5815 and G (electronic gain) = 105.  

The step response of this FOG model is shown on Fig.3.4. The system is stable 

since it has only one pole located on the negative part of the real axis in the s-plane close 

to the origin. 
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Fig. 3.3. The FOG as a closed loop first-order system. 
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Fig. 3.4. The step response of the FOG. L = 1000m, d = 0.1m,  
n = 1.48, oλ =0.85 µ m, K = 0.5815 and G = 105. 
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3.3. FOG performance characteristics. 

The performance of the FOG is determined by three major variables: (1) the angle 

random walk,  (2) the bias drift and (3) the scale factor. 

 

3.3.1. Angle random walk (ARW).  

The output of the FOG contains a broadband random noise component, which 

results both from the shot noise and the thermal noise in the photodetector [Senior, 1993]. 

The shot noise is generated due to the dark current at the photodetector, which is a small 

reverse leakage current that flows from the photodetector terminals when there is no 

optical power incident on it. This dark current contributes to the total system noise and 

gives random fluctuations about the average particle flow of the photocurrent. Therefore 

it manifests itself as shot noise on the photocurrent [Senior, 1993]. On the other hand, the 

thermal noise is the spontaneous fluctuation due to the thermal interaction between the 

free electrons and the vibrating ions in a conducting medium [Senior, 1993]. Within the 

FOG output bandwidth the noise spectral density is very broad. This noise is known as 

the angle random walk (ARW) [Lefevre, 1993; Burns, 1994] and is modeled as a white 

noise input to a separate system (Fig.3.5). The transfer function of this system has the 

same denominator as the original system [Franklin et al., 1990]. However, the numerator 

of this transfer function is a constant gain obtained after the multiplication of the two gain 

blocks K and G in the forward path of the original system. This is related to the fact that 

the AC-bias demodulation and the electronic gain affect the output of the detector before 

delivering the output of the FOG (see Fig. 3.3). 

 

3.3.2. Bias Drift.  

The bias drift is defined as the deviation in the measured rotation rate at constant 

temperature [Burns, 1994]. This drift occurs due to internal imperfections of the FOG as 

a sensor and it is one of the major parameters that determine the FOG accuracy. 

Measurement of the bias drift is done at room temperature with a long time series of data 

because for short-duration data the bias drift is masked by the ARW [Bennet et al., 1998]. 

The bias drift is strongly affected by the electronic gain G and the length of the fiber coil 
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L. Increasing either L or G increases the degree of stability of the system, reduces the 

rise time, increases the sensitivity and reduces the bias drift. In general, the gain of the 

electronic system is usually kept large enough to ensure small rise time and a tight loop 

closure (i.e. fast convergence to the applied rotation rate) [Noureldin et al., 1999]. 

However, the length of the fiber coil cannot be increased beyond 1000m since the 

attenuation and dispersion problems related to the optical beam become evident. Typical 

fiber coil lengths in practical FOG applications range from 160m to 1000m [KVH 

Industries Inc.; Fibersense Technology Corporation]. 
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3.3.3. Scale factor.  

The scale factor is the constant of proportionality between the actual rotation rate 

and the FOG output signal as given in Eq.3.6. The instability of the scale factor 







n

d
oλ

 is 

due to the temperature variation, which changes the value of the peak wavelength λ  

(Fig.3.6). In general, most of the commercially available FOG products can perform 

properly up to temperatures of 90oC and in most of the drilling sites in the USA and 

Canada the downhole temperature does not exceed this limit [Noureldin et al.c, 2000]. 

For higher temperature environments a mathematical model can be provided to 

compensate for the instability of the scale factor [Jones, 1987]. Practically, various 

temperature-shielding methods can be provided to maintain the temperature within the 

above limit, therefore, no further attention was devoted to the scale factor in the present 

study. 
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Fig.3.6. The change of the peak wavelength of the optical

beam with respect to temperature variation. 
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3.4. Simulation of Severe Drilling Conditions. 

3.4.1. Shock effect. 

The effect of shock is always observed while penetrating hard rocks [Skaugen, 

1987]. Although these shock forces produce different kinds of vibrations along the drill 

collars, they also have an instantaneous effect on the measurements taken by the FOG. 

The vibrations produced by the shock forces along the drill string will be analyzed in the 

following section while the instantaneous effect of a shock force on the FOG 

measurement is considered in this section. While drilling through hard rocks the drill bit 

may encounter forces of a very large magnitude and which act for a very short duration. 

Such forces are called impulsive forces [Thomson, 1965]. Fig.3.7 shows an impulsive 

force of magnitude sF  with time duration of t∆ . This instantaneous force is simulated as 

an impulse input to the FOG model. As the FOG measures angular rates, the 

corresponding rotation rate sΩ  produced in response to the applied shock force should 

be determined. Let Fs denote the instantaneous shock force. According to Newton’s 

second law, it can be expressed as, 

 Fs = mb as        (3.8) 

where mb is the mass corresponding to the total weight on bit (WOB) and as is the linear 

acceleration produced due to the shock forces. The acceleration as is expressed as 
t

Vs
∆

∆
, 

where sV∆  is the corresponding change of the linear velocity. The corresponding angular 

velocity sΩ  affecting the FOG can be obtained from sV∆  and is expressed as, 

 =Ωs /sV∆ ro 
ob

s
rm
tF ∆=       (3.9) 

where ro is the outer radius of the drill pipe.  
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The rotation rate sΩ  is considered as a disturbance to the original system and is 

incorporated into the FOG model in the same manner to the angle random walk, except 

that the gain in the numerator of the parallel system now includes the gain block 
ooC

Ld2
λ
π  

which describes the linear relationship between the Sagnac phase shift and the applied 

rotation rate (Fig.3.8). This is related to the fact that the fiber optic coil senses the 

rotation rate corresponding to the shock force before being processed by the AC-bias 

modulator and the electronic system. 

 

3.4.2. Vibration effects.  

During the drilling process the FOG is affected by two sources of vibration. The 

first is due to the circulation of the mud through the drill string and the second is the 

BHA vibration due to the interaction between the drill bit and the formation. 

The vibration due to the circulation of mud is mainly due to the mud pump noise. The 

mud pump noise was considered a sinusoidal signal with a frequency of 1.7Hz and 

maximum amplitude of 200 psi [Brandon et al., 1999]. This pressure signal is expressed 

as follows: 

 

Fig.3.7. Representation of impulsive shock forces. 
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 ( )ftAtp π= 2sin)( max        (3.10) 

where maxA  is the maximum amplitude of the pressure signal and f  is the vibration 

frequency due to mud pump noise. The corresponding force acting on the FOG due to 

this pressure signal is simply given as, 

 cmF =
dt

dVm 2)( irtp π=        (3.11) 

where ri is the internal radius of the drill collar, mV  is the corresponding linear velocity 

and mc is the mass of the drill collar. Substituting the pressure signal )(tp  with its 

corresponding sinusoidal expression (see Eq.3.10), the linear velocity mV  can be 

obtained. Dividing the linear velocity mV  by the internal radius of the drill collar, the 

corresponding angular velocity mΩ  affecting the FOG can be obtained as, 

 ft2
fm2

rA

c

i
m πcosmax=Ω       (3.12) 

The angular velocity mΩ  due to the mud pump noise is considered a disturbance 

input to the FOG model and is processed similarly to the disturbance caused by shock 

forces (Fig.3.8). 
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Fig.3.8. Applying angular rate disturbance to the FOG system. 
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The second source of vibrations affecting the FOG accuracy is the BHA 

vibration and a considerable effort has been invested in explaining and understanding this 

phenomenon [Vandiver et al., 1989]. It was found that the BHA can vibrate in 

longitudinal, torsional and lateral mode when the drill bit penetrates through hard rocks 

[Skaugen, 1987]. In borehole surveying during the horizontal drilling process, the FOG 

might be mounted in the horizontal plane with its sensitive axis normal to the axis of the 

drill collar so that it could determine the azimuth after incorporating its output with the 

output from the three accelerometers. Thus, this FOG, as a single axis rotation sensor, 

would not be affected by the longitudinal mode of vibration, which acts along the axis of 

the drill collar. In addition, the torsional mode of vibration would have minor effects 

especially when brought under control by shock absorbers [Skaugen, 1987]. The major 

source of vibration that will affect the FOG accuracy is the bending vibration. There are 

two sources of BHA bending vibration [Vandiver et al., 1989]. The first is the linear 

coupling of the longitudinal and transverse vibration due to the initial curvature of the 

BHA. The second is the drill collar whirling. Linear coupling between the axial forces on 

the bit and transverse vibration occur frequently in real drilling assemblies and the source 

of the linear coupling is the initial curvature of the BHA, which is shown on Fig.3.9.a. 

Drill collar whirling is simply the centrifugally-induced bowing of the drill collar 

resulting from rotation. It occurs when the center of gravity of the drill collar is not 

initially located precisely on the hole center line (Fig. 3.9.b). In a situation when the 

collar rotates a centrifugal force acts at the center of gravity, which causes the collar to 

bend.  
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Fig.3.9.a. Initial curvature of the drill collar downhole. 
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Fig.3.9.b. Cross section of the borehole and the whirling drill collar.  
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Several case studies were made to analyze the above two phenomena and the 

bending moment produced was measured by special mechanical devices [Vandiver et al., 

1989]. The pattern of this bending moment was found to be completely random in nature 

(Fig.3.10). This random distribution is applied to the FOG model using a random number 

generation module, which is adapted to simulate the highest possible bending moment. 

The corresponding angular velocity to this bending force can be expressed as, 

 2
ococ

V
rm
tB

rm
tF ∆=∆=Ω            (3.13) 

where F is the bending force, B  is the corresponding bending moment ( oFrB = ) and cm  

is the mass of the drill collar. This angular velocity is considered a disturbance to the 

FOG model and is processed similarly to the shock force and vibration due to the mud 

pump noise. 
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Fig.3.10. Bending moment as a function of time. 
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In reality, downhole vibration recorders have provided clear insight into the 

vibration events existing downhole. However, since many different vibration phenomena 

occur simultaneously, it becomes difficult to evaluate any of them separately. For 

example, torsional and bending vibrations are intimately coupled [Vandiver et al., 1989]. 

In addition, bit bounce, stick-slip and drill collar whirl are all existing at the same time 

and cannot be separated. The measurement of the severest vibration conditions as 

reported by Vandiver et al. (1989) is used in this study and is applied to the FOG model 

as an angular disturbance. 

 

3.5. Results. 

3.5.1. Simulation of the effect of the ARW. 

The electronic gain G had a major effect on the ARW. The other FOG parameters 

(e.g. coil length, diameter, refractive index and wavelength) did not affect the ARW. 

Figs.3.11.a, 3.11.b and 3.11.c show, respectively, the outputs of the FOG with different 

values of the electronic gain G of 2*105, 105 and 0.5*105. It is clear that the FOG output 

shown on Fig.3.11.a is noisier than the FOG outputs shown on Fig.3.11.b and Fig.3.11.c. 

The maximum deviations from the steady state value were found to be about 13% for 

G=2*105, 7% for G=105, and 4% for G=0.5*105. Reducing the electronic gain reduced 

the noise level at the FOG output but increased the rise time and the bias drift. Some 

signal processing techniques can be developed to reduce the effect of the ARW on the 

FOG output signal. 
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Fig. 3.11.a. FOG step response with the effect of ARW at G = 2*105. 
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3.5.2. Simulation of FOG sensitivity and bias drift.  

The sensitivity of the designed FOG to changes in the input rotation rate was 

analyzed with respect to the length of the fiber optic coil L and the electronic gain.  

Fig.3.12.a shows the FOG step response for different values of the fiber optic coil length 

while keeping G = 105. It is clear that increasing the coil length reduces the FOG system 

rise time. This makes the FOG more sensitive to changes in the input rotation rate and 

consequently reduces the bias drift. The rise time decreased by one-half when the length 

of the fiber optic coil was doubled. The rise time was found to be equal to 1.5, 3, and 6 

seconds for fiber optic coil length of 1000m, 500m and 250m respectively.  
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Fig. 3.11.c. FOG step response with the effect of ARW at G = 0.5*105. 
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Fig. 3.11.b. FOG step response with the effect of ARW at G = 105. 
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The electronic gain G had exactly the same effect on the FOG system. It is shown 

(Fig.3.12.b) that increasing G increases the FOG sensitivity and reduces both the rise 

time and the bias drift. The coil length was kept at 1000m while analyzing the effect of 

the electronic gain. Rise times of 1.5, 3 and 6 seconds were recorded for electronic gain 

values of 105, 0.5*105, and 0.25*105, respectively. Increasing either L or G is limited by 

their side effects. Any further increase of L above 1000m would increase the attenuation 

of the optical signal along the coil and the FOG overall performance would deteriorate. 

The increase of G increases the impact of the angle random walk (ARW) on the FOG 

output signal and makes the FOG more sensitive to vibration effects. 
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Fig.3.12.a. FOG step response for different values of L.  
d = 0.1m, n = 1.48, oλ  = 0.85 µ m, K = 0.5815 and G = 105. 
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3.5.3. Simulation of the effect of shock forces.  

The impulsive shock forces produced an instantaneous effect on the FOG output 

signal. The corresponding angular rates to these shock forces were applied to the FOG 

model as discussed earlier. A drill collar of 4.75’’ outer diameter was considered together 

with a total WOB of 34,000 kg. Different impulsive shock forces from 100g [N] to 1000g 

[N] were applied, where g is the gravitational acceleration (9.81 m/sec2). The effect of 

these forces was studied in conjunction with varying their time duration from 0.001 sec to 

0.01 sec. The three-dimensional distribution describing the variation of the percentage 

error at the FOG output with respect to the magnitude of the shock force and its duration 

is shown on Fig.3.13.a. From this distribution a maximum error of about 8.5% can be 

observed in the FOG reading corresponding to shock force magnitude of 1000g and 

duration of 0.01 sec. The FOG output with such shock force is shown on Fig.3.13.b. 

Clearly, the FOG can perform properly with a reasonable accuracy (percentage error less 

than 8.5%) under the effect of short-duration shock forces up to 1000g [N]. 
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Fig. 3.12.b. FOG step response for different values of G. 
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Fig. 3.13.b. FOG output signal (containing ARW) with the 1000g shock force

acting at the moment t = 40 sec for a duration of 0.01 sec. 
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Fig. 3.13.a. Three-dimensional distribution of the percentage error at the output of the
FOG with respect to different magnitudes and time duration of the shock
forces. 
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3.5.4. Simulation of the effect of vibration due to the mud pump noise. 

For the purpose of this analysis, a drill collar of 4.75’’ outer diameter, length of 

30 feet and weight of 45 lb./ft was considered. The effect of the mud pump noise can be 

seen on Fig.3.14.a and Fig.3.14.b for G = 105 and 0.5*105 respectively. It is clear that 

high electronic gain increases the FOG sensitivity to this vibration effect. In both curves 

(Fig. 3.14.a & Fig. 3.14.b), it can be seen that the FOG signal (containing no ARW) 

manifests itself as an envelope to the mud pump noise. This indicates that the FOG signal 

can be extracted from the mud pump noise using some signal processing techniques. 

Fig.3.14.c shows the FOG signal with the effect of the ARW as an envelope to the mud 

pump noise which is obtained with G = 105. In this case, a percentage error of 18.5% was 

recorded. This error is the highest percentage error obtained in the present study. 

However, the vibration due to the mud pump noise is deterministic in nature and depends 

on the constant physical parameters of the drilling process. Thus, some signal processing 

techniques can be designed to extract the FOG signal and minimize the effect of the mud 

pump noise. 

 

3.5.5. Simulation of the effect of bending vibration.  

The highest bending moment recorded in previous case studies [Vandiver et al., 

1989] had a magnitude about ±10,000 ft-lb. The angular rate corresponding to this 

bending moment was applied to the FOG model as a disturbance in order to study its 

effect on the FOG performance. A drill collar of 6.25’’ diameter was considered 

[Vandiver et al., 1989]. Figs.3.15.a, 3.15.b and 3.15.c show, respectively, the FOG output 

signal corrupted by the bending moment for electronic gain G of 2*105, 105 and 0.5*105. 

It is clear that higher values of G make the FOG more sensitive to this vibration effect. 

The maximum percentage error recorded in FOG reading was found to be 18%, 10% and 

7% for G=2*105, 105 and 0.5*105 respectively. It seems that the bending vibration has 

the most serious effect on the FOG accuracy since it is completely random in nature. 

Decreasing the electronic gain to make the FOG less sensitive to this vibration effect 

appears, for the moment, to be the only way to compensate for its impact. 
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Fig.3.14.a. FOG output signal (containing no ARW) with
the effect of the mud pump noise at G = 105. 
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Fig.3.14.b. FOG output signal (containing no ARW) with
the effect of the mud pump noise at G = 0.5*105. 
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Fig.3.14.c. FOG output signal (containing ARW) with
the effect of the mud pump noise at G = 105. 
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Fig.3.15.a. FOG output signal (containing no ARW) with
the effect of bending vibration at G = 2*105. 
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Fig.3.15.b. FOG output signal (containing no ARW) with
the effect of bending vibration at G = 105. 
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Fig. 3.15.c. FOG output signal (containing no ARW) with
the effect of bending vibration at G = 0.5*105. 
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3.6. Conclusion. 

In this chapter, the applicability of microelectronic fiber optic gyroscope (FOG) in 

horizontal drilling has been investigated. Particular attention was paid to the impact of 

hostile downhole conditions on the FOG performance. In order to study this impact a 

quantitative system model of the FOG was developed and tested against the manufacturer 

specifications [Noureldin et al., 1999]. In addition, the impact of various FOG parameters 

on its performance was quantitatively studied, thus providing a reference for future 

design improvements from the perspective of the downhole horizontal drilling application 

[Noureldin et al.c, 2000]. The results from this study showed that the desired accuracy 

could be achieved by controlling either the length of the fiber optic cable or the gain of 

the electronic system. The increase in the length of the fiber optic cable or the electronic 

gain improved the FOG sensitivity and reduced the bias drift. Unfortunately, the overall 

performance of the FOG deteriorates for cable lengths above 1000m due to the increase 

in the attenuation of the optical signal. In addition, very high values for the electronic 

gain increase the ARW and make the FOG more sensitive to vibration and shock forces. 

In general, FOGs can be a reliable and inexpensive replacement of magnetometers 

in MWD borehole surveying. In the hostile downhole environment the FOG can perform 

with a reasonable accuracy under the impact of short duration shock forces of up to 

1000g [N]. Although the vibration due to the mud pump noise produces relatively high 

percentage errors at the FOG output, some signal processing techniques can be applied to 

extract the FOG signal and to reduce this vibration effect [Girard and Mintchev, 1998]. 

On the other hand, the effect of bending vibration is random in nature and cannot be 

completely removed from the FOG output. It is observed that the severest condition of 

bending vibration produces a percentage error of about 10% with an electronic gain of 

105. If further improvement of the FOG sensitivity requires setting the electronic gain to 

2*105, the percentage error due to bending vibration increases to 18%. However, if the 

vibration and shock forces are brought under control using shock absorbers and 

stabilizers, significant improvement of the FOG performance can be achieved. 
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CHAPTER FOUR 

DE-NOISING THE FOG OUTPUT SIGNAL 

 

As discussed in the previous chapter, FOG performance characteristics are limited 

by the bias drift and the angle random walk (ARW). Bias drift affects the long-term 

performance of the FOGs and some procedures have been reported to compensate for it 

[Perlmutter, 1994; Bowser et al., 1996; Perlmutter et al., 1997]. On the other hand, ARW 

affects the short-term (15-minute or less) performance and is defined as the broadband 

noise component at the FOG output [Lefevre, 1993]. It has been shown that, for data 

portions of short duration, it is usually not possible to determine the FOG bias drift since 

it is masked by the ARW, which becomes the major source of error in the FOG output 

signal [Bennet et al., 1998]. The shot noise and the thermal noise introduced by the 

photodetector, the back-scattering of the optical beam inside the fiber optic coil, and the 

light source intensity noise are all noise components which combine together to form the 

ARW [Senior, 1993; Aein, 1995]. Analysis of low cost tactical grade FOGs showed that 

the output uncertainty is relatively high (40-50o/hr) and it is usually considered as white 

noise component at the FOG output [Bennet et al., 1998].  On the other hand, statistical 

analysis of the random noise at the output of navigational grade FOGs shows that it is 

different from white noise and can be represented as a random walk or 1st order Gauss-

Markov process [Gelb, 1974; Brown and Hwang, 1992; Schwarz and Wei, 1999].  

During stationary surveying processes of inertial navigation systems (INS), FOGs 

are employed to monitor the components of the Earth rotation rate along their sensitive 

axes in order to determine the attitude of the moving platform [Titterton and Weston, 

1997]. The absolute value of the Earth’s rotation rate component, which is to be 

measured by a FOG is below hr0415 / . o  depending on the orientation of the platform on 

which the FOG is installed. In some orientations, especially while approaching the East 

direction, the value of the Earth rotation rate component can become as low as 1o/hr 

[Britting, 1971; Titterton and Weston, 1997]. Theoretically, this value becomes 0o/hr 

when the platform is on the horizontal plane, while the FOG sensitive axis is along the 
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East direction. This necessitates the ARW to be as small as possible in order to reduce 

the uncertainty in measuring the Earth’s rotation rate and to eliminate the dependency of 

the measurement percentage error on the platform orientation. 

In situations where a minimum number of FOGs is needed (e.g. in MWD 

surveying processes for the oil industry), reduction of the ARW before processing the 

FOG measurements is necessary [Noureldin et al.c,d, 2001]. Current commercially 

available FOGs have an ARW that varies from Hzhr5o //  for low cost gyros [KVH 

Industries Inc., Rhode Island, N.Y.] to Hzhr10 o //.  for high cost gyros [Fibersense 

Technology Corp., Canton, MA]. With a standard FOG bandwidth of 100 Hz, a low cost 

gyro would produce a measurement uncertainty of hr50o / , while for a high cost gyro 

this uncertainty would be hr1o / . These levels of uncertainty deteriorate the 

computational accuracy of the stationary surveying process and prevent the use of single 

gyroscope for reliably determining the Earth’s rotation rate. Therefore, a reduction of 

ARW prior to the measurement itself is imperative in order to adequately utilize FOGs in 

INS and to minimize the number of gyroscopes needed to implement this task. 

 

4.1. Available methods for reducing the FOG noise level. 

Several techniques have been reported for the reduction of ARW at the FOG 

output. These techniques can be classified in two different categories: (1) hardware 

techniques; and (2) real-time digital signal processing techniques.  

The first category is related to modifications of the internal optical design of the 

FOG. It has been reported that up to 50% reduction of the random intensity noise 

component of the ARW can be achieved by utilizing a polarized light signal within the 

internal FOG design [Huang et al., 1999]. In addition, two parallel photodetectors with a 

polarization-maintaining coupler have been suggested to reduce the light source intensity 

noise [Killian, 1994]. Moreover, the noise induced by the backscattering and the closed 

loop operation of the FOG has been reduced with a resonator FOG structure [Hotate and 

Hayashi, 1994].  
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While hardware improvements can provide significant reduction of the ARW (up 

to Hzhr0120 o //.  [Killian, 1994]), the second category of techniques for ARW 

reduction can be regarded as complementary. Real-time signal processing techniques 

have proven to be invaluable in improving the quality and the reliability of FOG 

measurements regardless of the advances in hardware design [Brown and Hwang, 1994]. 

Most of the signal processing methodologies currently employed utilize Kalman filtering 

techniques to reduce the effect of ARW and to improve the estimation accuracy [Algrain 

and Ehlers, 1995; Salychev, 1998]. Unfortunately, the convergence of these methods (the 

time to remove the effect of the ARW and to provide an accurate performance) during the 

alignment processes can take up to 15 minutes. In addition to their time-consuming 

algorithms, these techniques are complex to design and require a considerable effort to 

achieve real-time processing. Alternatively, neural network techniques have been 

introduced to reduce the noise level at the FOG output [Rong et al., 2000]. Although 

some promising simulation results have been presented, real-time implementation with an 

actual FOG system has not been reported.  

 The existing adaptive signal processing techniques [Haykin, 1996] have been used 

successfully to reduce the noise level in a variety of applications predominantly related to 

channel equalization of communication channels [Gesbert and Duhamel, 2000], speech 

recognition [Mantha et al., 1999] and video sequence restoration [Doo and Kang, 1999]. 

However, this exciting new technology has not been applied in FOG-based INS for the 

purpose of ARW reduction.  

This chapter aims at employing adaptive signal processing techniques to reduce 

the noise component at the FOG output of INS so that the Earth’s rotation rate can be 

reliably monitored with a single FOG. A transversal tap delay line filter is designed for 

this purpose using a least-mean square (LMS) adaptive technique with variable step size 

parameter to ensure fast convergence of the adaptive algorithm. Two different criteria are 

utilized. The first criterion is based on forward linear prediction (FLP) while the second 

criterion utilizes known Earth rotation rate component at the reference channel. 
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4.2. Forward linear prediction (FLP) method. 

 FLP methods employ a set of past samples from a stationary process to predict 

future sample values [Haykin, 1996]. The algorithm that performs this process is known 

as a predictor and can be designed to predict values that are one sample time unit or 

multiple sample time units in the future. The most common and practical is the single 

time-unit predictor (one-step predictor) [Haykin, 1996]. Such a predictor employs a tap-

delay line filter of a predetermined order to deliver an estimation of the current sample 

value. Since simple parametric multipliers without any feedback are used for the tap 

weights, the predictor is of finite impulse response (FIR), which guarantees its stability. 

The structure of such FIR tap-delay line filter of order M  is shown on Fig.4.1.  

 

 

 

 

 

 

 

 

 

 

The output )(ˆ nu  is an estimate of the actual value of the current sample )(nu  and 

is given as, 
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k      (4.1) 

where kb  are the tap weights, or the coefficients of the FIR filter; )( knu −  is the input 

sequence involving k  samples back from the thn  sample; { }M
T bbbB ..21=  is 

the tap weight vector, and { } TMnunununU )(..)2()1()1( −−−=−  is the tap 

input vector. The statistical criterion used for optimization employs the minimization of 
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Fig.4.1. Structure of a tap-delay FIR filter that employs past samples { )1( −nu , 
)2( −nu , )3( −nu , ... , )( Mnu − } to provide an estimate of the current 

sample value )(ˆ nu  [Haykin, 1996]. 
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the mean-square value of the estimation error (also known as the forward prediction 

error [Haykin, 1996]) between )(nu  and )(ˆ nu  [Widrow and Stearns, 1985]:   

)(ˆ)()( nunune −=        (4.2.a) 

 [ ])()( 2 neEnJ =        (4.2.b) 

where )(ne  is the forward prediction error and )(nJ  is the expectation of its square 

value, known as the mean-square estimation error (MSEE) or the cost function [Widrow 

and Stearns, 1985]. The prediction problem is related to selecting the filter tap weights 

vector ( )TMbbbbB ...321=  that minimizes the forward prediction errors in 

the mean square sense. It has been shown that Eq.4.2.b describes a quadratic surface with 

a minimum at oBB = , where oB  is the column vector containing the optimum values of 

the tap weights [Solo and Xuan, 1995]. Since this surface has a unique minimum, the 

optimal solution oB  is also unique. The LMS technique is used to design the FLP filter 

and determine adaptively the optimal values of the tap weights. According to the LMS 

criterion, the tap weights are iteratively adjusted towards their optimum values using the 

following update equation [Haykin, 1996; Sesay, 1999]:  
 [ ])()()()( 1nUneEnB1nB −+=+ µ      (4.3) 

where µ  is a small positive constant that controls the step size of the iterative changes in 

the tap weights which is known as the step size parameter. In real-time applications, since 

it is not appropriate to perform averaging, the expectation [ ])1()( −nUneE  is replaced by 

direct multiplication of the forward prediction error )(ne  and the tap input vector 

)1( −nU  [Solo and Xuan, 1995; Sesay, 1999]. The update equation is therefore modified 

as follows: 

 )()()()( 1nUnenB1nB −+=+ µ      (4.4) 

Because of neglecting the calculation of expectation in the update equation 

(compare Eq.4.3 to Eq.4.4), the values of the tap weights change at each iteration based 

on imperfect estimates. Therefore, one can expect the adaptive process to be noisy (i.e. it 

would not follow the true line of the steepest descent on the standard performance curve 

[Solo and Xuan, 1995]). 
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In the present study, the design of the FLP filter (Fig.4.2) was tested using 

MATLAB computer-aided design software (Mathworks, Natick, MA) on an IBM-PC 

P400 system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2.1. FLP filter performance for noise reduction at the FOG output. 

Two parameters control the filter performance, the step size parameter and the 

filter order. The step size parameter µ plays an important role during the design phase of 

the filter in controlling the convergence and the misadjustment. The convergence is the 

time required for the cost function to reach its minimal value, which corresponds to the 

steady state value of the MSEE [Solo and Xuan, 1995]. The misadjustment manifests 

itself as a deviation from the minimal MSEE.  

 

4.2.1.1. Impact of step size parameter. 

The update equation of the filter tap weights (Eq.4.4) implies that large values of 

the step size parameter µ provide fast convergence to the corresponding optimal values. 

However, this increases the MSEE, and consequently the misadjustment.  

Several techniques have been reported to provide variation of the step size 

parameter while updating the tap weights in order to achieve both fast convergence and 

Fig. 4.2. Adaptive adjustment of the tap weights of the FLP filter using the 
LMS algorithm. 
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minimal misadjustment [Pazaitis and Constantinides, 1999; Hsu et al., 2000; Dooley 

and Nandi; 2000]. These techniques employed an MSEE estimator to provide update 

equation of the step size parameter µ. The optimal step size sequence is obtained after 

minimizing the MSEE with respect to the step size on an iterative basis. Furthermore, in 

order to guarantee filter stability, it has been shown that the minimum and maximum 

limits of the step size parameter should be identified and introduced as a constraints to 

the step size update equation [Dooley and Nandi; 2000]. Unfortunately, these techniques 

impose additional complexity on the LMS adaptive algorithm if utilized for real-time 

design of the adaptive FLP filter, because additional calculations are required to 

determine the optimal step size.  

Alternatively, this problem is approached in this research in a more practical way 

that can be implemented in real-time without affecting the functionality of the LMS 

adaptive algorithm [Noureldin et al.f, 2001]. It has been hypothesized that if a large step 

size is used during the transient process (i.e. during the first few iterations of the adaptive 

algorithm) and small step size is used during the convergence period, the LMS adaptive 

algorithm can provide small MSEE with very fast convergence. Therefore, it is proposed 

starting the LMS adaptive algorithm with the highest possible value of µ to guarantee fast 

convergence and once the time rate of change of the MSEE becomes extremely small 

(close to zero), µ  is changed to its lowest possible value to guarantee the minimal 

possible MSEE [Noureldin et al.f, 2001].  

The upper limit of µ is particularly critical in order to guarantee the stability of the 

adaptive algorithm and is theoretically defined as [Solo and Xuan, 1995]: 

 )( minmaxmax λλµ += 1       (4.5) 

where minλ  and maxλ  are the minimum and the maximum eigenvalues of the 

autocorrelation matrix of the tap input vector, )1( −nU . On the other hand, the lower 

limit is a very small value larger than zero.  

In this study, the FOG output was examined to determine the upper and the lower 

limits of the step size parameter. The upper limit was determined by the step size value 

after which the LMS adaptive algorithm diverged and consequently became unstable. The 

lower limit was chosen as the minimal step size that could track the variation of the 
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MSEE [Noureldin et al.f, 2001]. The upper limit of the step size parameter is constant 

since it depends on the minimum and maximum eigenvalues of the autocorrelation matrix 

of the tap input vector which does not depend on either the FOG orientation or the filter 

order. On the other hand, since the filter order determines the variation of the MSEE 

during the adaptation process, the lower limit of µ has a different value for each filter 

order. It has been determined that the change of µ from its higher to lower limits should 

take place when the time rate of change of the MSEE became an extremely small value 

close to zero, which corresponds to approaching the steady state region of the MSEE. In 

the present study, this condition is equivalent to a reduction of the estimation error )(ne  

to one-tenth of its original value [Noureldin et al.f, 2001]. Consequently, no additional 

calculations were required for µ and the LMS adaptive algorithm was kept simple, while 

providing fast convergence and minimal MSEE. A flowchart of the program used to 

design the optimal tap weights of the FLP filter including the change of µ  during the 

adaptation process can be reviewed on Fig.4.3. It should be noted that the step size 

parameter µ does not affect the ARW. It controls only the values of the tap weights and 

the convergence of the algorithm.                                

 

4.2.1.2. Impact of filter order. 

The minimization of ARW depends on the number of delay elements required to 

store the given set of samples used to perform the prediction process (i.e. the filter order). 

The increase of the FLP filter order means that the prediction process is performed based 

on more information about the past samples of the FOG input sequence. Thus, the 

uncertainty at the FOG output is reduced, and consequently the ARW is minimized. 

However, the increase in the filter order results in a longer convergence time of the LMS 

adaptive algorithm. Moreover, the real-time realization of the FLP filter with its tap delay 

structure necessitates collecting a number of samples of the input sequence equal to the 

number of tap weights (i.e. filter order) before delivering the output. Therefore, the FLP 

filter results in a time delay at the FOG output, which increases with the filter order.  
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Fig.4.3. Flow chart describing the adaptive process of determining the tap weights
of the FLP filter based on the LMS criterion using changeable step size
parameter. 
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4.2.2. Experimental procedure and signal conditioning. 

The FLP technique proposed in this chapter was tested using E-Core-2000 FOG 

(KVH, Orland Park, IL), a low-cost gyroscope with hro /2.7  drift rate, Hzhr5o //  

ARW and bandwidth of 100 Hz. The FOG was mounted inside a custom-designed setup 

capable of providing changes in the FOG orientation in three mutually orthogonal 

directions [Noureldin et al.b, 2000]. The measurements were collected from the FOG 

while it was oriented entirely in the horizontal plane and its sensitive axis was pointing 

towards the vertical direction. The FOG measurements were acquired at a sampling rate 

of 128 Hz using 12-bit analog-to-digital converter (DAQCard-1200, National 

Instruments, Austin, TX), which was connected to a laptop IBM computer (Compac-433 

MHz AMD Processor, Houston, TX) mounted inside the same setup. The design and the 

implementation of this experimental setup are discussed in Appendix B.   

 

4.2.3. Real-time prediction procedure for the FOG output using the FLP filter 

The FLP filter was implemented using a software program to process the FOG 

output in real-time and reduce the ARW. Since the setup was completely stationary, the 

FOG was able to monitor the vertical component of the Earth rotation rate given as: 

 ϕωω sine
Z =         (4.6) 

where eω  is the value of the Earth rotation rate around its spin axis ( hr15o / ) and ϕ  is 

the latitude angle (Fig.4.4). Since the experiment was performed at a latitude o0851.=ϕ , 

the vertical component of Earth rotation rate was hr6711 o /. . Unfortunately, the ARW at 

the FOG output ( Hzhr5o // ) produced an uncertainty about four times larger than the 

vertical component of the Earth rotation rate. Therefore, this value of the ARW had to be 

reduced to at least Hzhr10 o //.  in order to achieve an uncertainty of hr1o /  at the 

FOG output. If the FLP filter were designed to reduce the uncertainty at the FOG output 

directly with the FOG measurements acquired at 128 Hz, this would have resulted in a 

very large number of tap weights, which would have corresponded to a very high filter 

order, thus jeopardizing the real time operation. To avoid this difficulty in both the design 
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and the implementation of large number of tap delay elements, it has been proposed to 

average the FOG output within certain time interval before submitting it to the FLP filter 

[Noureldin et al.f, 2001]. This averaging process helps in two aspects. First, it removes 

some of the high frequency noise components and reduces the uncertainty so that a better 

FLP filter performance can be achieved. Second, the number of tap weights (i.e. the filter 

order) required to achieve a certain level of minimization of the ARW at the FOG output 

becomes significantly less than that when the averaging process is not performed. It has 

been determined that a 1-second averaging interval is the best compromise for this 

application [Noureldin et al.f, 2001]. With a longer averaging interval, a better FLP filter 

performance can be achieved but a longer time delay would be produced by the FLP filter 

at the FOG output. On the other hand, shorter averaging intervals could not reduce the 

uncertainty at the FOG output to a level that could facilitate the FLP filter in providing 

the optimal ARW reduction with a reasonable filter order. After performing the averaging 

process at 1-second data intervals, the output of the filter was determined according to 

Eq.4.1. As mentioned earlier, the first sample of the reduced ARW sequence at the filter 

output was determined after collecting a number of the averaged FOG samples equal to 

the filter order. However, once the first sample was delivered, the filter continued to 

provide output at the same data rate as the averaged FOG sequence, which in the present 

case was 1 second. 
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Fig.4.4. Projection of the Earth rotation vector along the vertical direction. 
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4.2.4. Results. 

4.2.4.1. FLP filter design. 

The LMS technique discussed earlier (see Fig.4.2 and Fig.4.3) was employed to 

determine the optimal values of the FLP filter tap weights. The tap weights were initially 

chosen equal to zero, then were updated according to Eq.4.4. The ARW was calculated as 

Hzhr664 o //.  which produced an uncertainty of hr646 o /.  at the FOG output in the 

100-Hz bandwidth. The averaging process over 1-second intervals was able to reduce the 

noise level at the output to hr494 o /. , which facilitated the design of the FLP filter. It 

was determined that a reduction in the FOG measurement uncertainty down to hr1o /  

could be achieved with 200 tap weights, if the FOG output signal were averaged at a 1-

second interval before submitting it to the FLP filter [Noureldin et al.f, 2001]. This 

number of tap weights was 30 times less than that required when the averaging process 

was not performed. 

The analysis started with 300 tap weights since this number of tap weights 

delivered a significant reduction of the ARW at the FOG output within reasonable time (5 

minutes for 1-Hz data rate). As discussed in section 4.2.1, the upper limit of µ  is 

independent of the filter order and it was calculated as 0010.max =µ  using Eq.4.5. This 

value was used for all filter orders. For values of 0010.>µ , the LMS algorithm became 

unstable and consequently could not converge. As a result, the MSEE (i.e. the cost 

function) continued increasing and the optimal solution could not be reached. The upper 

limit of the step size parameter was used to ensure fast convergence during the beginning 

of the adaptation process. The lower limit of µ  had to be determined separately for each 

filter order. To do that, the variation of the error in the Earth rotation rate component 

monitored by the FOG with respect to µ  is studied and can be depicted on Fig.4.5.a for 

300 tap weights and on Fig.4.5.b for 600 tap weights. The lower limit of µ  (which 

corresponds to the minimum value of error) was determined as 51011 −×.  for the 300 tap 

weights and 41082 −×.  for the 600 tap weights, which corresponded to errors in the 

monitored Earth rotation rate of hr04270 o /.  and hr01220 o /. , respectively.    
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Fig.4.5.a. Variation of the Earth rotation rate error with the step size
parameter µ  for 300-tap weights FLP filter. 

Fig.4.5.b. Variation of the Earth rotation rate error with the step size
parameter µ  for 600-tap weights FLP filter. 

 

0

0.5

1

1.5

2

2.5

0 1 2 3 4 5

Step size

Er
ro

r i
n 

Ea
rt

h 
ro

ta
tio

n 
ra

te
 

(d
eg

./h
r)

410−×µ



 67
4.2.4.2. Performance characteristics of the FLP filter. 

The learning curve of an adaptive filter describes the continuous change of the 

MSEE with time while updating the filter tap weights to establish their optimal values 

[Widrow and Stearns, 1985]. The learning curves of a FLP filter of 300 tap weights are 

shown on Fig.4.6 for two values of the step size parameter, 000050.=µ  and 0010.=µ . 

For each curve, the step size was kept constant and no changes were performed during 

the adaptation process. It is evident that the MSEE decreased progressively until reaching 

a steady state value. Once the learning curve converged to its steady state, the values of 

the tap weights could no longer change and the learning process was stopped, since no 

further improvement to the values of the tap weights could be expected after the MSEE 

reached its steady state value [Widrow et al., 1975; Widrow and Stearns, 1985; Solo and 

Xuan, 1995].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig.4.6. Learning curve for a 300 tap weights FLP filter with
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The learning curve during the adaptive process was noisy due to the imperfect 

estimates used to update the filter tap weights (compare Eq.4.3 to Eq.4.4). As shown on 

Fig.4.6, the learning curve for 0010.=µ  converged in 6 seconds while that for 

000050.=µ  converged in about 150 seconds. Although it gave faster convergence, the 

value of 0010.=µ  increased the misadjustment between the steady state MSEE and the 

absolute MMSEE. The steady state values of MSEE were calculated as 41058 −×.  and 

41075 −×.  for 0010.=µ  and 000050.=µ , respectively. This tradeoff was overcome by 

introducing the change of µ  from 001.0  (the upper limit of µ ) to 5101.1 −×  (the lower 

limit of µ ) when the time rate of change of the MSEE became an extremely small value.  

Fig.4.7 shows that the MSEE time rate of change approaches zero after 4 seconds 

of the adaptive process designed with 0010.=µ . Since it was determined that this was 

equivalent to a change of the estimation error )(ne  to one-tenth of its original value (see 

methods), )(ne  was continuously compared to one-tenth of the original value of the 

estimation error )1(e  within each iteration of the adaptive algorithm to perform the step 

size change. This condition was imposed after 6 iterations of the adaptive algorithm for 

300-tap weights FLP filter. 

Fig.4.8 shows a comparison between the learning curves for the case of constant 

step size ( )000050.=µ  and for the case of step size change. It is clear that the step size 

change within the LMS algorithm was capable of providing fast convergence with 

minimal MSEE ( 41074 −×. ). Furthermore, the error in the computation of the Earth 

rotation rate component was reduced from hr541 o /.  for constant step size 

( )000050.=µ  to hr0430 o /. .          

In addition to its dependence on the step size parameter µ , the convergence time is 

also related to the filter order. This relationship was studied while keeping a constant step 

size during the whole adaptive process and thus explore the effect of the filter order 

separately, since the lower limit of µ  depends on the filter order. 
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Fig.4.7. Rate of change of the MSEE for 0010.=µ  in a 
300-tap weights FLP filter. 
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Fig.4.9 shows the variation of the convergence time with respect to the filter 

order while keeping constant step size 00040.=µ . It is clear that the adaptive algorithm 

converges faster for filters of lower orders. However, it should be noted that, due to the 

design of the FLP filter with the tap delay line structure, the adaptive algorithm cannot 

start before collecting a number of data samples at least equal to the filter order to 

construct the input sequence )1( −nU . For example, with FLP filter of 600 tap weights 

and data interval of 1 second, the algorithm converged in 7 seconds after collecting 600 

seconds of the FOG data. On the other hand, for FLP filter of 300 tap weights, the same 

algorithm took about 25 seconds to converge after collecting 300 seconds of FOG data. 

This means that although the higher order filters are more effective in achieving the 

optimal solution, the adaptive algorithm takes longer time to establish the inputs to the 

filter tap weights, thus jeopardizing the real-time requirements (see Fig.4.1). 

The amplitude spectrum of the FLP filter is shown on Fig.4.10 for different filter 

orders. The four different cases shown on Fig.4.10 were obtained while changing the step 

size from 0010.=µ  to 51011 −×= .µ . The 300-tap weights filter provided a cut-off 

frequency of 0.0012 Hz while the 50-tap weights filter provided a cut-off frequency of 

0.009 Hz. Although this FLP filter with its infra-low cut-off frequency cannot be used for 

kinematic positioning, it is highly beneficial for alignment processes when the whole 

setup is completely stationary.      

The 600-tap weights filter had a cut-off frequency of 0.000384 Hz. When 

compared to the 300-tap weights filter, it provided better performance with lower noise 

level. However, the output of the whole system (the FOG and the FLP filter) was 

delivered after 600 seconds for the case of 600 tap weights while for the 300-tap weights 

FLP filter, it took only 300 seconds. Therefore, the designer of the whole system should 

compromise between the performance and the delay provided by the FLP filter. 
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Fig.4.10. Frequency response of FLP filters of different order with 00040.=µ . 
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4.2.4.3. Impact of the FLP filter on the FOG noise reduction. 

After the design phase was completed, the FLP filter was used to reduce the ARW 

at the FOG output signal and various FLP filters of different orders were tested. Fig.4.11 

shows the FOG output after averaging at 1-second intervals, and after processing with 

FLP filters of 300 and 600 tap weights. The noise level was significantly reduced after 

processing the FOG output signal by the FLP filter. The 300-tap weights filter reduced 

the uncertainty at the FOG output to 0.694o/hr (i.e. the ARW was brought down to 

0.0694 Hzhro // ) while the 600-tap weights filter reduced the uncertainty to 0.152 o/hr 

(i.e. the ARW was brought down to 0.0152 Hzhro // ). In addition, the ARW values for 

different orders of the FLP filter were determined (Fig.4.12). There was no variation of 

the ARW value at the FOG output while changing the step size parameter and the filter 

order was the only parameter capable of controlling the ARW. The changeable step size 

parameter, however, significantly reduces the convergence time of the FLP filter tap 

weights to their optimal values and reduces the error in the monitored Earth rotation rate, 

thus providing an accurate and efficient stationary surveying procedure with minimum 

number of FOGs. 
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4.2.5. Applications and limitations of FLP noise reduction techniques. 

Section 4.2 introduces a new technique for limiting the FOG output uncertainty 

based on the FLP technology. The technique utilizes the LMS adaptive algorithm for 

designing a FLP tap delay line filter, but suggests a changeable step size parameter 

during the adaptation process to ensure fast convergence of the algorithm while providing 

minimal error of the monitored Earth rotation rate. This technique can be beneficial in 

INS applications that employ reduced number of FOGs to determine the attitude angles at 

predetermined surveying stations. In addition, the same procedure can be applied to the 

conventional three-axis FOG structure. Since it provides fast convergence and significant 

ARW reduction, the proposed method can successfully replace the other existing filtering 

techniques. Moreover, this method is complementary to the hardware efforts that have 

been introduced to limit the uncertainties at the FOG output. 

Since the FLP technique is utilized to predict the Earth rotation rate component at 

the FOG output signal, the noise component would be completely unpredictable [Haykin, 

1996]. Consequently, the statistical properties of the noise component at the FOG output 
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should follow that of white noise. This implies that the autocorrelation function of the 

FOG noise sequence can be approximated by an impulse function [Brown and Hwang, 

1992]. Therefore, if the noise component at the FOG output is correlated over time, the 

FLP technique would fail to accurately predict the Earth rotation rate component since 

part of the correlated noise component would be predicted at the output as well. As 

discussed earlier in this chapter, tactical grade low cost FOGs have relatively high output 

uncertainties with the output noise usually characterized as a white sequence. However, 

the noise component at the output of navigational grade FOGs is time-correlated and its 

autocorrelation function follows random walk or 1st or 2nd order Gauss-Markov 

processes. The FLP technique cannot be applied for these types of FOGs and some other 

technique not involving prediction should be utilized. Such technique is discussed in the 

following section.          

 

4.3. Noise reduction of FOG output signal using transversal filter designed by 

known Earth rotation rate component in the reference channel. 

4.3.1. Filter design. 

In order to reduce FOG measurement uncertainties, a transversal tap-delay filter 

of the same structure as discussed in the previous section (see Fig.4.1) was utilized at the 

FOG output. The optimal values of the filter tap weights were chosen to minimize the 

mean-square value of the estimation error e(n) between the filter output y(n) and a certain 

desired response d(n) using the least-mean squares (LMS) technique (Fig.4.13) [Widrow 

and Stearns, 1985]. The desired response d(n) is the Earth rotation rate component along 

the vertical direction, which is known at any given latitude angle. Therefore, during the 

design (learning) process of the filter, while the LMS criterion is applied to determine the 

optimal values of the tap weights, the FOG is mounted on the horizontal plane with its 

sensitive axis along the vertical direction. The error e(n) between the filter output y(n) 

and the desired response d(n) is processed by the LMS algorithm to update the values of 

the filter tap weights toward their optimal values. 
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The update equation of the filter tap weights is given as follows: 

)()()()( nUnenB1nB µ+=+      (4.7) 

where B(n) and B(n+1) are the vectors of the filter tap weights at time n and time n+1, 

respectively, and )(nU  is the vector of the input sequence of the filter defined as: 

( )T1Mnu1nununU )(..)()()( +−−=    (4.8) 

where M is the filter order. It can be noticed that this update equation is slightly different 

from the one employed for the design of the FLP filter (compare Eq.4.4 to Eq.4.7). While 

the FLP technique utilizes past samples of the FOG output signal to predict the present 

sample, the technique presented in this section includes the present sample of the FOG 

output into the input sequence U(n), in order to give the appropriate estimate at the filter 

output [Noureldin et al.c, 2001]. 

The first sample of the filter output y(n) was obtained after collecting a number of 

input samples equal to the number of tap weights. The filter output was then compared 

with the desired response d(n), and the error between them was applied to the tap weights 

update equation until the MSEE reached its steady-state value, and the filter tap weights 

reached their optimal values. The changeable step size criterion introduced for the FLP 
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Fig.4.13. Adaptive adjustment of the tap weights of the transversal filter using 
the LMS algorithm. 
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filter design is utilized during the learning process of the transversal filter shown on 

Fig.4.13 as well.  

 

4.3.2. Filter performance at the FOG output 

During station-based surveying processes, the optimal tap weights determined 

during the learning process are utilized to reduce the FOG output uncertainty. Unlike the 

FLP filter, the values of these tap weights are kept the same for different surveying 

locations. This implies that these values will not change with respect to the dynamics 

existing at such surveying location. However, they have the advantage of filtering out 

either color or white noise components at the FOG output. 

The minimization of FOG output uncertainties depends on the order of the filter 

used. Higher filter orders provide lower cutoff frequencies, thus reducing the uncertainty 

at the FOG output. However, the real-time implementation of the filter, with its tap delay 

structure, necessitates collecting a number of samples from the input sequence equal to 

the number of tap weights (i.e. the filter order) before delivering the output. Therefore, 

this transversal filter results in a time delay at the FOG output, which increases with the 

filter order. Although the same time delay exists while utilizing the FLP filter, no further 

time delay is required for determining the optimal tap weights of the transversal filter, 

which is pre-designed with known Earth rotation rate at the reference channel during the 

learning process. This time delay is necessary for the FLP filters to determine their 

optimal tap weights during the prediction process.  

 

4.3.3. Experimental procedure and signal conditioning. 

The technique of designing a transversal filter with known Earth rotation rate at 

the reference channel was applied to two different types of optical gyroscopes. The first 

type was a tactical grade FOG (E-Core-2000, KVH, Orland Park, IL) which was 

employed to test the FLP filter performance. The second type was a navigational grade 

optical gyroscope (LTN90-100, Litton, Woodland Hills, CA). The LTN90-100 is an 

inertial measurement unit, which incorporates three-axis accelerometers and three-axis 

optical gyroscopes mounted in three mutually orthogonal directions. Although the optical 
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gyroscopes utilized in this unit are of ring laser type, they have the same performance 

characteristics as FOGs [Merhav, 1993; Lefevre, 1993]. These gyros differ from the 

FOGs in the way the laser beam is propagating inside, while the drift and the noise 

behaviors are exactly the same [Lefevre, 1993]. 

In these experiments, the signal conditioning procedure discussed in section 4.2.2 

was applied for both the E-Core-2000 and one of the gyros of the LTN90-100. The filter 

was designed with the gyros mounted on the horizontal plane. The same number and 

values of the tap weights were used to filter out the FOG output noise at several other 

orientations, thus testing the performance of the proposed filtering technique at various 

FOG positions. 

 

4.3.4. Results. 

4.3.4.1. E-Core-2000 results. 

The filter designed during the learning process with known Earth rotation rate at 

the reference channel was utilized to reduce the FOG output uncertainty. The 

characteristics of this filter were quite similar to the one designed using the FLP method 

including the cutoff frequencies (0.0012 Hz using 300 tap weights and 0.000384 Hz using 

600 tap weights) and the reduction of the levels of uncertainties (0.694o/hr with 300 tap 

weights and 0.152o/hr with 600 tap weights).  

At an orientation corresponding to 9.629o/hr Earth rotation rate component along 

the FOG sensitive axis (pitch, roll and azimuth angles of about 10o, 10o and 20o, 

respectively), a filter with 300 tap weights was capable of reducing the FOG output 

uncertainty from 4.5871o/hr to 0.4424o/hr as shown on Fig.4.14. In addition, the drift of 

the FOG output signal over time from 8.8435o/hr to 10.307o/hr could be observed. This 

indicated that the maximum estimation error of this Earth rotation rate component is 

0.7855o/hr. 

A 600 tap-weight filter was utilized at the FOG output while monitoring the Earth 

rotation rate at an orientation of 20o pitch, 20o roll and 41o azimuth (corresponding to 

Earth rotation rate component of 5.92o/hr). Fig. 4.15 shows the FOG output before and 

after processing with the 600 tap weights. This filter was able to limit the FOG output 
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uncertainty from 4.5871o/hr to 0.2034o/hr, thus monitoring the Earth rotation rate 

component along the FOG sensitive axis with errors of less than 0.6o/hr. 
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Fig.4.14. The E-Core-2000 output signal before and after filtering with 300 
tap weights at an orientation of 10o pitch, 10o roll and 20o azimuth. 
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Fig.4.15. The E-Core-2000 output signal before and after filtering with 600 
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4.3.4.2. LTN90-100 results. 

Since the LTN90-100 is a navigational grade unit, the output uncertainties are 

smaller than these of the E-Core-2000. Thus, it was estimated that a transversal filter with 

100 tap weights would be enough to achieve proper reduction of the output uncertainty. 

The learning process of the filter was performed while the LTN90-100 was mounted at    

-0.5248o pitch, 0.4716o roll and 95.1698o azimuth, which corresponds to Earth rotation 

component of 11.6152o/hr along the sensitive axis of the vertical gyro. Fig.4.16 shows 

the learning curve for different values of the step size parameter µ. The changeable step 

size criterion (implemented during the learning process) determined that µ = 2×10-5 was 

the optimal step size that corresponded to the minimal MSEE (see Fig.4.16). It should be 

noted that this optimal step size (µ = 2×10-5) was only suitable for the 100 tap-weight 

filter and the LTN90-100 gyro output sequence.    
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Fig.4.16. Learning curves of a transversal filter of 100 tap weights at the output of 
LTN90-100 vertical gyro with respect to different step size parameters µ.   
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The 100 tap-weights filter was employed to process the gyro measurements at 

different orientations in order to reduce the measurement uncertainties and to facilitate 

monitoring of the Earth rotation component at certain orientation using a single gyro. The 

Earth rotation rate estimated at each orientation was compared to the corresponding 

reference value obtained after processing the same measurements by KINGSPADTM 

software (University of Calgary, Department of Geomatics Engineering). Fig.4.17 shows 

the filtered output sequence and the reference value for the measurements obtained at             

–0.2914o pitch, 0.8429o roll and 5.8528o azimuth. It was determined that after the 

averaging over 200-second period shown on Fig.4.17, the Earth rotation rate would be 

estimated with an error of about 0.045o/hr when compared to the reference value. In 

addition, the filtered output sequence had an uncertainty of 0.0558o/hr. 
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Fig.4.17. The Gyro output sequence after filtering with 100 tap weights at orientation 
of -0.2914o pitch, 0.8429o roll and 5.8528o azimuth. 
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The same number and values of the tap weights were used at 3 different sets of 

experiments. Each experiment involved collecting stationary data at certain orientation 

for 5 minutes. During each set of experiments the LTN90-100 was kept pointing towards 

certain azimuth direction while rotating the setup to give different pitch and/or roll 

angles. The LTN90-100 was pointing close to the East direction (about 95o azimuth) 

during the first set of experiments, close to the North direction (about 6o azimuth) during 

the second set and at the mid way between the East and the North directions (about 55o 

azimuth) during the third set. The gyro sequence after filtering was compared in each 

experiment with the reference value provided by KINGSPADTM to determine the 

estimation error. The results of each set of experiments are presented on Figs.4.18, 4.19 

and 4.20, which show the estimation error and the output uncertainty. It can be concluded 

that although the output uncertainty varies slightly from one experiment to another, the 

estimation error of the Earth rotation rate component increases considerably over time for 

each set of experiments.      
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Fig.4.19. Estimation error of the Earth rotation rate component and the output 
uncertainty for the second set of data.  
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Fig.4.20. Estimation error of the Earth rotation rate component and the output 
uncertainty for the third set of data.  
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The estimation error calculated in each experiment had two components. The 

first component was due to the MSEE of the LMS algorithm, which might not achieve 

the absolute theoretical minimal value. The second component was the gyro bias error, 

which included the run-to-run bias and the bias drift over time, which affected the long-

term performance of the overall surveying system. This presents a powerful case for the 

utilization of navigational grade inertial sensors. However, despite the utilization of 

LTN90-100, Figures 4.18, 4.19 and 4.20 show that the estimation error changed from 

about 0.04o/hr to about 0.4o/hr within less than 40 minutes. In fact, another factor is 

responsible for this error growth. The LTN90-100 was not designed to perform at high 

inclinations similar to the ones in this experimental procedure. Consequently some other 

error sources most likely participated in the estimation error.   

On the other hand, the output uncertainty is controlled by the filter order. Filters 

of 100 tap weights introduce a time delay of 100 seconds before delivering the filtered 

output. Since the desirable time of station-based surveying process at any orientation is 

300 seconds (i.e. 5 minutes), the remaining 200 seconds were used for precise 

computation of the attitude angles based on some applied optimal estimation techniques 

to compensate for the effect of the drift of the inertial sensors.   

 

4.4. Comparison between the proposed de-noising techniques. 

The two de-noising techniques presented in this chapter employ transversal tap 

delay line filter to limit the uncertainty at the FOG output. In addition, they are similar in 

utilizing the LMS technique for determining the optimal values of the filter tap weights. 

The changeable step size criterion was also applied successfully for the two techniques. 

However, these two techniques differ both in the design and the application of the 

transversal filter: 

1. Filter design: The design of the FLP filter is repeated at each surveying station 

and the filter tap weights might have different values at each station. In 

addition, the number of the tap weights might be changed from one station to 

another depending on the desirable level of uncertainty reduction and the time 

allowed for the station-based surveying process. Alternatively, the other filter 
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is designed with a known Earth rotation rate component in the reference 

channel. Consequently, the number of tap-weights and their values would 

remain the same in all surveying stations. Although this saves the time 

required by the learning process to achieve the optimal tap weights at each 

surveying station, the different dynamics existing at different surveying 

stations might not be accounted for.    

2. Application: The filter designed with a known Earth rotation rate in the 

reference channel has the advantage of being applicable for both navigational 

and tactical grade inertial sensors. The application of the FLP filter is only 

limited to tactical grade (low cost) inertial sensors with their output 

uncertainty characterized as white noise. However, the FLP filter has the 

advantage of flexible changes in the number of tap weights between different 

surveying stations, thus giving the opportunity of controlling the level of 

uncertainty reduction.    

 

4.5. Conclusion. 

During the last decade, FOGs have been employed in various INS applications 

[Bowser et al., 1996]. Due to their compactness, reliability and high environmental 

insensitivity, they have also been suggested for MWD applications in oil-well drilling 

[Noureldin et al.c, 2000]. However, the ARW limits the FOG accuracy in the computation 

of the initial attitude angles during INS alignment processes. In addition, some 

applications require monitoring of the attitude angles at predetermined surveying points 

while the whole system is stationary [Noureldin et al.d,e, 2001]. The existing systems 

incorporate three-axis FOGs and three-axis accelerometers mounted in three mutually 

orthogonal directions to determine the attitude angles [Titterton and Weston, 1997, 

Merhav, 1993]. In these cases, the uncertainties in the values of the attitude angles due to 

the ARW of the FOG are removed with Kalman filtering techniques [Salychev, 1998]. In 

some applications, due to the limited space available for inertial sensors, one or two 

mutually orthogonal FOGs can be incorporated with three-axis accelerometers inside the 

INS instead of the conventional three-axis structure [Noureldin et al.d,e, 2001]. In such 
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situations, it is usually not possible to calculate the attitude angles before removing the 

measurement uncertainties [Noureldin et al.b, 2000]. Thus, the ARW should be as small 

as possible in order to reduce the uncertainty in the FOG measurements, since these 

uncertainties can jeopardize the computation of the attitude angles during the alignment 

processes.  

This chapter introduced two techniques for ARW minimization based on the 

adaptive filtering technology. Both techniques used the LMS adaptive algorithm for 

designing a tap delay line filter, but suggested the utilization of a changeable step size 

parameter during the adaptation process to ensure fast convergence of the algorithm 

while providing minimal error of the monitored Earth rotation rate. 

The proposed technique significantly reduced FOG measurement uncertainty while 

monitoring the Earth rotation rate. Thus, a single FOG installed along the forward 

direction of an INS could precisely monitor the component of the Earth rotation rate 

along its sensitive axis. Consequently, the deviation from the North direction (i.e. the 

azimuth angle) could be determined accurately [Noureldin et al.d,e, 2001]. The other two 

attitude angles (the pitch and the roll) were determined by monitoring the gravity 

components along three mutually orthogonal directions employing three-axis 

accelerometers. Since the noise behavior of the accelerometers is quite similar to that of 

the FOG, the same filtering approaches could be employed to provide precise monitoring 

of both the pitch and the roll angles. Thus, a single FOG system can determine the 

platform orientation at predetermined surveying points in applications that cannot 

accommodate a complete INS with its three-axis structure because of the limited space 

(e.g. downhole drilling applications for the oil industry). 

The techniques introduced in this chapter provide several advantages over the 

existing methods that are based predominantly on Kalman filtering. First, the tap delay 

line structure of the filter is simple for design and implementation in real-time processes. 

Second, unlike Kalman-filter based techniques, the noise is removed from the 

measurements before calculating the attitude angles, which is necessary to avoid 

computational instability in single FOG systems. Third, the proposed technique does not 
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impose any restrictions on the statistical properties of the random noise component 

associated with the FOG output. 

Although the de-noising techniques presented in this chapter are beneficial in INS 

applications that employ a reduced number of FOGs to determine the attitude angles at 

predetermined surveying points, the same procedure could be applied to the conventional 

three-axis FOG structure. Since they provide fast convergence and significant ARW 

reduction, the proposed methods can successfully replace the other existing filtering 

techniques. Moreover, these methods are complementary to the hardware efforts that 

have been introduced to limit the uncertainties at the FOG output [Killing, 1994; Huang 

et al., 1999]. 
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CHAPTER FIVE 
SINGLE-FOG MWD SURVEYING SYSTEM 

 
With the utilization of FOGs in MWD surveying processes, the technology of 

inertial navigation is suggested as a replacement of the present magnetic surveying 

systems [Noureldin et al.a, 2000]. Inertial navigation systems (INS) determine the 

position, the velocity and the orientation of a moving body in three-dimensional space by 

integrating the measured components of the acceleration (provided by accelerometers) 

and the angular velocity (provided by gyroscopes) [Schwarz and Wei, 1990; Titterton and 

Weston, 1997]. Conventional INS incorporates three-axis gyroscopes and three-axis 

accelerometers arranged in three mutually orthogonal directions. Due to the limited space 

available downhole, this chapter proposes a novel INS-based surveying technique based 

on a single FOG and three-axis accelerometers. 

The aim of this chapter is to give an overview of inertial navigation techniques 

and to discuss the development of single-FOG surveying methodologies.  

                                                                                                                                                                         

5.1. Overview of inertial navigation systems (INS). 

The operation of an INS is based on processing the inertial sensor measurements 

received as inputs and delivering a set of navigation parameters (position, velocity and 

attitude) of the moving platform as outputs [Titterton and Weston, 1997]. In general, 

these navigation parameters are determined with respect to a certain reference frame. The 

accelerometers are attached to the moving platform to monitor its acceleration, including 

the effect of gravity, in three mutually orthogonal directions. The time integral of each 

acceleration component gives a continuous estimate of the corresponding velocity 

component of the platform, provided that the initial velocities are known. A second 

integration yields the position with respect to a known starting point. Since platforms are 

not necessarily moving in a straight line, it is necessary to detect the rotational motion in 

addition to the translational motion. The gyroscope measurements are utilized for this 

purpose. The angular orientation (attitude) of the platform is determined by integrating 

the gyroscope measurements, provided that the initial attitude angles (the pitch, the roll 

and the azimuth) are known [Titterton and Weston, 1997]. Obviously, inertial navigation 
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is fundamentally dependant on an accurate knowledge of the initial position, velocity 

and attitude of the platform prior to the start of navigation.  

In most applications the axis set defined by the sensitive axes of the inertial 

sensors is made coincident with the axes of the moving platform in which the sensors are 

mounted [Titterton and Weston, 1997]. These axes are usually known as the body frame. 

The gyroscope measurements are used to determine the platform attitude with respect to 

the reference frame within which it is required to navigate. The attitude angles are then 

used to transform the accelerometer measurements from the body frame into the 

reference frame [Titterton and Weston, 1997]. The resolved accelerations can then be 

integrated twice to give the platform velocity and position in the reference frame. 

It should be noted that the accelerometers cannot separate the total platform 

acceleration from the one caused by the presence of gravity. In fact, accelerometers 

provide the sum of platform acceleration in space and the acceleration due to 

gravitational attraction [Titterton and Weston, 1997]. Hence, the accelerometer 

measurements must be combined with the knowledge of the gravitational field of the 

moving platform in order to determine the acceleration of the vehicle with respect to a 

specific reference frame. A schematic diagram of such an INS is given on Fig.5.1 

[Titterton and Weston, 1997]. 

 

 

 

 

 

 

 

 

Fig.5.1. Schematic diagram showing the fundamental concept of INS [after 
Titterton and Weston, 1997]. 
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5.1.1. Coordinate frames. 

When the inertial sensors (gyroscopes and accelerometers) are installed inside a 

moving platform, their sensitive axes are pointing towards three mutually orthogonal 

directions known as sensor axes [Schwarz and Wei, 1999]. The coordinate frame that 

represents the sensor axes is called the body frame (b-frame). The b-frame is an 

orthogonal frame with its axes pointing toward the forward (Y), the transverse (X) and 

the upward (Z) directions. Fig.5.2 shows the b-frame axes for a section inside the drill 

pipe.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The measurements of linear acceleration and angular velocities are taken in the b-

frame. These measurements should be transformed into specific reference frame within 

which they are processed to provide the position, velocity and attitude components of the 

moving platform. The reference frames most frequently used in inertial navigation are the 
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inertial frame, the Earth-fixed terrestrial frame and the local level frame ( l -frame) 

[Salychev, 1998; Schwarz and Wei, 1999]. In Chapters 5 and 6, the l -frame is utilized as 

the reference frame. It has the same origin as the b-frame with its Zl-axis orthogonal to 

the reference ellipsoid of the Earth and pointing upward, Yl-axis pointing toward the 

geodetic North and Xl-axis pointing towards the East direction and completing a right 

handed orthogonal frame (see Fig.5.3). The advantage of utilizing the l -frame is that its 

axes are aligned to the local East, North and vertical directions. Thus, the inclination, the 

tool face and the azimuth angles describing the BHA attitude can be obtained directly at 

the output of the mechanization equations solved in the l -frame. In addition, the 

computational errors in the navigation parameters on the horizontal plane (the North-East 

plane) are bound due to the Schuler’s effect [Titterton and Weston, 1997; Schwarz and 

Wei, 1999; Mohammed, 1999]. This effect stipulates that the inertial system errors of the 

horizontal plane components are coupled together, producing what is called a Schuler 

loop. Consequently, these errors oscillate with a frequency called the Schuler frequency 

(1/5000 Hz). [Appendix C presents a brief description of the Schuler effect] 
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5.1.2. Transformation between coordinate frames. 

The transformation from the b-frame to the l -frame is performed using the 

transformation matrix l
bR , which is expressed as a function of the attitude components 

(azimuth ψ , tool face (roll) φ  and inclination (pitch) θ ) as follows [Schwarz and Wei, 

1999]: 
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The inverse of the transformation matrix l
bR  describes a transformation from the 

l -frame to the b-frame and is denoted by: 
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Since both the b-frame and the l -frame are orthogonal coordinate frames, l
bR  

and bRl  are also orthogonal [Titterton and Weston, 1997]. Consequently, bRl  becomes 

equal to the transpose of l
bR  and can be expressed as follows: 
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5.1.3. Modeling motion in the local level frame. 

The position of the moving platform as described in the l -frame is expressed in 

terms of the curvilinear coordinates (latitude ϕ , longitude λ  and altitude h ): 
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The velocity is alternatively expressed by three components along the East 

direction ( eV ), North direction ( nV ) and vertical direction ( uV ): 



















=
u

n

e

V
V
V

V l         (5.5) 

Therefore, the time rate of change of the position components is related to the 

velocity components as follows [Schwarz and Wei, 1990]: 
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where N  is the prime vertical radius of curvature of the best fitting Earth ellipsoid (East-

West), M  is the corresponding meridian radius of curvature (North-South) and 1−D  is a 

3-by-3 matrix defined as: 
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 The acceleration of the bearing assembly is measured in three mutually 

orthogonal directions in the b-frame ( ) T
zyx

b ffff = . These measurements are 

transformed into the l -frame using the rotation matrix l
bR  ( b

b fRf ll = ). However, the 

acceleration components expressed in the l -frame, lf , cannot directly give the velocity 

components of the moving platform due to three reasons. The first is the rotation rate of 

the Earth about its spin axis ( eω =15.04o/hr), which is expressed in the l -frame as 

( ) Tee
ie 0 ϕωϕωω sincos=l . The second is the change of orientation of the l -frame 

with respect to the Earth. This change of orientation is shown along one of the meridians 
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in Fig.5.4. The change is due to the definition of the local North and vertical directions. 

The North direction (N) is tangent to the meridian all the time while the vertical direction 

(Vle) is normal to the Earth’s surface. This effect is interpreted as rotation rate vector 

expressed as ( ) T
e ϕλϕλϕω sincos &&&l
l −= , which can also be written as 

Teen
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+++
−= ϕω tanl

l (see Eq.5.6). The third reason is the gravity field of 

the Earth, which is given as ( )Tgg −= 00l , where g  is obtained from the well-

known normal gravity model given as follows [Schwarz and Wei, 1999]: 
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where,  a1 = 9.7803267715 m/sec2 a4 = -0.000003087691089 1/sec2 

a2 = 0.0052790414 a5 = 0.000000004397731 1/sec2 

a3 = 0.0000232718 a6 = 0.000000000000721 1/(m sec2) 
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Therefore, the time rate of change of the velocity components lV  of the 

moving platform can be expressed as follows [Schwarz and Wei, 1999]: 

lll
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where l
ieΩ  and l

leΩ  are the skew-symmetric matrices corresponding to l
ieω  and l
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respectively and they are expressed as follows: 
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The rotation matrix l
bR  can be obtained by solving the following differential 

equations [Schwarz and Wei, 1999]: 
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where b
ibΩ  is the skew-symmetric matrix of the measurements of angular velocities 

provided by the gyroscopes. b
ibΩ  corresponds to the angular velocity vector 

( )Tzyx
b
ib ωωωω =  and is given as:  
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Since the gyroscopes measure both the Earth rotation and the change in 

orientation of the l -frame in addition to the angular velocities of the bearing assembly, 

the term b
ilΩ  in Eq.5.12 is subtracted from b

ibΩ  to remove these two effects. The term 
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b
ilΩ  consists of two parts. The first part is b

ieΩ  which accounts for the Earth rotation 

rate and the second part is b
elΩ  which accounts for the orientation change of the l -frame. 

Therefore, b
ilΩ  can be written as follows: 
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Consequently, the corresponding skew-symmetric matrix b
ilΩ  can be determined.  

When Eqs 5.6, 5.9 and 5.12 are combined together, they form what is known as 

the mechanization equations in the l -frame and they are usually given together as 

follows [Schwarz and Wei, 1990; 1999]: 
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     (5.16) 

The inputs to these mechanization equations are the gyroscope and accelerometer 

measurements, b
ib

bf Ωand , while the outputs are the curvilinear coordinates, three 

velocity components and three attitude components. 

 

5.2. Single-FOG MWD surveying setup. 

As discussed earlier, an INS incorporates three-axis accelerometers and three-axis 

gyroscopes (known as inertial measurement unit (IMU)) mounted in three mutually 

orthogonal directions to monitor both the linear and rotational motions and to provide 

both the BHA position and orientation. Therefore, in the quest for replacing the 
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magnetometers, a FOG-based inertial measurement unit can be mounted inside the drill 

pipe and the proposed technique can be employed for a complete navigation solution 

downhole. Unfortunately, present inertial sensor technology cannot provide a FOG-based 

IMU of small size so that it fits in the limited space available downhole and high 

accuracy so that it can deliver reliable surveying data. However, future technological 

advances in the miniaturization of inertial measurement units may lead to three-axes 

gyroscopes that have the necessary minimal dimensions and high accuracy to be mounted 

inside the BHA.  

At present, the FOG size determines the overall size of the inertial measurement 

unit. As mentioned earlier, the present technological level of FOG-based inertial 

measurement units do not permit direct installation of 3 FOGs inside the BHA. 

Therefore, a novel structure for the inertial measurement unit is introduced with one or 

two specially designed FOGs in order to accommodate space and precision requirements. 

The single FOG system is presented in this chapter while the dual FOG system is 

discussed in Chapter 6.  

The FOG monitors the rotations rate signal along the tool spin axis of the drill 

pipe. The other two rotation rate signals will be generated using the time rate of change 

of the inclination and the roll angles calculated with the three-axis accelerometer 

measurements. The FOG and the three-axis accelerometers can be mounted in several 

locations inside the drill pipe and the technique provided in the following sections will 

process their measurements to determine the surveying data. However, it is highly 

desirable to install the surveying sensors close to the drill bit in order to achieve near-bit 

surveying system. Therefore, a novel structure of the MWD inertial surveying sensors 

that fit inside the bearing assembly close to the drill bit is suggested. 

The proposed MWD surveying setup introduced herewith is installed inside the 

bearing assembly 17’’ behind the drill bit (Fig.5.5). This setup consists of the following: 

1. A single fiber optic gyroscope (FOG): This FOG is installed with its sensitive 

axis along the tool spin axis. It is designed like a torus to allow the flow of 

mud through the drill pipe (Fig.5.5). This FOG has an internal diameter of 

2.75’’ and an external diameter of 3.75’’ and is labeled the Torus FOG. It is 
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desirable for this FOG to have drift rate less than 0.1o/hr and angle random 

walk of less than Hzhro //01.0  in the 100 Hz bandwidth.  

2. A three-axis accelerometers arranged in three mutually orthogonal directions 

with one of them having its sensitive axis parallel to the tool spin axis. 

3. Standard wireless communication between the new setup inside the bearing 

assembly and the MWD tools behind [Orban and Richardson, 1995; 

Skillingstad, 2000]. With this new setup, the non-magnetic drill collars can be 

removed and the MWD processing tools can be installed within only 20 feet 

behind the bearing assembly.   

4. A battery package providing the necessary power supply to the FOG, the 

accelerometers package and the wireless communication system. 
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Fig.5.5. Single-axis FOG-based gyroscopic surveying system 
mounted inside the bearing assembly. 
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The directional drilling process involves three main stages (Fig.5.6). A vertical 

hole is established to a certain depth using conventional drilling operations. The 

directional drilling equipment (including MWD surveying tools) is then installed and the 

drill pipe is rotated about its spin axis towards a certain azimuth direction. The surveying 

tools are employed to determine the desired azimuth direction while rotating the drill 

pipe. A radical section is then built using the steering drilling mode. During this process, 

the BHA azimuth, inclination and position should be monitored in order to properly 

approach the oil reservoir. The horizontal section is established using rotary drilling 

mode during which the MWD surveying tools monitor the BHA azimuth and inclination. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The single FOG system can continuously survey the near-vertical section of the 

well (up to 20o inclination) [Noureldin et al.a,b, 2001]. Unfortunately, the continuous 

surveying process cannot be applied for the entire drilling process. For highly inclined 

Fig.5.6. Diagram showing the different sections of a horizontal well. 
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and horizontal well sections, the Single-FOG system can no longer resolve the changes 

on the azimuth by monitoring the rotation rate along the tool spin axis. Therefore, station-

based surveying is suggested for the highly inclined and horizontal well sections. 

The following sections present both the continuous surveying process for the 

near-vertical section of the well and the station-based surveying procedure for highly-

inclined and horizontal well sections. In addition, quantitative long-term error analysis of 

the Single-FOG system is discussed. Furthermore, Digital signal processing methods for 

both surveying techniques are suggested to limit the long-term growth of surveying 

errors. 

 

5.3. Continuous surveying of near-vertical sections of horizontal wells. 

The b-frame axes ( bX , bY , bZ ) are chosen as shown on Fig.5.7. The 

accelerometers deliver specific force measurements zyx fff  and  ,  (m/sec2) along the b-

frame axes. The FOG with its sensitive axis along the bZ  direction provides 

measurement zω  of the rotation rate imposed along the tool spin axis. Since the Single-

FOG system utilizes only one FOG, the three-axis accelerometers are used to generate 

two synthetic rotation rate components xsω and ysω . 

 

5.3.1. Determination of two synthetic rotation rate components. 

Due to the small BHA penetration rate through the downhole formation, it can be 

assumed that the accelerometers are affected only by the Earth’s gravity components. 

This assumption is justified by the fact that the angle-building rate in most directional 

drilling operation is reported as about fto 100/10  [Joshi et al., 1991], which indicates 

how small the BHA velocity components are. However, the above assumption is not 

valid in some special applications when the angle-building rate of the drilling operation 

becomes as high as fto /40  [Joshi et al., 1991]. In these situations, the technique 

described in this chapter may not be applicable. The MWD surveying process starts with 

receiving the accelerometer measurements, which are affected predominantly by the 
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Earth’s gravity according to the above assumption. The gravity vector of the Earth 

expressed in the l -frame is given as follows [Schwarz and Wei, 1999]: 

( )Tgg −= 00l         (5.17) 

where g is determined using the normal gravity model given in Eq.5.8.  

The accelerometer measurement vector bf  in stationary mode is related to the 

gravity vector lg  as follows: 
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where bRl  transforms the gravity vector defined in the l -frame into the b-frame( Eq.5.3). 
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Fig.5.7. The Single-FOG setup with the b-frame and the l-frame
represented inside the bearing assembly. 
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The three-axis accelerometer measurements can be written as a function of 

normal gravity: 

 φθ sincosgf x =        (5.19) 

 θsingf y −=         (5.20) 

 φθ coscosgfz −=        (5.21) 

These three equations can be used to determine the inclination and the roll 

respectively: 

 
g

f y−
=θsin            (5.22) 
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Consequently, the two synthetic rotation rate components corresponding to the 

ones along the bX  and bY  directions can respectively be given as: 
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It should be emphasized that the two synthetic rotation rate components xsω  and 

ysω  represent the BHA rotation rates after being transformed into the l -frame.  

 

5.3.2. Development of the mechanization equations. 

The Single-FOG MWD surveying system describes the BHA position by the 

latitude ϕ , the longitude λ  and the altitude h . The position vector ( )Thr λϕ=l  is 

given in terms of the velocity vector ( )Tune VVVV =l as described in Eq.5.6.  

The BHA velocity components eV , nV  and uV  are defined along the East, 

North and vertical directions, respectively. These velocities can be determined from the 

accelerometer measurements using Eq.5.9 after removing the effect of gravity lg  and 
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the Coriolis acceleration ( )l

l
l

eie Ω+Ω2 . For the Single-Fog system, the Coriolis effect 

was neglected and has not been taken into consideration while determining eV , nV  and 

uV . The Coriolis effect accounts for the effect of the Earth’s rotation and the change of 

the l -frame orientation while moving along the Earth’s surface. This effect results in 

some terms of the Earth rotation rate being multiplied by the velocity components. Due to 

the low BHA penetration rate and the small value of the Earth rotation rate 

( hro
e /15=ω ), the multiplication of eω  by any of the velocity components gives a very 

small value, which can be neglected. Thus, the BHA velocities are determined as follows: 

lll& gfRV b
b +=            (5.26) 

The Single-FOG MWD surveying system defines the BHA orientation by the 

inclination, the roll and the azimuth angles. The two synthetic rotation rate components 

xsω  and ysω  are the dominant factors that control the time rate of change of both the 

inclination angle, θ& , and the roll angle, φ& , respectively. However, the Earth rotation rate 

eω  and the effect of the velocity components along the East and the North directions 

should be taken into account. It can be inferred from Fig.5.8 that the time rate of change 

of the inclination angle, θ& , should include the effect of the velocity component along the 

North direction nV , which gives an angular rotation of ( )hMV n +  along the East 

direction [Schwarz and Wei, 1990; 1999; Titterton and Weston, 1997]. Therefore, the 

time rate of change of the inclination angle θ&  is given as follows: 

xs
n

hM
V ωθ +

+
=&                              (5.27) 

Similarly, the velocity component along the East direction contributes to the time 

rate of change of the roll by a rotation rate of ( )hNV e +  [Titterton and Weston, 1997]. 

In addition, the component of the Earth rotation rate along the North direction is 

considered. Then, the expression of the time rate of change of the roll angle is written as:   

yse
e

hN
V ωϕωφ +−

+
−= cos&                   (5.28) 
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The azimuth expression is different from that of the inclination and the roll 

because the rotation rate provided by the FOG is given along the bZ  axis of the b-frame. 

This rotation rate signal ( zω ) should be transformed into its corresponding l -frame 

component. Since the change in the azimuth angle is due to the rotation along the vertical 

axis of the l -frame, the angular velocity along the tool spin axis zω  contributes by 

φθω coscosz  (see Fig.5.8). The Earth rotation component along the vertical direction 

ϕω sine  is removed while continuously monitoring the azimuth angle. Moreover, the 

East velocity eV  produces a ( )hNV e +ϕtan  rotation rate along the vertical direction of 

the l -frame [Titterton and Weston, 1997]. Taking all these factors into consideration, the 

time rate of change of the azimuth angle is written as: 

hN
V e

ez +
−−= ϕϕωφθωψ tansincoscos&            (5.29) 

The MWD surveying method depends on Eq.5.6 to provide three coordinate 

components describing the BHA position, on Eq.5.26 to give three velocity components 

and on Eqs.5.27-5.29 to determine the BHA orientation. These first order differential 

equations are solved in real-time using Euler numerical method with a first order 

approximation [Yakowitz and Szidarovszky, 1989; Noureldin et al.a, 2001]. A block 

diagram of the Single-FOG MWD surveying system is given on Fig.5.9. 

Fig.5.8. Distribution of velocities and Earth rotation rate components along the l-frame axes. 
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5.3.7. Results. 

5.3.7.1. Long-term behavior of surveying errors. 

The averaging process of the inertial sensor measurements over 1-second interval 

was capable of reducing the FOG output uncertainty from hro /50  to hro /7.4 . 

Similarly, the accelerometer measurement uncertainties were reduced from about 0.006g 

[m/sec2] to 0.0006g [m/sec2].  

Since velocity updates were continuously performed, the velocity errors were 

observable states and optimal estimates of these errors were provided by the Kalman 

filter. Fig.5.14 shows the MSEE of the velocity error states. It can be observed that these 

error states were optimally estimated by the Kalman filter with minimum MSEEs of 

51013.2 −×  2sec)/(m , 5108.0 −×  2sec)/(m  and 5109.4 −×  2sec)/(m  for eVδ , nVδ  

and uVδ , respectively. Since they were strongly observable, the MSEEs of the velocity 

error states converged to the steady-state values of the minimum MSEE within a short 

transition period of a few seconds (see Fig.5.14). The Kalman filter continued then to 

provide the estimates with constant accuracy, which could not be improved with time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig.5.14. Mean square estimation error of the velocity error states in (m/sec)2.  
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Fig.5.15 shows the MSEEs of the attitude error states. It is evident that both 

the inclination and the roll errors were strongly observable by the Kalman filter with their 

MSEEs converging in 10 seconds to the steady-state minimal value. Although the 

azimuth error state was theoretically observable, its MSEE exhibited slow convergence 

towards the minimal value (convergence after 100 minutes) (see Fig.5.15). Furthermore, 

due to their strong observability, the inclination and the roll errors were estimated with 

MSEEs of 4.4×10-5 (deg.)2 and 8.5×10-5 (deg.)2, respectively, which were much less than 

the MSEE of the azimuth error state (0.011 deg.2) achieved after 100 minutes after the 

start of the experiment. Since no optimal estimates of the azimuth error state were 

provided during the first 100 minutes of the experiment, the azimuth accuracy became 

limited by the performance of the FOG utilized. Therefore, navigational grade gyros 

(drift rates less than hro /1.0 ) should be employed to guarantee satisfactory performance 

until convergence of the MSEE of the azimuth error state is achieved. Fortunately, the 

current FOG technology provides navigational grade performance within small size, 

which can be mounted downhole with the configuration discussed earlier in this chapter. 
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Fig.5.15. Mean square estimation error of the attitude error states in (deg)2.  
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On the other hand, the MSEEs of both the latitude and the longitude error 

states (δϕ and δλ) suffered from divergence. Fig.5.16 shows that the MSEEs of these two 

error states had unlimited increase with time. Consequently, no optimal estimates could 

be provided for δϕ and δλ in real-time and they became unobservable error states by the 

Kalman filter. However, due to the altitude update provided to the Kalman filter, the 

MSEE of the altitude error δh converged to a minimum steady-state value of 0.0009 m2 

after a short transition process of 5 seconds (see Fig.5.16). The divergence of the MSEEs 

of both δϕ and δλ is one of the limitations of the single FOG-based MWD surveying 

system, since the Kalman filter cannot limit the long-term latitude and longitude errors. 

Thus, the accuracies of both the latitude and the longitude were limited by the accuracy 

of the inertial sensors employed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5.16. Mean square estimation error of the latitude in (deg)2, the longitude 
in (deg)2 and the altitude in m2.  
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5.3.7.2. Limiting the long-term surveying errors with continuous aided inertial 

navigation. 

The long-term analysis of various surveying errors and their observability by the 

Kalman filter excludes the latitude and the longitude error states (δϕ and δλ) from the 

closed loop criterion of the aided inertial navigation technique in order to avoid affecting 

the other observable error states.  

As shown on Fig.5.17, the velocity errors were optimally estimated by the 

Kalman filter and were limited to 0.05 m/sec. These errors did not drift with time even in 

the presence of system disturbance. For example, the velocity error along the North 

direction ( nVδ ) experienced some disturbances, which started 18  minutes after the 

beginning of the experiment (see Fig.5.17), however, the error was kept limited during 

the course of this disturbance, which lasted 12 minutes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.5.17. Velocity errors along the East, the North and the vertical directions in m/sec.  

eVδ  
(m/sec) 

nVδ  
(m/sec) 

uVδ  
(m/sec) 



 124
      The errors in the attitude angles (inclination, roll and azimuth) as estimated by 

the Kalman filter are shown on Fig.5.18. Both the inclination and the roll errors (being 

strongly observable by the Kalman filter) were limited over time while the azimuth error 

continued to increase until 100 minutes (the time for convergence), after which the 

azimuth error became constant, corresponding to a certain FOG bias error. During the 

time of MSEE convergence of the azimuth error state, δψ was excluded from the closed 

loop criterion for error correction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5.19 shows the dynamics of the inclination and the azimuth angles over more 

than 2 hours experiment. The accuracy of the FOG-based MWD surveying system was 

checked by comparing the inclination and the azimuth angles with the corresponding 

external reference values (θref = 0o , ψref = 156.2o). The reference lines for both the 

inclination and the azimuth are shown on Fig.5.19 and they can only be used for 

comparison with the output of the FOG-based MWD surveying system when stopping the 

surveying process at o0  inclination (i.e. at the horizontal plane). The maximum error 

determined for the inclination was found to be less than o4.0  while that of the azimuth 

Fig.5.18. The inclination, the roll and the azimuth errors in degrees. 
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was o7.6  at the end of the experiment. However, since the azimuth error started to be 

optimally estimated after 100 minutes, it has been determined that if the azimuth error 

was included in the closed loop error correction criterion of the aided inertial navigation 

technique for the rest of the experiment (after the initial 100 minutes), significant 

improvement of the azimuth accuracy (errors of less than 1o) could be obtained 

[Noureldin et al.b, 2001]. This effect is shown on Fig.5.20, where it can be observed that 

the azimuth angle continued to drift with time until t=100 min, after which the azimuth 

error started to decrease to as low as 0.3o. Therefore, the azimuth accuracy, although 

depending on the FOG drift characteristics, improved in the long-term depending on how 

fast the MSEE could converge and how strongly the azimuth error state was coupled to 

the velocity error states.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5.19. The inclination and the azimuth angles in degrees. 
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The unlimited growth of the position errors along the North and the East 

directions, which respectively correspond to the latitude and the longitude errors δϕ and 

δλ, is shown on Fig.5.21. Errors of less than m40  and m50  were observed over more 

than two hours along the North ( NPδ ) and East ( EPδ ) directions, respectively. On the 

other hand, since an altitude update was performed, hδ  was limited within the range of 

m5.0±  and did not drift with time (see Fig.5.21). It can be observed that the altitude 

error (i.e. position error along the vertical direction) was more noisy than the errors in the 

other two position components (i.e. the position errors along the horizontal plane). This 

might be due to the vibration of the surrounding environment, which usually acts along 

the vertical direction. This effect is expected at the actual drilling site due to the presence 

of longitudinal vibration along the tool spin axis of the drill pipe. However, since the 

Error 0.9o 0.3o 0.5o 0.3o 

Fig.5.20. The azimuth angle after achieving the convergence of the mean square 
estimation error and performing error correction. 

• Observability of δψ was 
noticed after 100 minutes. 
• Removal of estimated 
azimuth error was performed. 
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Kalman filter is stable by nature, the presence of any external disturbances should not 

affect the behavior of the observable error states. 

 The rate of growth of the error components NPδ  and EPδ  depends on the 

performance of the accelerometers utilized in this application. These errors were 

essentially due to the accelerometers bias errors, which drifted over time as shown in 

Fig.5.22. The three plots shown on Fig.5.22 depict how the accelerometers biases drifted 

over three hours of stationary experiment. Although part of the bias error was removed 

by the Kalman filter utilizing the continuous velocity update, the residual errors affected 

the position components. Another problem, which usually appears when utilizing low 

cost inertial sensors, is the change of the value of the bias offset of both the FOG and the 

accelerometers from run to run. This type of error existed in the inertial sensors utilized 

in this experiment, and it affected the errors associated with all surveying parameters. A 

navigational grade inertial sensor is therefore recommended to avoid the build-up of 

those errors that are not observable by the Kalman filter.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.5.21. Position errors along the North, the East and the vertical directions in meters. 
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5.3.7.3. ZUPT techniques for limiting velocity errors. 

In this experiment, the ZUPT procedure was performed at 37 stations with one to 

two minutes time interval between neighboring ZUPTs. It was determined that if the time 

intervals between ZUPTs were more than two minutes, we would have significant 

deterioration of the system accuracy, given the inertial sensors utilized in this experiment. 

Longer time intervals can however be applied in a real MWD surveying process with the 

utilization of navigational grade inertial sensors, which exhibit low drift characteristics.  

Since the update phase of Kalman filtering was applied only at ZUPT stations, the 

MSEE of each of the velocity error states increased between ZUPT stations before 

returning to its minimum value at the beginning of each ZUPT (see Fig.5.23). Since no 

ZUPT was performed during the first 4 minutes of the experiment, a considerable growth 

of the MSEE of each of the velocity error states was observed at the beginning of the 

Fig.5.22. Accelerometer measurements (in m/sec2) during a stationary experiment.   
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experiment. This was simply because the FOG-based MWD surveying system 

worked as a stand-alone INS without update. Upon applying ZUPT, the MSEEs of all 

velocity error states were reduced. If the MSEE of eVδ  between min10=t and 

min30t = is analyzed (see Fig.5.23), it can be concluded that it had a relatively high 

MSEE when the time interval between ZUPTs was extended to 1.8 minutes (at 

min22=t ) instead of the regular 1-minute interval. This significantly increased the 

velocity errors and consequently affected the BHA position accuracy.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig.5.23. The mean square estimation error of the velocity error states in 
(m/sec)2 between and during ZUPT procedures.  
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Since the errors in the position components along the North and East 

directions were not observable by the Kalman filter, NPδ  and EPδ  suffered significantly 

from an unlimited long-term increase. These error components were affected by the 

velocity errors nVδ  and eVδ , respectively. Fig.5.24 shows the velocity errors eVδ  and 

nVδ  between min15=t and min35=t (ZUPT station no.7 to ZUPT station no.14). At 

each ZUPT station, the velocity error was reset to zero after a certain transitional period 

of the Kalman filter during which the velocity error oscillated. On the other hand, the 

position errors along the East and North directions ( EPδ  and NPδ ) remained constant 

during measurement at the ZUPT stations and exhibited significant growth during the 

time intervals between ZUPTs (see Fig.5.25). Between ZUPT stations no.9 and no.10, 

EPδ  and NPδ  increased by more than 200 meters. This was due to the relatively long 

time interval between ZUPTs (1.8 minutes). These two error components continued to 

increase and showed errors of m500  and m800  (respectively for EPδ  and NPδ ) after 

100 minutes of the same experiment. 

 

5.3.7.4. Impact of the backward velocity error correction. 

In order to improve the accuracy of the BHA position components along the East 

and North directions, the suggested one-step backward velocity error correction was 

employed [Noureldin et al.b, 2001]. This procedure limited the growth of velocity errors 

between ZUPT intervals and consequently improved the accuracy of both the velocity 

and the position components. Fig.5.26 shows that eVδ  and nVδ  were reduced by a ratio 

of about 1/3 and 1/5, respectively, if compared to their values shown on Fig.5.24 before 

performing the backward error correction. This significantly improved the accuracy of 

the position components (see Fig.5.27). At ZUPT station no.10, EPδ  was reduced from 

m400  to m75  and NPδ  was reduced to about m13  from m700 . After the 100-minute 

experiment, the technique of one-step backward error correction limited the position 

errors along the horizontal plane to less than 95m. 
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Fig.5.24. The velocity errors (in m/sec) along the East and the North directions 
( eVδ  and nVδ ) between min15t = and min35=t . 
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Fig.5.25. The position errors (in meters) along the East and the North directions ( EPδ  and NPδ ) 
between min15=t and min35=t with the number of each ZUPT station indicated. 
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Fig.5.26. The velocity errors (in m/sec) along the East and the North directions ( eVδ  and nVδ ) 
between min15=t and min35=t after performing one-step backward error correction. 
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Fig.5.27. The position errors (in meters) along the East and the North directions ( EPδ  and 

NPδ ) between min15=t and min35=t after performing one-step backward 
error correction. 
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5.3.7.5. Analysis of the errors associated with the transitional inclination angle. 

Fig.5.28 shows the inclination errors with respect to different bias errors from 

0.001g for navigational grade accelerometers to 0.01g for tactical grade accelerometers 

while changing the inclination angle between 0o to 45o simulating different transitional 

limits. The analysis of this three-dimensional graph for small bias errors (i.e. δfy = 

0.001g) corresponding to navigational grade accelerometers reveals that the inclination 

error increased slightly by 0.021o with respect to the increase in the inclination angle 

from 20o to 45o. However, the inclination error experienced an increase of about 0.2o 

while utilizing tactical grade accelerometers (i.e. values of δfy around 0.01g).  
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Fig.5.28. Analysis of the inclination error associated with different transitional inclination 
angles considering different accelerometer errors.  
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The uncertainties at the accelerometer output became more significant at high 

inclination. This can be seen on Fig.5.29 for the errors associated with the synthetic 

rotation component δωxs. If Eq.5.44 is examined, one can determine that the reciprocal of 

the time correlation parameter αy (which is usually less than one) attenuates the first term 

of δωxs more than the second term, which is related to the uncertainties at the 

accelerometer output. The standard deviation of δωxs increased to about 0.015o/sec at 

high inclination instead of less than 0.005o/sec for the near vertical section (i.e. less than 

20o inclination). The inaccuracy of the synthetic rotation rate component ωxs and the 

inclination angle θ at high inclinations may jeopardize the overall MWD surveying 

accuracy. Therefore, it is recommended to stop the continuous surveying process at small 

transitional inclination angle when utilizing tactical grade inertial sensors. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

δfy θ 

δωxs 

Fig.5.29. Errors of the synthetic rotation rate component with respect to different transitional 
inclination angles at different accelerometer errors. 
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5.3.8. Applications and limitations of the Single-FOG continuous surveying method 

in MWD. 

The previous sections present a quantitative long-term analysis of various FOG-

based continuous surveying errors. Due to the velocity and altitude updates provided to 

the Kalman filter, the velocity and the altitude errors became strongly observable error 

states and their MSEEs exhibited very fast convergence to the steady-state minimal 

value. Therefore, in the long-term, the velocity and the altitude errors were optimally 

estimated and kept bound.  

The strong observability of the velocity and the altitude error states may benefit 

the other surveying errors and make them observable by the Kalman filter providing 

some coupling exists between these error states with the velocity or the altitude errors. 

Fortunately, the inclination and the roll errors (δθ and δφ) are strongly coupled with the 

velocity errors δVn and δVe, respectively [see Appendix C]. The interrelationships 

between eVδ  and δφ  on one hand, and nVδ  and δθ  on the other have been observed in 

all INS-based surveying systems and are known as Schuler loops [Hulsing, 1989; 

Salychev, 1999]. As a result, the inclination and the roll errors were strongly observable 

by the Kalman filter and their MSEEs had fast convergence to their minimal values, 

providing optimal estimates of these two error states. The optimal estimates of δθ and δφ 

were utilized by the continuous aided inertial navigation technique to provide long-term 

accurate computation of both the inclination and the roll angles. Unfortunately, the 

azimuth error δψ is weakly coupled with the velocity errors, thus its MSEE had very 

slow convergence. Consequently, no optimal estimates of δψ were provided until the 

MSEE achieved its steady state minimal value, and the azimuth accuracy became limited 

by the long-term FOG drift characteristics. 

The position errors δPE and δPN  were determined by integrating δVe and δVn (see 

Fig.5.10). It can be noted, that no coupling exists between these two sets of errors. 

Therefore, the mathematical integration of the velocity errors, even when bound in time, 

causes unlimited long-term increase in the position errors, which become limited by the 

bias errors of the surveying sensors.   
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Obviously, optimal estimation of the velocity errors is essential to cancel the 

inclination and the roll errors, to minimize the long-term azimuth error and to partially 

limit the long-term growth of the position errors. Therefore, either continuous velocity 

update or regular ZUPT at some predetermined stations was performed to limit the 

velocity errors. In addition, the one-step backward error correction of the velocity errors 

was introduced during ZUPT procedures, which dramatically improved both the velocity 

and the position accuracy. 

The choice of the transitional inclination angle and its effect on the surveying 

accuracy has been studied quantitatively by considering different accelerometer 

performances. The choice of an exact value of the transitional angle is subject to the 

desired accuracy and the importance of continuous surveying for the drilling process. 

When drilling in sections of a multi-well structure, continuous surveying is very critical 

to avoid collision with nearby wells. In such situations, a larger value of the transitional 

inclination angle might be considered as long as the surveying accuracy is not 

dramatically affected. Therefore, the utilization of navigational grade inertial sensors is 

recommended to reduce the effect of the larger transitional inclination angle on the 

surveying accuracy. 

Unfortunately, continuous surveying performed for the near-vertical section of the 

well cannot be applied for the entire drilling process due to the error growth in the 

computation of the inclination angle as the BHA deviates from the vertical direction 

[Noureldin et al.b,d, 2001]. Based on the performance of the surveying sensors utilized, 

this error becomes significant after an inclination angle of 20o, known as the transitional 

inclination angle. In fact, at this inclination angle, the b-frame axes do not represent the 

actual motion of the BHA any longer. The Y-axis and the Z-axis do not point any longer 

along the forward direction and the vertical direction, respectively. Thus, new axes 

definition of the b-frame is required. Moreover, in highly inclined and horizontal well 

sections, the rotation along the tool spin axis (monitored by the gyro) is not related to 

changes in the azimuth angle any more. Consequently, the gyro cannot resolve the 

azimuth changes. Therefore, when the drilling process reaches the transitional inclination 

angle, station-based surveying should be performed, and the measurements from the gyro 
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and the accelerometers should be assessed at some surveying stations while the BHA 

is completely stationary. In addition, the Y-axis becomes colinear with the tool spin axis 

while the Z-axis is pointing upward. Fig.5.30 shows a schematic diagram of the b-frame 

axes orientation for the different sections of the horizontal well and their change at the 

transitional inclination angle. 

 

 

 

 

 

 

 

 
 

 

 

 
 

 

 

 

 

 

5.4. Station-based surveying of highly inclined and horizontal well sections. 

The aim of this section is to: (1) introduce the gyroscopic station-based surveying 

method for highly inclined and horizontal well sections; (2) analyze the surveying errors 

associated with this method at different orientations; and (3) apply some real-time digital 

signal processing techniques (discussed in Chapter 4) to limit these surveying errors. 

 

Fig.5.30. A schematic diagram showing the orientation of the FOG and the
accelerometers during the horizontal drilling processes. 
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5.3.3. Error state model of the MWD surveying parameters. 

The error state vector for the proposed Single-FOG MWD surveying system 

includes coordinate errors ( hδδλδϕ ,, ), velocity errors ( une VVV δδδ ,, ), inclination 

error (δθ ), roll error (δφ ) and azimuth error (δψ ). Since the errors in dynamic systems 

are variable in time, they are described by differential equations [Titterton and Weston, 

1997]. Linearization of a non-linear dynamic system is the most common approach to 

derive a set of linear differential equations that define the error states of a dynamic 

system [Britting, 1971; Schwarz and Wei, 1990; Titterton and Weston, 1997]. For 

example, the error in the BHA coordinate vector lrδ  is the difference between the true 

components lr  and the computed ones lr . Using a Taylor series expansion to a first 

order approximation, the time derivative of the BHA coordinate errors can be obtained as 

[Schwarz and Wei, 1990]: 

 l
l

l
lll &
&&& r

r
rrrr δδ

∂
∂=−= )(                   (5.30) 

Thus, the time rate of change of the BHA position errors can be obtained from 

Eq.5.6: 

Fig.5.9. Block diagram of the Single-FOG technique for MWD continuous surveying
process.  



 105









































+

+
=
















=

u

n

e

V
V
V

hN

hM

h
r

δ
δ
δ

ϕ
δ
λδ
ϕδ

δ

100

00
cos)(

1

010

&

&

&

&l       (5.31) 

Similarly, the time rate of change of the BHA velocity errors can be written as 

follows: 

llll& gfRfRV b
b

b
b δδδδ ++=                  (5.32) 

where bfδ  are the accelerometers measurement errors and lgδ  is the gravity 

computational error. It has been shown that lgδ  is mainly caused by altitude errors ( hδ ) 

and is expressed as [Schwarz and Wei, 1999]: 
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where oR  is the mean radius of the Earth. In addition, the first term of the right hand side 

of Eq.5.32 ( b
b fRlδ ) is given as ( llεF− ) [Schwarz and Wei, 1999], where 

( )Tδψδφδθε =l  is the vector of the attitude angle errors and lF  is the skew-

symmetric matrix corresponding to =lf b
b fRl  ( )Tune fff= and is given as: 
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The BHA velocity error can then be written as 
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The error in each of the three attitude angles is treated individually using the same 

approach discussed above. The inclination, the roll and the azimuth errors can be 

respectively described with the following 1st order differential equations [Noureldin et 
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al.a, 2001]: 
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where xsδω  and ysδω  are respectively the errors in the synthetic rotation rate 

components xsω  and ysω , while zδω  is the error in the FOG measurement. 

Mathematical analysis of the interrelationships between the different surveying errors 

discussed above is given in Appendix C.  

The accelerometers and FOG biases and constant drifts are determined by field 

calibration and the only remaining errors are considered random. These residual random 

errors are modelled as stochastic processes. The accelerometer and the FOG random 

errors are usually correlated in time and modelled as first order Gauss Markov processes 

as follows [Gelb, 1974; Brown and Hwang, 1992]:  
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where zyx ααα  and,  are the reciprocals of the time correlation parameters of these 

random processes respectively associated with the acceleration measurements 

zyx fff  and , ; z and , σσσ yx  are the standard deviations of these random processes; 

and )(tw  is a unity-variance white Gaussian noise. Similarly, the randomness at the FOG 

measurements is described as [Brown and Hwang, 1992]: 

   )(2 2 twgzz βσδωβωδ +−=&                  (5.40) 
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where β  is the reciprocal of the time correlation parameter of the random 

process associated with the FOG measurement, gσ  is the standard deviation of this 

random process and )(tw  is unity variance white Gaussian noise. 

The errors of the two synthetic rotation rate components can be determined from 

their definitions given in Eq.5.24 and Eq.5.25 as: 
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where )( ktδθ  is the inclination angle error at time kt  and )( 1−ktδθ  is the inclination 

angle error at time 1−kt , 
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 where )( ktδφ  is the roll angle error at time kt  and )( 1−ktδφ  is the roll angle error at 

time 1−kt .   

The error in the inclination angle δθ  is obtained from Eq.5.20 and can be written 

as follows: 
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If we substitute )( ktδθ  and )( 1−ktδθ  in Eq.5.41 using Eq.5.43, the error in the synthetic 

rotation rate xsδω  can be written as: 
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Consequently, the first order differential equation describing the inclination error 

(Eq.5.43) is given as: 
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The error in the roll angle δφ  is obtained from Eq.5.23 and can be presented as: 
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If we substitute from Eq.5.46 by )( ktδφ  and )( 1kt −δφ  in Eq.5.42 with the assumption 

that the accelerometer measurements do not change between any two consecutive time 

instants 1−kt  and kt , the error in the synthetic rotation rate ysδω  can be written as: 
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Consequently, the first order differential equation describing the roll error (Eq.23) can be 

given as: 
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In practical systems employing INS technology, the long-term accuracy 

deteriorates due to inertial sensor errors and computational errors. The inertial sensor 

errors are residual random errors in the output of both the FOG and the accelerometers 

that remain after the removal of the corresponding constant biases by field calibration. 

Since the remaining FOG error δωz, and accelerometer errors ( )Tzyx
b ffff δδδδ =  

are random, they are described by stochastic processes.  

The computational errors of the FOG-based MWD surveying system are the 

errors associated with the calculation of the surveying parameters and therefore, they are 

known also as surveying errors [Wolf and de Wardt, 1981; Thorogood, 1989]. These 

errors include coordinate errors ( hr δδλδϕδ ,,:l ), velocity errors ( une VVVV δδδδ ,,:l ), 

and attitude errors ( δψδφδθε ,,:l ). The latitude and the longitude angle errors δϕ and 

δλ can be presented as distance errors ( ) δϕδ ×+= hMPN  and δλϕδ ×+= cos)( hNPE  

along the North and East directions. In order to perform dynamic error analysis of the 

described FOG-based MWD surveying system (see Fig.5.9), differentiation of the 
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relevant system equations was performed [Noureldin et al.a, 2001]. A block diagram 

describing the dynamic behavior of these error states is shown on Fig.5.10. 

The inertial sensor errors and the computational (surveying) errors can be 

combined together to form the error state vector χ .  

 ( )Tzyxz
une fffVVVh δδδδωδψδφδθδδδδδλδϕχ =  

          (5.49) 

These errors are passed from one estimate to another with the overall uncertainty 

in the precision of the estimated quantity drifting with time [Schwarz and Wei, 1990; 

Titterton and Weston, 1997]. Therefore, error models are required for analysis and 

estimation of different error sources associated with the proposed MWD surveying 

system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.3.4. Quantitative long-term analysis of surveying errors. 

The random processes associated with the components of the error state vector χ  

were represented by a group of first-order state equations (see Fig.5.10), which can be 

augmented together and described by the following discrete linear state equation: 

1111, −−−− += kkkkkk WGF χχ      (5.50) 

Fig.5.10. Block diagram of FOG-based MWD surveying errors. 
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where kχ  is the error state vector χ  at time tk, Fk,k-1 is a dynamic matrix relating 

1−kχ  to kχ , Wk-1 is a random forcing function which can be regarded as unity-variance 

white Gaussian noise with Gk-1 being its coefficient vector [Brown and Hwang, 1997]. In 

order to provide optimal estimation of the above error states kχ , observations for the 

above discrete system (Eq.5.50) can be provided in the following form: 

kkkk vHy += χ        (5.51) 

where yk is the observations vector at time tk, Hk is the design matrix giving the 

ideal noiseless relationship between the observations vector and the state vector, and vk is 

the vector of observations random noise, which is assumed to be white sequence not 

correlated with Wk (i.e. E(Wk vk
T)=0 ). The observations vector should be formed from 

measurements of superior accuracy other than those provided by the FOG and the 

accelerometers. 

The Kalman filter was employed as an optimal estimation tool for the error 

states χ . Kalman filtering methods provide a sequential recursive algorithm for an 

optimal least-mean variance estimation of the error states [Gelb, 1974; Brown and 

Hwang, 1997]. The Kalman filtering method and its derivation are well described by 

Brown and Hwang (1997). Appendix D shows the procedure of the Kalman filtering 

algorithm and presents the related design considerations.  

In addition to its benefits as an optimal estimator, the Kalman filter provides real-

time statistical data related to the estimation accuracy of the error states, which is very 

useful for quantitative error analysis. The filter generates its own error analysis with the 

computation of the error covariance matrix Pk, which gives an indication of the 

estimation accuracy [Gelb, 1974]: 

 [ ] [ ]( )T
kkkkk EP χχχχ ˆˆ −−=          (5.52) 

where kχ̂  is the estimated error state vector provided at time tk for the error 

states kχ . The elements of the major diagonal of the error covariance matrix Pk represent 

the mean square estimation error (MSEE) of each of the error states defined in Eq.5.50 

[Brown and Hwang, 1997]. During real-time operations, the diagonal elements of Pk 

should be tested to check the convergence towards minimal MSEE. Based on the 
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observations provided to the system, three categories of error states can be identified: 

The first category includes the observable error states, which are optimally 

estimated by the Kalman filter providing short-term convergence to the minimum MSEE.  

The second category includes the weakly-observable error states which might be 

optimally estimated by the Kalman filter in the very long-term only. The MSEE of this 

category of error states exhibits a very slow convergence to the absolute minimum value. 

The third category is related to unobservable error states, which suffer from the 

divergence of their corresponding MSEE. The MSEE divergence is due to the fact that 

the Kalman filter fails to provide an optimal estimate of these error states [Brown and 

Hwang, 1997].  

If a non-optimal estimation exists for one or more of the error states, this will be 

evidenced by an unlimited increase of the corresponding elements along the major 

diagonal of the error covariance matrix Pk. As a result, the estimation error of these error 

states becomes unstable, and one would expect long-term deterioration of the accuracy of 

the corresponding surveying parameter. If this problem exists for some of the surveying 

parameters, this means that the observations yk do not provide enough information to 

estimate all error states. Only those error states that are observable by the Kalman filter 

exhibit stable long-term behavior, with estimation accuracies of the different error states 

depending on the steady state values of the corresponding MSEE. 

The real-time implementation of the Kalman filter for estimating the MWD 

surveying error states is incorporated with the error system model (Eqs.5.50 and 5.51 ) as 

shown in Fig.5.11 [Gelb, 1974]. The estimation process starts by providing an apriory 

estimate )(ˆ −kχ  of the error state vector kχ  based on the estimate calculated for the 

previous time instant )(ˆ 1 +−kχ  (Fig.5.11). The error estimate )(ˆ +kχ  at the present time 

instant tk is obtained by updating the apriory estimate )(ˆ −kχ  as follows [Gelb, 1974]: 

( ))(ˆ)(ˆ)(ˆ −−+−=+ kkkkkk HyK χχχ     (5.53) 

where Kk is the Kalman gain matrix [Gelb, 1974]. The error covariance matrix 

)(+kP  associated with the estimate )(ˆ +kχ  is determined at each time instant tk as: 

[ ] )()( −−=+ kkkk PHKIP       (5.54) 
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where )(−kP  is the error covariance matrix associated with )(ˆ −kχ , which 

depends on the error covariance matrix )(1 +−kP  determined at tk-1. If the elements of the 

major diagonal of )(+kP  are continuously tested during the drilling process, the long-

term analysis of surveying errors can be quantified in terms of the convergence of the 

corresponding MSEE. Since Hk is usually composed of constant elements, it can be 

observed that the divergence of the diagonal elements of )(+kP  is due to unstable, 

relatively high, values of the Kalman gain Kk. Furthermore, if Eq.5.53 is examined, it can 

be concluded that the difference between the actual measurements yk and the predicted 

measurements )(ˆ −kkH χ  is used by the Kalman filtering algorithm as a basis for 

significant corrections of the error estimates. Hence, this gain can improve the estimate. 

In general, it has been shown that the Kalman gain is directly proportional to the estimate 

error covariance and inversely proportional to the variance of the measurement noise 

[Brown and Hwang, 1997]. Therefore, if there are no measurements (observations) 

available for some error states (corresponding to extremely high measurement noise), one 

can expect relatively high values of the corresponding Kalman gain. These high gain 

values cause long-term instability of the error estimates, thus deteriorating the accuracy 

of the corresponding surveying parameters.            

 

 

 

 

 

 

 

 

 

 

 

 
Fig.5.11. Integration between the system model and the discrete Kalman filter [after 

Gelb, 1974]. 



 113
Long-term testing of the MSEE of all surveying errors and the analysis of the 

surveying accuracy of the FOG-based MWD surveying system are performed in a 

comprehensive (more than 2 hours) experiment using the experimental setup described in 

Appendix B. This setup is capable of providing continuous rotational and linear motion 

along three mutually orthogonal axes in the near vertical direction (with inclination angle 

less than 20o) similar to the motion experienced by the BHA downhole (see Fig.5.12). 

The measurements of both the FOG (RA 2100, KVH, Orland Park, IL, 7.2o/hr drift rate) 

and the accelerometers (Tri-Axial-2412-005, Silicon Designs, Issaquah, WA) were 

digitized using a 12 bit A/D card (DAQCard-1200, National Instruments, Austin, TX) 

with 128 Hz sampling frequency connected to a laptop computer (Compac-433 MHz 

AMD Processor, Houston, TX) for further analysis. In order to reduce the uncertainty at 

the outputs of both the FOG and the accelerometers, the measurements were averaged in 

1-second time intervals. This averaging process helped in removing some of the high 

frequency noise components, thus reducing the measurement uncertainties and avoiding 

the long-term propagation of inertial sensor errors and their effect on surveying errors.  

During the same experiment, the surveying process was stopped regularly for 

short intervals at o0  inclination and at known azimuth angle (156.2o) in order to analyze 

both the inclination and the azimuth with respect to external references. The inclination 

reference of o0  was determined using an accurate angular scale provided along the x-axis 

(inclination axis). This scale was prepared using a rotary table with an accurate indexing 

head, which gave an accumulative error of less than 1% (see Appendix B). A similar 

scale was provided to determine the angular changes along the z-axis (azimuth axis). The 

azimuth reference of 156.2o was determined using an accurate electronic compass (C100, 

KVH, Orland Park, IL). 

 

5.3.5. Real-time techniques for limiting long-term surveying errors. 

If the FOG-based MWD surveying system operated as stand alone INS utilizing 

only the FOG and the accelerometer measurements, unlimited growth of surveying errors 

would be observed. The limitation of the long-term surveying errors depends entirely on 

how many observations are supplied to the Kalman filter and how accurate these 
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observations are. Since these observations help the Kalman filter determining the 

optimal estimation of the surveying errors, they are called aiding sources [Stephenson 

and Wilson, 1992].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.3.5.1. Continuous aided inertial navigation technique. 

Two types of continuous aiding sources can be utilized for the MWD surveying 

system. The first type is the altitude aiding which is based on the continuous 

measurement of the length of the drill pipe. The second type is the velocity aiding which 

is based on the continuous measurement of the BHA penetration rate along the downhole 

formation. The measurements of these two aiding sources are provided in real-time by the 

MWD equipment and can be integrated with the FOG-based surveying system. The 

incorporation of the aiding sources with the FOG and the accelerometer measurements 

provides what is known as aided inertial navigation [Stephenson and Wilson, 1992]. 

Fig.5.13 shows a block diagram of the technique of aided inertial navigation employing 

Fig.5.12. The setup while rotating about the three mutually orthogonal axes. 
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Kalman filtering. The inertial outputs of the FOG-based system are compared to the 

outputs of the aiding sources. The errors in between are subjected to Kalman filtering to 

enhance the performance of the FOG-based system by removing the effect of residual 

random errors during the continuous surveying process. The errors estimated by the 

Kalman filter are removed from the outputs of the FOG-based system to provide 

corrected inertial output in a closed loop fashion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The observation equation (Eq.5.51) is determined by comparing the outputs of the 

aiding sources to the outputs of the FOG-based system. The true vertical depth 

determined using the length of the drill pipe ( *h ) is compared to the corresponding value 

obtained by the computational MWD surveying procedure ( h ). Similarly, the velocity 

components determined using the measurements of the BHA penetration rate 

( *** ,, une VVV ) are compared to the corresponding values obtained by the computational 

MWD surveying procedure ( une VVV ,, ). The observation vector yk and the design 

matrix kH  shown in Eq.3 can be separately written as follows:   

Inertial 
Navigation 

System 

FOG and accelerometer 
Measurements. 

System output 
 +  

system errors

Aiding sources: 
Measurement of the 

length of the drill pipe 
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Kalman 
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Inertial
Error 
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Estimation of the 
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Fig.5.13. Block-diagram describing the technique of aided inertial navigation. 
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( )Tuunnee
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The FOG-based MWD surveying procedure includes two steps; (1) computing the 

surveying parameters by solving their first order differential equations numerically in 

real-time using Euler method (see Fig.2); (2) employing Kalman filtering to optimally 

estimate the surveying errors and remove them from the parameters computed in the first 

step. 

The real-time statistical data generated by the Kalman filter provides information 

about the MSEEs of the various MWD surveying errors. This information determines 

which error states are optimally estimated. It should be highlighted that only those 

parameters that have optimally-estimated surveying errors (i.e. their MSEEs converging 

with time) were considered for the closed loop criterion of the aided inertial navigation. If 

the other non-optimal estimates were to be included, the whole estimation process could 

be jeopardized resulting in divergence of some of the observable error states. In addition, 

special attention should be dedicated to those error states that have their MSEE 

experiencing slow convergence to the steady-state minimum value, and a decision should 

be made regarding when they should be included in the closed loop criterion of aided 

inertial navigation.    

 The techniques discussed in this section have been tested by moving the 

experimental setup on a flat surface at an altitude of 1104.1m with constant small velocity 

(1 cm/sec.). In addition, simultaneous changes in the azimuth angle between 135o and 

190o have been performed while varying the inclination in the range of o20± .  

 The surveying method discussed above is based on continuously receiving the 

updates of both the velocity and the altitude components to avoid the build up of 

surveying errors. Unfortunately, continuous velocity updates might be unavailable 

frequently during the drilling process due to some disturbance and vibration effects 

[Husling, 1989; Orban and Richardson, 1995]. This jeopardizes the accuracy of the 
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MWD surveying process due to possible unlimited increase of velocity errors and 

their direct contributions to both the attitude and position errors. Therefore, the zero 

velocity update (ZUPT) [Salychev, 1999] technique was utilized to limit the velocity 

errors and to improve the accuracy of the position and the attitude components.    

 

5.3.5.2. Zero velocity update (ZUPT).  

The ZUPT procedure is applied for MWD surveying process in which the 

continuous velocity updates are not available for part of or for the whole drilling 

operation. If the proposed FOG-based MWD surveying system was left working as a 

stand alone INS with no updates, one would expect significant long-term error growth 

even when utilizing high accuracy navigational grade inertial sensors [Merhav, 1993]. 

Therefore, interruption of the drilling process regularly at certain ZUPT stations is 

needed. At each ZUPT station, since the drilling assembly is completely stationary, the 

output velocity of the MWD inertial surveying system is basically composed of INS 

velocity errors due to the imperfections associated with inertial sensors (accelerometer 

bias errors). 

In order to restore the INS velocity errors behavior between ZUPT stations, an 

optimal estimation procedure based on Kalman filtering method was employed. The 

accuracy of the ZUPT-based MWD inertial surveying system depends on the time 

interval between neighboring ZUPT stations. Since at each ZUPT station, the length of 

the drill pipe is known, the altitude update was applied in addition to the velocity update. 

Therefore, the linear state equations developed for the Kalman filtering in the previous 

section were completely applicable in this case. The only difference was that the update 

steps of Kalman filter (Eqs.5.53 and 5.54) were applied only during the ZUPT interval. 

Between ZUPT stations, the velocity errors grow linearly with time due to the 

accelerometer bias errors. Because of the velocity updates at each ZUPT station, Kalman 

filtering limits the growth of velocity errors. The position errors along the East and the 

North directions are obtained by integrating the corresponding velocity errors. Since no 

position updates are provided at a given ZUPT station, the position errors cannot be 

restored and it remains constant at the ZUPT station but grows with time between 
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neighboring ZUPTs. Therefore, we would expect significant long-term error growth 

in the position components.  

 

5.3.5.3. Backward velocity error correction 

In this study a method is proposed to partially limit the growth of position errors 

in the horizontal plane ( EPδ  and NPδ ) between ZUPT stations. It has been determined 

that if the velocity error kVδ  estimated during the kth ZUPT station were averaged with 

the velocity error 1−kVδ  estimated during the (k-1)th ZUPT station and removed from the 

velocity component computed between these two neighboring ZUPTs, the velocity and 

position errors were significantly reduced. Since the proposed method was performed 

only one step backward, the real-time operation would practically not be affected. Thus, 

at each ZUPT station, records of the inertial sensor measurements collected after the end 

of the previous ZUPT were kept, therefore, in terms of storage, no considerable memory 

space was needed [Noureldin et al.b, 2001]. In addition, with the present hardware 

capabilities, this computational process can be executed at the end of each ZUPT station 

without delaying the real-time operation.  

The ZUPT technique with and without backward velocity error correction has 

been tested using the same experimental setup. The ZUPT procedure was performed at 37 

ZUPT stations over the two hour experiment, while changing the time duration between 

consecutive ZUPTs and varying the time interval of each individual ZUPT from one to 

two minutes to study their effect on the surveying errors. 

 

5.3.6. Choice of transitional inclination angle. 

The continuous surveying method described above cannot be performed during 

the entire drilling process since there is an error growth in the computation of the 

inclination angle as the BHA deviates from the vertical direction [Noureldin et al.b, 

2000]. Moreover, the FOG can no longer resolve the changes on the azimuth by 

monitoring the rotation along the tool spin axis. To clarify this point, let us consider the 

case when the BHA approaches the horizontal direction. In this situation the rotation 

along the tool spin axis does not provide deviation of the BHA along the horizontal plane, 
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which means that the azimuth does not change. After a certain inclination angle 

(between 20o and 30o), continuous surveying can no longer be performed, thus when the 

drilling process reaches this transitional inclination angle, station-based surveying should 

be utilized. However, the interrelationship between the desired surveying accuracy and 

the value of the transitional inclination angle has not been described, and therefore the 

exact moment of changing the surveying technique from continuous to station-based has 

not been quantified as a function of the inclination accuracy. 

As mentioned earlier, the accelerometer measurements are combined to determine 

the inclination (θ ) [Noureldin et al.a,b, 2001]. Based on the assumption of a slow 

penetration rate downhole, it can be assumed that the gravity field of the Earth is the 

major effect acting on the three-axis accelerometer measurements. Thus the inclination 

angle can be determined as described in Eq.5.22 and is employed to determine the 

synthetic rotation rate component ωxs given in Eq.5.24. 

The inclination error is due to the imperfections associated with the accelerometer 

measurements, which include the bias error of the accelerometer and the measurement 

uncertainties. If we assume that yfδ  is the accelerometer error, the inclination error δθ  

can be written as 
θ

δ
δθ

cosg
f y−

=  (Eq.5.43) and the errors associated with the synthetic 

rotation rate component are related to the accelerometer errors and can be expressed as 
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δω −=  (Eq.5.44). 

 Although the Earth gravity g , with its relatively large value, attenuates the 

accelerometer error yfδ , the θcos1  term modulates the gf yδ  error component and 

increases both δθ  and δωxs at high inclinations. Although the inclination angle is the 

only parameter that is directly affected, its relationship to other surveying parameters 

might jeopardize the overall surveying accuracy at high inclinations. Therefore, the 

decision to change the surveying process from continuous to station-based modes should 

be taken in terms of the performance of the accelerometers utilized and the desired 

accuracy. 
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5.4.1. Development of surveying equations.  

Since the BHA is completely stationary at the surveying station, the 

accelerometers monitor the components of the Earth gravity field along their sensitive 

axes, while the gyro monitors the component of the Earth rotation rate along the tool spin 

axis. The sensitive axes of both the gyro and the accelerometers are known as the BHA b-

frame axes, which are defined by Xb, Yb and Zb along three mutually orthogonal directions 

as shown on Fig.5.31. The Yb axis points towards the forward direction (i.e. along the tool 

spin axis), Zb axis points upward and the Xb axis completes a right-handed orthogonal 

frame. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As shown on Fig.5.32, the effect of Earth gravity along the three components of 

the b-frame, i.e. along Xb, Yb and Zb, are monitored by the accelerometers. The 

accelerometer measurements fx, fy and fz along these axes are related to the Earth gravity g 

as follows: 

φθ sincosgf x =        (5.57) 

θsingf y =         (5.58) 

φθ coscosgf z −=        (5.59) 

Fig.5.31. A model of the bearing assembly with the surveying sensors installed few inches 
behind the drill bit. 
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where θ is the angle between the forward axis Yb and the horizontal plane (the pitch 

angle) and φ is the angle between the transversal axis Xb and the horizontal plane (the tool 

face angle). From Eqs.(5.56-5.58) the pitch and the roll angles can be expressed as: 

 







=

g
f yarcsinθ         (5.60) 
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The inclination angle I (the deviation from the vertical direction) is related to θ  

with: 

 θπ −=
2

I         (5.62) 
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Fig.5.32. Earth gravity components along the BHA b-frame axes. 
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On the other hand, the Earth rotation rate along its spin axis (ωe =15.04o/hr) 

has two components along the North direction (ωecosϕ) and the vertical direction 

(ωesinϕ) (Fig.5.33). The FOG measurement along its sensitive axis (ωy) is related to these 

rotation rate components with: 

 ( ) ( ) θϕωθψϕωω sinsincoscoscos eey −=        (5.63)  

 The azimuth can be determined using the following equation: 
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        (5.64) 

where ϕ  is the latitude angle of the drilling site.  

Since the station-based surveying method is performed for highly inclined and 

horizontal sections of the drilling well (i.e. I > 20o and θ < 70o), the presence of cosθ in 

the denominator of the right hand side of Eq.5.64 will not cause any singularities. 
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Fig.5.33. Earth rotation rate components along the BHA moving along the Yb axis. 
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5.4.2. Surveying errors. 

The surveying errors include the inclination and the azimuth errors, which are 

affected by the measurement errors of the accelerometers and the gyro. The inclination 

error is related to the imperfections associated with the accelerometer measurements, 

which include the bias error of the accelerometer mounted along the forward direction 

(i.e. along Yb) and its measurement uncertainty. If we assume that δfy is the error 

associated with the acceleration measurement fy, the inclination error δθ can be obtained 

as a function of δfy by differentiating Eq.5.60: 

 
θ

δ
δθ

cosg
f y=              (5.65) 

 It can be noticed from Eq.5.65 that although the Earth gravity, with its relatively 

large value, attenuates the accelerometer error δfy, the θcos/1  term modulates the 

gf yδ  error component, thus increasing the inclination error δθ. However, the effect of 

the θcos/1  term decreases as the BHA approaches the horizontal direction (i.e. I→π/2 

and θ→0) giving better inclination accuracy.       

 Similarly, the azimuth error δψ is affected by the gyro bias error and 

measurement uncertainty (δωy) and can be determined by differentiating Eq.5.64: 
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         (5.66) 

Since the inclination error is relatively small due to the effect of gravity (see 

Eq.5.65), particularly when utilizing high accuracy navigational grade accelerometer, the 

effect of δθ while calculating the azimuth error δψ is neglected. It can be noticed from 

Eq.5.66 that the azimuth error may experience significant growth as the BHA approaches 

the North direction (i.e. ψ→0), which may lead to North direction ambiguity. In addition, 

the relatively high uncertainty of the FOG output measurements may lead to 

computational instabilities of the azimuth angle while using Eq.5.64. Therefore, it is 

imperative to limit the measurement uncertainty before calculating the azimuth and to 

utilize some real-time digital signal processing techniques to compensate for the effect of 
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the gyro bias drift. However, before discussing these techniques, the different sources 

of surveying errors during the drilling process will be introduced.  

 

5.4.3. Sources of surveying errors. 

The surveying errors are the inclination and the azimuth errors, both of which 

depend on the sensor errors as shown in the previous section. These errors can be 

classified into intrinsic sensor errors and vibration-induced sensor errors. 

 

5.4.3.1. Intrinsic sensor errors. 

 The intrinsic sensor errors include the bias calibration error and the measurement 

uncertainties [Lefevre, 1993; Merhav, 1993]. Calibration of the surveying sensors while 

they are installed inside the bearing assembly is necessary to determine the bias offset of 

each sensor taking into account the run-to-run bias errors and the misalignment between 

the sensors sensitive axes and the BHA tool axes. The values of the bias offsets are 

removed from the corresponding surveying sensor measurements before processing their 

outputs in order to determine the surveying parameters. Unfortunately, the bias offsets 

(especially for gyros) can undergo considerable long-term change due to the internal 

design of the surveying sensors [Lefevre, 1993; Perlmutter, 1994]. For example as the 

bias offset may be influenced by the temperature of some of the circuit components of the 

surveying sensor, then this results in a deterministic relationship between the bias offset 

and the temperature [Perlmutter, 1994].21 Although deterministic, it is unknown and 

changes from one experiment to another, thus jeopardizing the overall long-term 

surveying accuracy. This effect appears more in gyros while the accelerometers have the 

advantage of a more stable long-term bias offset [Merhav, 1993]. Therefore, the 

utilization of navigational grade inertial sensors is necessary for the successful realization 

of the proposed station-based surveying method.  

 On the other hand, the measurement uncertainties affect the computation process 

of the surveying parameters at each surveying station and high measurement uncertainties 

may lead to azimuth computational instabilities. Thus, it is essential to reduce the 

measurement uncertainties before the computation of the surveying parameters in order 
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to limit the computational uncertainty of the inclination and the azimuth angles and to 

prevent any computational instability of the azimuth.            

 

5.4.3.2. Vibration-induced sensor errors. 

In addition to the intrinsic sensor errors, the surveying accuracy is affected by the 

vibration induced sensor errors, which are random in nature and increase the 

measurement uncertainties. It has been reported that axial vibrations (i.e. along the tool 

spin axis) have the most serious effect on the surveying sensors [Berger and Sele, 2000]. 

Axial vibrations occur due to the bit bouncing on the bottom within the downhole 

formation [Brooks and Wilson, 1996]. Although this effect tends to be dampened in a 

horizontal hole, there are still some vibrations along the drill pipe, which affect the 

surveying sensors mounted with their sensitive axes parallel to the tool spin axis [Brooks 

and Wilson, 1996; Berger and Sele, 2000]. Fortunately, the sensitive axes of the 

surveying sensors used for monitoring the inclination and the azimuth (fy and ωy) for the 

vertical section of the well are normal to the tool spin axis, and are therefore affected 

only by the transversal vibrations through the drill pipe, which have less impact than the 

axial vibrations [Vandiver et al., 1989]. However, the surveying sensors will pick up 

more vibration-induced uncertainties in the highly-inclined well section since fy and ωy 

measurements are provided by sensors mounted along the tool spin axis. 

 

5.4.4. Real-time techniques for limiting surveying errors. 

 In Chapter 4, digital signal processing techniques were reported to limit the FOG 

output uncertainties using a transversal tap delay line filter with adaptive parameters 

adjusted using the least mean square (LMS) criterion [Noureldin et al.c,f, 2001]. The same 

approach can be used for the accelerometers since their noise behavior is similar to that 

of the FOG. Reduction of measurement uncertainties before calculating the inclination 

and the azimuth prevents the possibility for any computational instability of the azimuth 

and limits the uncertainties in both the inclination and the azimuth angles [Noureldin et 

al.c,f, 2001]. In addition, this filtering approach can help reducing the effect of 
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longitudinal (axial) vibrations on the accelerometer mounted along the tool spin axis, 

which is responsible for monitoring the inclination angle.  

 

5.4.5. Experimental procedure and signal conditioning. 

 The technique proposed in this section was tested using LTN90-100 inertial 

measurement unit (Litton, Woodland Hills, CA), which incorporates three-axis 

accelerometers and three-axis optical gyroscopes mounted in three mutually orthogonal 

directions. LTN90-100 is categorized as navigational grade unit with 0.01o/hr gyro drift 

and hr0020 o /.  gyro random walk. As mentions earlier in Chapter 4, the optical 

gyroscopes utilized in this unit are of ring laser type and they have the same performance 

characteristics as FOGs. These gyros differ from the FOGs in the way the laser beam is 

propagating inside, while the drift and noise behaviors are exactly the same [Burns, 

1994]. Although the size of ring laser gyros cannot be accommodated downhole for 

MWD processes, they are suitable for laboratory experiments to study the feasibility of 

station-based surveying processes utilizing a single gyro and three-axis accelerometers. 

In addition, the LTN90-100 is integrated with KINGSPADTM software (University of 

Calgary, Department of Geomatics Engineering), which is a kinematic geodetic system 

for position and attitude determination, and is used to provide reference values of the 

inclination and the azimuth angles to check the accuracy of the proposed system.  

 The LTN90-100 was mounted inside a custom-designed setup capable of 

providing changes in the orientation of the surveying sensors in three mutually 

orthogonal directions. The accelerometers and the gyro measurements (fx, fy, fz and ωy) 

were delivered at 64Hz data sampling rate. These measurements were averaged in 1-

second time interval in order to remove some of the high frequency noise components 

and reduce measurement uncertainties. The measurements of the other two gyros (ωx, ωz) 

were only processed by KINGSPADTM to provide reference data. Each of the averaged 

data sequences was processed individually by a transversal tap delay line filter of 100 tap 

weights. As discussed in Chapter 4, the optimal values of these tap weights were 

determined using the LMS adaptive criterion during the calibration process, while the 

whole setup was in the vertical direction [Noureldin et al.c, 2001]. Since the averaging 
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process at 1-second intervals reduced the data rate from 64Hz to 1Hz, and due to the 

100 delay elements of the filter, the output of the filtering stage was delivered after 100 

seconds. The computation of the inclination and the azimuth angles was then performed 

using Eqs.5.60 and 5.62 for the inclination, and Eq.5.64 for the azimuth.  

 

5.4.6. Results. 

5.4.6.1. Computation of the inclination and the azimuth angles. 

The averaging and the filtering procedures were performed before the 

computation of the inclination and the azimuth angles to limit the measurement 

uncertainties. The averaging at 1-second interval reduced the output uncertainty of the 

accelerometer measurements fy from 0.0306 m/sec2 to 6.57×10-4 m/sec2. Further reduction 

of this measurement uncertainty to 0.22×10-4 was obtained using the transversal filter of 

100 tap weights. Fig.5.34 shows the acceleration measurement fy over 200 seconds before 

and after the filtering stage. The inclination was then computed with an error of less than 

0.0002o and uncertainty of about 1.5×10-4 degrees for the near horizontal section of the 

well (i.e. Ι→π/2) as shown on Fig.5.35.  

It can be observed that the computed value of the inclination angle drifts slightly 

with time due to the drift of the accelerometer bias. Both the inclination error and its 

computational uncertainty increased at smaller inclinations where the computation of the 

inclination angle became more sensitive to the accelerometer error and its measurement 

uncertainties. An error of 0.092o with computational uncertainty of 2.2×10-4 degrees has 

been determined at inclination of 44.517o. The inclination angle was determined with 

high accuracy due to the relatively large value of the Earth gravity g, which attenuates the 

accelerometer errors.   
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Fig.5.35. Inclination angle at sections near the horizontal direction. 
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Fig.5.34. Accelerometer measurements fy before and after the filtering procedure. 
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 Similarly, the uncertainties of the rotation rate measurements ωy were 

reduced from 0.0478o/sec to 0.0012o/sec after averaging, and to 1.1575×10-5 o/sec 

(0.04167o/hr) after filtering (see Fig.5.36).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The computation of the azimuth angle was provided with an error of 0.02322o and 

uncertainty of 0.08o for the near horizontal section while drilling close to the East 

direction (i.e. ψ→π/2) as shown on Fig.5.37. The drift of the gyro bias error accounts for 

the drift of the computed azimuth angle, which can be observed on Fig.5.36. While the 

setup pointing close to the East direction at the horizontal plane, a change of the roll 

angle (tool face angle) in steps of 15o was performed and station-based surveying was 

introduced at each roll angle. The estimated azimuth errors and the corresponding 

computational uncertainties are shown on Fig.5.38 for the different roll angles. 

 

Fig.5.36. Rotation rate measurement ωy before and after filtering. 
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Fig.5.37. Azimuth angle at surveying station near to the horizontal plane and close 
to the East direction. 
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Fig.5.38. Estimated azimuth error and the corresponding uncertainty for different
roll angles while the setup near to the horizontal plane and close to the
East direction. 
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In general, the azimuth error and its drift increased at smaller inclination 

angles and as the BHA started to penetrate closer to the North direction. Unlike the Earth 

gravity, the Earth rotation rate is of relatively small value and cannot limit the gyro bias 

error and the measurement uncertainties. In addition, the gyro drift may jeopardize the 

long-term azimuth accuracy especially at some orientations where small variations in the 

gyro measurements lead to considerable change in the azimuth angle. 

 

5.4.6.2. Study of the inclination and the azimuth errors. 

The inclination and the azimuth errors were due to the imperfections associated 

with the measurements of the surveying sensors, which contributed differently to the 

surveying accuracy based on the BHA orientation. 

The inclination error δΙ depends on the BHA deviation from the vertical direction 

(i.e. the inclination angle). Fig.5.39 shows the inclination error with respect to the BHA 

inclination at three different azimuth directions. It is noticeable that the inclination error 

in each of the three cases becomes smaller as the BHA gets closer to the horizontal 

direction, thus providing better inclination accuracy. In addition, the values of the 

inclination error when the BHA was close to the East or to the North directions or at the 

midway between them, were almost the same (i.e. independent of the BHA azimuth) (see 

Fig.5.39). The small differences between the graphs (less than 0.25o) were due to the 

accelerometer bias error δfy and its drift over time. In general, δfy is pretty small when 

compared to the Earth gravity and exhibits low drift characteristics, thus providing stable 

and accurate results for the inclination angle. 

On the other hand, the azimuth error depends on both the inclination and the 

azimuth of the BHA. In addition, the gyro bias error and its drift characteristics highly 

affect the azimuth accuracy. The dependence of the azimuth error on the inclination angle 

was tested at an azimuth of about 95o while changing the inclination angle between 30o 

and 90o and the results are shown on Table 5.1. It can be noticed that the azimuth 

accuracy improves when the BHA gets closer to the horizontal direction. The worst 

azimuth accuracy took place when heading close to the North direction and the azimuth 

error increased for small inclination angles (Fig.5.40).  
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Table 5.1. The azimuth error at different inclination angles for a given 

known azimuth. 

Azimuth 
(deg.) 

Inclination 
(deg.) 

Azimuth Error 
(deg.) 

95o   
 30.51 0.19 
 45.48 0.06 
 89.48 0.02 

 

 

 

δΙ 
(degrees) 

Ι  (degrees) 

At the midway between the 
North and the East directions. 

Close to the North direction 
ψ→0. 

Close to the East direction 
ψ→π/2. 

Fig.5.39. Inclination error with respect to the inclination angle at different 
azimuth directions. 
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The change of the azimuth error with respect to the BHA azimuth was examined 

at two different inclination angles. Fig.5.41 shows the azimuth error versus the azimuth 

angle at 60o and 90o inclinations. It can be noticed that better azimuth accuracy can be 

obtained while drilling close to the East direction (i.e. ψ→90), with additional 

improvement observed for the near horizontal sections of the well (i.e. I→90 or θ→0). 

However, one may notice that the azimuth errors at 60o inclination are less than those at 

90o inclination for some values of azimuth shown on Fig.5.41. This was due to the gyro 

bias error that exhibited different drift characteristics for different sets of experiments.  

Unlike the inclination angle, the azimuth accuracy is highly affected by the gyro bias 

error and its drift over time. This necessitates the utilization of navigational grade gyros 

with their relatively low drift characteristics similar to the one used in this study. 

However, relatively high azimuth errors (from 1o to 2o) are still observed for surveying 
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Fig.5.40. Azimuth errors with respect to different inclination angles at orientations 
close to the North direction (worst azimuth accuracy).  
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stations close to the North direction. Two factors are responsible for this problem. 

The first factor is related to the Earth rotation rate (15.04o/hr), which is of relatively small 

value and may become comparable to the gyro bias error at some BHA orientations. The 

second factor is the measurement of the Earth rotation rate ωy at each surveying station, 

which is less sensitive to changes in the azimuth angle close to the North direction. To 

clarify this issue, let us examine the Earth rotation rate component ωy at 90o inclination 

for values of azimuth between 0o and 90o as shown on Fig.5.42. It can be noticed that the 

ωy curve becomes almost linear for values of azimuth close to 90o. A change of one 

degree in the azimuth angle corresponds to a change in ωy by 0.1623 o/hr for surveying 

stations near the East direction (ψ=70o→90o) and by 0.0159 o/hr for stations near the 

North direction (ψ=0o→20o). Therefore, the small changes in ωy near the North direction 

might not be accurately resolved by the gyro due to its bias error, thus increasing the 

azimuth error. However, the impact of the gyro bias error becomes less significant for 

surveying stations near the East direction. 
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Fig.5.41. The azimuth error with respect to the BHA azimuth at two different inclination 
angles. 



 153
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.4.7. Applications and limitations of the single-FOG station-based surveying 

technique. 

The MWD single gyro system, which was originally proposed for surveying near 

vertical sections of directional wells, can be utilized for highly inclined and horizontal 

sections of the wells as well. This study suggested surveying these sections of the drilling 

well at some predetermined stations. At each station, the surveying process involved two 

steps.  

During the first step, the measurements uncertainties of the surveying sensors 

were reduced by at least 1000 times for both the gyro and the accelerometers. The output 

ψ 
(degrees) 

ωy 
(o/hr) 

Fig.5.42. Earth rotation rate component along the tool spin axis at 90o 
inclination for different azimuth angles. 

0.0159o/hr change per 
1o change in azimuth. 

0.162o/hr change per 
1o change in azimuth. 
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noise associated with the measurements of both the gyro and the accelerometers were 

reduced using advanced real-time digital signal processing procedures.  

The second step involved the computation of the inclination and the azimuth 

angles based on monitoring the Earth rotation rate and gravity components. The 

inclination angle was delivered with errors of less than 0.1o for inclination angles larger 

than 45o. These errors increased to about 0.3o at 20o inclination. The azimuth accuracy at 

the end of this step was not as good as the inclination accuracy and suffered from an 

increase of the azimuth error to about 2.5o when approaching the North direction. 

Other sources of uncertainty, like the longitudinal vibrations along the drill pipe, 

may affect the accelerometer aligned along the tool spin axis. Therefore, the design of the 

transversal filter based on the adaptive LMS criterion should be performed on site after 

mounting the surveying sensors inside the drill pipe. 
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CHAPTER SIX 

DUAL-FOG MWD SURVEYING SYSTEM 

 

A single-axis FOG-based MWD surveying system was proposed and tested in 

Chapter 5. This system can continuously survey the near-vertical section of the drilling 

well (until 20o-30o inclination), which is highly beneficial when drilling from an offshore 

platform in a section of multi-well structure [Noureldin et al.a,b, 2001]. In addition, the 

single gyro system is capable of surveying highly-inclined and horizontal well sections at 

various surveying stations when the BHA is completely stationary [Noureldin et al.d, 

2001].      

Although the single-axis gyro system can be employed for continuously surveying 

the near-vertical section of horizontal wells, it cannot be generalized for surveying highly 

inclined and horizontal sections. In these sections of the well, the gyro sensitive axis (i.e. 

the tool spin axis) becomes almost colinear with the horizontal direction. Thus, the 

changes in the azimuth angle due to rotations along the vertical direction will not be 

properly monitored by the gyro during continuous surveying. In addition, the station-

based surveying utilizing the single gyro system for highly inclined and horizontal 

sections suffers from relatively large azimuth errors (more than 1o) at some BHA 

orientations [Noureldin et al.d, 2001]. Furthermore, the station-based surveying system 

cannot be utilized for the near-vertical section (i.e. inclination angles less than 20o) due to 

the significant growth of the surveying errors [Noureldin et al.d, 2001].   

This chapter suggests a dual-axis gyroscopic surveying system utilizing two 

mutually orthogonal FOGs incorporated with three-axis accelerometers, which avoids 

some of the inadequacies associated with the single gyro system.  

The aim of this chapter is to: (1) describe the Dual-FOG MWD surveying setup; 

(2) present the Dual-FOG continuous surveying technique of the radical section of the 

well and the station-based surveying methodology at some predetermined surveying 

stations; (3) discuss sources of surveying errors; and (4) apply the same real-time digital 
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signal processing techniques utilized in the Single-FOG MWD system to limit these 

surveying errors, thus evaluating the benefits of the new design. 

 

6.1. Dual-FOG MWD surveying setup 

In the proposed design model of a Dual-FOG MWD surveying system, the 

surveying tools are installed inside the bearing assembly 17’’ behind the drill bit 

(Fig.6.1). These tools are similar to the single gyro system, except for an additional FOG 

mounted with its sensitive axis normal to the tool spin axis and colinear with the forward 

direction. This FOG has a diameter of 1.6’’ and a thickness of 0.4’’and is denoted as the 

Normal FOG to distinguish it from the Torus FOG described for the single gyro system 

[Noureldin at al.a,b,d, 2001]. After the establishment of the vertical section of the well, the 

horizontal drilling process involves three main tasks: 

1. Establishing the desired azimuth direction while the drill pipe is still in the 

vertical direction. 

2. Building the radical section of the well using steering mode of operation. 

3. Building the horizontal section of the well with using rotary mode of 

operation. 

 

6.2. Continuous surveying of the radical section of horizontal wells 

6.2.1. Establishing the desired azimuth direction. 

In order to establish accurately the azimuth direction, the precise value of the 

initial azimuth should be known. This initial azimuth value is determined when the whole 

setup is completely stationary. The BHA axes (xb, yb and zb, Fig.6.2) are chosen so that yb 

points toward the forward direction and along the sensitive axis of the Normal FOG, zb 

points toward the vertical direction and along the sensitive axis of the Torus FOG and, xb 

points toward the transversal direction completing a right-handed orthogonal frame. 
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As indicated in Chapter 5, the initial azimuth can be determined as follows: 

θ

ϕθ
ϕω

ω

ψ
cos

tansin
coscos

−
=

e
y

     (6.1) 

where yω  is the angular velocity output of the Normal FOG and the pitch (inclination) θ 

is determined from the accelerometer measurements as 






 −
=

g
f yarcsinθ  . 

 

 

 

17” 

Adjustable 
bent 

housing 

Bearing 
assembly  

Torus FOG 2.75” ID & 3.75” OD 

Normal FOG 1.6” diameter 
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Fig.6.1. Dual-axis FOG-based gyroscopic surveying system mounted inside the
bearing assembly. 
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The initial azimuth can be determined using the above equation by substituting 

yω  after removing the measurement bias and applying an appropriate scaling factor. The 

residual measurement errors affect the calculation of the azimuth angle and consequently 

the accuracy of the initial azimuth. The relationship between the initial azimuth error δψ 

and the residual measurement errors yδω  can be obtained by differentiating Eq.(6.1). 

θψ
ϕω

δω

δψ
cossin

cos 










=
e

y

       (6.2) 

It is clear that the initial azimuth error depends on how close to the North 

direction the BHA is pointing. As the BHA gets closer to the North direction (i.e. ψ→0), 

the initial azimuth accuracy deteriorates. Therefore, the BHA should be oriented roughly 

away from the North direction to guarantee an accurate initial azimuth. Such a setting 

could be performed at the surface and would not affect the drilling operation since the 
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Fig.6.2. Determination of the initial azimuth. 
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desired azimuth direction can be established independently by rotating the whole drill 

pipe around the tool spin axis from the initial azimuth to the desired one. 

Once the initial azimuth of the bottom hole assembly is determined, the drill pipe 

can be rotated to achieve the desired azimuth direction. Although the Normal FOG is 

responsible for the determination of the initial value of the azimuth, the Torus FOG is 

responsible for the establishment of the desired azimuth direction.  

With the BHA oriented along the vertical direction, the drill pipe is rotated along 

the tool spin axis until the desired azimuth direction is established. It should be noted that 

the rotation along the tool spin axis is the only motion, either angular or translational, 

performed during this operation. Under these circumstances, the Torus FOG monitors the 

rotation rate along the tool spin axis in addition to the component of Earth rotation along 

the vertical direction ( ϕω sine ). Therefore, the time rate of change of the azimuth, ψ& , 

can be written as follows: 

ϕωφθωψ sincoscos e
z −=&       (6.3) 

where zω  is the measurement delivered by the Torus FOG. Since the drill pipe is 

completely in the vertical direction while establishing the azimuth direction, θ and φ are 

relatively very small values so that cosθ and cosφ can be considered as equal to one. 

However, It is preferred to include their effect on the above equation with θ is determined 

as 






 −
g
f yarcsin  and φ is calculated as 







 −

z

x
f
f

arctan  [Noureldin et al.g, 2001].  

 Eq.6.3 is solved numerically in real-time to provide continuous monitoring of the 

azimuth angle while rotating the drill pipe. This first-order differential equation can be 

solved numerically using the Euler method [Yakowitz and Szidarovszky, 1989] after 

substituting ψ&  by )()( 1 tkk ∆−+ ψψ , where 1+kψ  is the azimuth value at time 1+kt , kψ  

is the azimuth value at time kt  and kk ttt −=∆ +1 . Then, the azimuth can be continuously 

monitored using the following equation: 

 te
zkk ∆−+=+ )sincoscos(1 ϕωφθωψψ        (6.4) 
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 The drill pipe continuously rotates about its tool spin axis, and the azimuth 

angle is continuously determined from Eq.6.4. Once the desired azimuth direction is 

established, the rotation of the drill pipe is stopped and building the radical section of the 

well is initiated. The surveying process during this section of the well is described in the 

following sub section. 

 

6.2.2. Surveying the radical section of the well. 

While building the radical section of the well, the BHA starts the drilling process 

from complete vertical direction and continues toward a complete horizontal direction. At 

the beginning, while the whole setup is still in the vertical direction, the body frame axes 

are chosen as shown on Fig.6.3. The X, Y, and Z axes point toward transverse, forward 

and vertical directions respectively. Therefore, the Z-axis points toward the tool spin axis. 

With this choice of axes orientation, it is assumed that the BHA motion is along the Y-

axis, and sliding along the Z-axis. Hence, both the Torus FOG and the Normal FOG 

monitor the angular velocities (ωz and ωy) along two mutually orthogonal directions. The 

third angular velocity component is a synthetic rotation rate signal generated using the 

accelerometer measurements in order to deliver ωxs. 
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Fig.6.3. The initial arrangement of the FOGs and the accelerometers 
with the body frame axes inside the bearing assembly.  

Forward 
direction 
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6.2.2.1. Determination of the synthetic rotation rate component.  

As illustrated in Chapter 5, the time rate of change of the pitch angle is equivalent 

to the synthetic rotation rate component along the X-axis. The pitch is determined 

utilizing the accelerometer measurements and can be written as: 

g
f y−

=θsin         (6.5)  

The corresponding synthetic rotation rate component ωxs is given as: 

 
1

1)()(
)(
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−
−
−

=
kk

kk
kxs tt

tt
t

θθ
ω       (6.6) 

where kθ  and 1+kθ  are the values of the pitch angle at time kt  and 1+kt  respectively. 

 

6.2.2.2. Determination of the transformation matrix using the quaternion approach 

The surveying procedure delivers the BHA navigation data (the position and the 

orientation) by solving the set of the following first-order differential equations 

describing the mechanization in the l-frame (see Eq.5.16) [Schwarz and Wei, 1999]: 
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 The first step in solving these equations is the parameterization of the rotation 

matrix l
bR  [Titterton and Weston, 1997; Salychev, 1998; Schwarz and Wei, 1999]. The 

most popular method for this purpose is the quaternion approach. According to Euler’s 

Theorem [Salychev, 1998], the rotation of a rigid body (represented by the b-frame) with 

respect to a reference frame (represented by the l -frame) can be expressed in terms of 

the rotation angle Θ  about a fixed axis and the direction cosine of the rotation axis that 

defines the rotation direction. Thus, quaternion parameters ( ) TqqqqQ 4321=  are 

introduced to describe the rotation of the b-frame with respect to the l -frame and they 

are expressed as follow: 
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where 222
zyx Θ+Θ+Θ=Θ  is the rotation angle and 

Θ
Θ

Θ
Θ

Θ
Θ zyx ,,  are the three 

direction cosines of the rotation axis with respect to the l -frame. 

 The definition of the quaternion parameters described in Eq.6.8 implies that the 

four quaternion components are not independent since 12
4

2
3

2
2

2
1 =+++ qqqq . This means 

that only three independent quaternion components are sufficient to describe the rigid 

body rotation. However, due to computational errors, the above equality may be violated. 

In order to compensate for this effect, special normalization procedures have been 

suggested [Salychev, 1998]. Let us consider that an error ∆ exists after the computation 

of the quaternion parameters: 

  ( )2
4

2
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2
2

2
11 qqqq +++−=∆      (6.9) 

Consequently, the vector of quaternion parameters Q  should be updated after each 

computational step as follows: 
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The time rate of change of the quaternion is described by the following first-order 

differential equation: 

 QQ )(
2
1 ωΩ=&        (6.11)  

where )(ωΩ  is a skew-symmetric matrix given as follows: 
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where zyx ωωω ,,  are the angular velocities of body rotation which are determined 

by Eq.6.6 for xω  and are monitored by the Normal FOG and the Torus FOG for yω  and 

zω  respectively., after compensating for the Earth rotation and the l -frame change of 

orientation (i.e. b
ilΩ ). 

 To solve the set of first order differential equations given in Eq.6.11, Euler’s 

method can be used to determine the quaternion parameters 1+kQ  at time tk+1 based on 

the values of the quaternion parameters kQ  at time kt as follows: 

 tQQQ kkkk ∆





 Ω+=+ )(

2
1

1 ω      (6.13) 

where kk ttt −=∆ +1 .  

Once the quaternion parameters are determined at a certain time tk, the rotation 

matrix l
bR  can be obtained using the following direct relationship: 



















++−−+−
−+−+−+
+−+−−

=















=

2
4

2
3

2
2

2
141324231

4132
2
4

2
3

2
2

2
14321

42314321
2
4

2
3

2
2

2
1

333231

232221

131211

)(2)(2
)(2)(2
)(2)(2

qqqqqqqqqqqq
qqqqqqqqqqqq
qqqqqqqqqqqq

RRR
RRR
RRR

Rb
l

          (6.14) 

On the other hand, the quaternion parameters can be obtained from the rotation 

matrix l
bR  as follows: 
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     (6.15) 

 The quaternion parameters are introduced for the parameterization of the rotation 

matrix l
bR  for three reasons [Schwarz and Wei, 1999]. The first reason is that only four 

differential equations are solved numerically instead of six differential equations if the 

rotation matrix l
bR  is manipulated directly. The second reason is that the quaternion 
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solution avoids the singularity problem that might exist with some other solution 

methods. The third reason is the computational simplicity introduced by the quaternion.  

 

6.2.2.3. Computational procedure for the different surveying parameters 

The proposed procedure can be described as follows: 

1. Receive the measurements from the two FOGs and the three accelerometers and 

remove the values of the bias offsets. Determine the angular increments corresponding to 

these angular velocity measurements as follows: 

 
t

t
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∆=∆

∆=∆

ωθ
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        (6.16) 

where yθ∆  is the measurement of the angular increments provided by the Normal FOG 

after compensating for the drift rate yd  and zθ∆  is the measurement of the angular 

increments provided by the Torus FOG after compensating for the drift rate zd .  

Similarly, the velocity increments provided by the accelerometers are given as: 
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        (6.17) 

where zyx vvv ∆∆∆  and ,  are the measured velocity increments along the X, Y and Z-

axes, respectively. 

2. Determine the inclination (pitch) angle from the accelerometer measurements as given 

in Eq.6.5. Consequently, the angular increment along the X-direction is given as follows: 

   [ ])()( 1 kkxx ttt θθωθ −=∆=∆ +      (6.18)  

3. Determine the effect of the Earth rotation and the l -frame change of orientation in the 

angular changes monitored along the three axes. The term responsible for the Earth 

rotation and the l -frame change of orientation is b
ilω  and is given as follows (see 

Eq.5.15): 
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Then the angular changes corresponding to b
ilω  can be determined as: 

 tb
i

b
i ∆= ll ωθ            (6.20) 

 Consequently, the vector of measured angular increments 

( ) T
zyx

b
ib θθθθ ∆∆∆= is compensated for b

ilθ  to determine the actual BHA angular 

changes b
blθ  as follows: 

 ( ) T
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b
i

b
ib

b
b δθδθδθθθθ =−= ll         (6.21) 

4. Update the quaternion. The time rate of change of the quaternion as given in Eq.6.11 

corresponds to the time rate of change of the rotation matrix l
bR  as given in Eq.6.7. The 

quaternion update follows Eq.6.13. The time interval t∆  is multiplied by the elements of 

the skew-symmetric matrix of angular velocities Ω , so that xx t δθω =∆ , yy t δθω =∆  

and zz t δθω =∆ . The quaternion update equation is then given as follows: 
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          (6.22) 

 

The initial value of the quaternion ( ) TtqtqtqtqtQ )()()()()( 040302010 =  is 

calculated after determining the initial rotation matrix )( 0tRb
l  (see Eq.6.15) using the 

initial attitude angles computed during the alignment process.  
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Consequently, the rotation matrix l

bR  can be determined from its direct 

relationship to the quaternion ( ) TqqqqQ 4321=  as given by Eq.6.14. According 

to the l
bR  definition given in Eq.5.1, the pitch (inclination), the roll and the azimuth are 

determined as follows: 
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5. Determine the BHA velocity changes:   
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Since the specific force measurement ( ) T
zyx

b ffff =  is related to the velocity 

increment measurements ( ) T
zyx

b vvvv ∆∆∆=∆  with tvf bb ∆∆= , Eq.6.26 can be 

given as: 

   tgttVtvRtV keiek
b

bk ∆+∆Ω+Ω−∆=∆ ++
lll

l
lll )()2()()( 11  (6.27) 

where l
ieΩ  and l

leΩ  are given in Eqs.5.10 and 5.11 respectively, while lg  is the gravity 

field vector.  

The first term on the right-hand side of Eq.6.27 is the measured velocity 

increments transformed to the l -frame. The second term is the Coriolis correction that 

compensates for the Earth rotation and the l -frame change of orientation. The third tem 

is the gravity correction. The velocity components at the current time epoch 1+kt  are 

computed using the modified Euler formula as follows: 
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 ( ))()(
2
1)()( 11 ++ ∆+∆+= kkkk tVtVtVtV llll     (6.28) 

where ( )une VVVV =l  are the velocity components as described in the l -frame.  

6. Determine the altitude of the bottom hole assembly, h , (i.e. the true vertical depth 

TVD) using the vertical component of the velocity vector, uV . Since uVh =& , the TVD 

can be computed at time instant 1+kt  using the modified Euler formula: 

  ( ) ttVtVthth k
u

k
u

kk ∆++= ++ )()(
2
1)()( 11       (6.29) 

 Once the TVD is determined, the latitude ϕ , and the longitude λ , can be 

computed. λϕ  and   can be computed at time instant ( )1+kt  using the modified Euler 

formula as follows: 
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 It should be noted that the computation of the longitude, λ , will suffer from 

singularities if this procedure is performed closer to the poles where the latitude ϕ  

becomes equal to 2π . 

 The six steps described above are repeated for each new set of measurements 

received from the two FOGs and the three accelerometers. A block diagram describing 

the functionality of this procedure is shown on Fig.6.4. The above steps of the 

computational procedure were implemented using MATLAB computer-aided design 

software (Mathworks, Natick, MA) on an IBM-PC PIII system. 
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Fig.6.4. A block diagram describing the functionality of the surveying procedure
for the radical section of the well. 
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6.2.3. Modeling surveying errors by linear state equations. 

Errors in dynamic systems are variable in time and therefore described by 

differential equations. Linearization of the non-linear dynamic system is the most 

common approach for deriving a set of linear differential equations, which define the 

error states of the dynamic system [Stephenson and Wilson, 1992; Schwarz and Wei, 

1999]. The error states expressed in the l -frame for the mechanization equations given in 

the previous section are defined as follows: 

  ),,,,,,,,,,,,,( zyxzyune fffVVVhe δδδδωδωδψδφδθδδδδδλδϕ=l  (6.32) 

where: 

6.2.3.1. Attitude errors 

Attitude errors ( δψδφδθ  and   , ) depend on two main sources. The first source is 

the errors in the measurement of angular velocities provided by the FOGs. The second 

source is the errors generated due to the Earth rotation and the change of orientation of 

the l -frame. The expression describing the time rate of change of the attitude errors 

( )Tδψδφδθε =l  is given as follows [Schwarz and Wei, 1999]: 

 dRbii
ll

l
ll

l
l& +−Ω−= δωεε        (6.33) 

where l
l

ll
l eiei δωδωδω +=  is the angular velocity error vector corresponding to l

liω  and 

( )Tzyxd δωδωδω=  is  the vector of angular velocities measurement errors (FOG 
drift rates). Both yδω  and zδω  are described as first order Gauss-Markov processes (see 

Chapter 5) while xδω  is given in terms of the accelerometer errors (see Eq.5.44). 

  The second term in the right hand side of Eq.6.33, l
liδω , depends implicitly on the 

velocity errors ( ) Tune VVVV δδδδ =l  and the coordinate errors 

( ) Thr δδλδϕδ =l . This angular velocity error consists of two terms, l
ieδω  and 

l
leδω , which are given as: 

hδδλδϕ ,,  are the coordinate errors; 
une VVV δδδ ,,  are the velocity errors; 

δψδφδθ ,,  are the attitude errors; 

zy δωδω ,  are the errors in the angular velocity measurements; 

zyx fff δδδ ,,  are the errors in the specific force measurements. 
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With the substitution of the expressions of l
ieδω  (Eq.6.34) and l

leδω  (Eq.6.35), 

the attitude errors (Eq.6.33) can be rewritten as: 
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6.2.3.2. Coordinate errors 

 Since the coordinates of the bottom hole assembly depend only on the velocity 

components une VVV  and  , , the coordinate errors hδδλδϕ  and   , are given directly in 

terms of velocity errors une VVV δδδ  and  , . The expression for the coordinate errors is 
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obtained by differentiating those equations describing the relationship between the 

time rate of change of the coordinate components and the velocity components. 
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6.2.3.3. Velocity errors 

 The complete implementation of the l -frame mechanization equations requires 

the computation of the three velocity components une VVV  and  , . The corresponding 

error equations are similar to those given in Chapter 5, but after taking the Coriolis effect 

into consideration. 
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where une fff  and  ,  are three components of the specific force vector 

( ) b
b

T
une fRffff ll == ( ) T

zyxb fffRl= , where zyx fff  and  ,  are the specific 

force measurement outputs of the accelerometers and R  is the mean radius of the Earth. 

 

6.2.4. Limiting surveying errors using continuous aided inertial navigation and 

ZUPT techniques. 

Since the Dual-FOG MWD surveying system cannot work as stand-alone INS due 

to the growth of the different surveying errors with time, the previously described INS-

aiding techniques are utilized. These aiding techniques include either continuous aided 

inertial navigation utilizing the measurements of the drill pipe length and the penetration 

rate or the zero velocity update techniques. These techniques have been employed and 

tested successfully for the Single-FOG MWD surveying system. 

 

6.2.5. Experimental procedure and signal conditioning. 

The proposed dual-axis gyroscopic surveying system integrates the measurements 

from two mutually orthogonal FOGs and three accelerometers, and provides the BHA 

orientation. The experimental work for this study was performed at the Inertial 

Laboratory of the University of Calgary using a custom-designed setup capable of 

providing changes in the orientation of the surveying sensors in three mutually 

orthogonal directions, thus simulating different BHA orientations. An inertial 

measurement unit (LTN90-100, Litton, Woodland Hills, CA) incorporating three-axis 

accelerometers and three-axis optical gyroscopes was mounted inside the experimental 

setup. LTN90-100 is a navigational grade unit with 0.01o/hr gyro drift and hr0020 o /.  

gyro angle random walk. As mentioned earlier in Chapter 5, the optical gyroscopes 

utilized in this unit are of ring laser type and they differ from FOGs in the way the laser 

beam is propagating inside, while the drift and noise behaviors are exactly the same. The 

LTN90-100 is suitable for laboratory experiments to study the feasibility of the Dual-

FOG MWD surveying system and compare it to the full IMU solution. In addition, the 

LTN90-100 is integrated with KINGSPADTM software (University of Calgary, 

Department of Geomatics Engineering), which is a kinematic geodetic system for 
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position and attitude determination, and is used to provide reference values of the 

navigation parameters in order to check the accuracy of the proposed system.  

Accelerometer and gyro measurements (fx, fy, fz and ωy, ωz) were delivered at a 

sampling rate of 64Hz. Averaging at 1-second time intervals was performed for all the 

measurements in order to reduce the output uncertainties. The measurements of the third 

gyro (ωx) were only processed by KINGSPADTM software to provide reference data. 

Comparison between the dual-gyro solution and the full IMU solution would determine 

how the synthetic rotation rate component ωxs agrees with the actual one ωx provided by 

the LTN90-100. In addition, this comparison is essential for determining the accuracy of 

the proposed Dual-FOG MWD surveying system when navigational grade inertial 

sensors are utilized. 

 

6.2.6. Results 

6.2.6.1. Comparison between dual-gyro and full IMU solution. 

The navigation parameters calculated using the dual gyro system were compared 

to the output of KINGSPADTM while changing the inclination angle in the range of ±75o, 

the roll angle in the range of ±30o and the azimuth angle between 80o and 120o. The 

calculated synthetic rotation rate component ωxs was compared to the rotation rate 

measurement of the third gyro ωx. Fig.6.5 shows that ωx and ωxs were quite similar over 

the entire experiment. In order to show the slight differences between the two rotation 

rate components, Fig.6.6 presents ωx and ωxs over about 1-minute time range. It can be 

suggested that although the synthetic component had a small delay from the measured 

one, ωxs was still able to follow the changes of ωx. The synthetic rotation rate component 

ωxs was processed with the other two mutually orthogonal rotation rate measurements ωy 

and ωz to determine the three attitude angles (inclination, roll and azimuth). A 

comparison between the output of the dual gyro system computation and the full IMU 

computation (provided by KINGSPADTM) is shown on Fig.6.7. The output of any of the 

two solutions almost coincided with the other for each of the three attitude angles. Errors 

of less than 0.03o for the inclination, 0.05o for the roll and 1o for the azimuth were 

observed over the entire experiment.     
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Fig.6.5. Comparison between the actual rotation rate measurement ωx

and the corresponding synthetic rotation rate component ωxs. 
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Fig.6.8 shows the calculated azimuth angle using both the dual gyro system and 

the full IMU system for part of the same experimental results shown on Fig.6.7. The 

largest difference between the two solutions was observed at one of the stationary 

intervals while the whole setup was not rotating (see Fig.6.8). This error occurred when 

the setup was at about 75o inclination (between t=39 min and t=44 min), which 

corresponds to a highly inclined section of a horizontal well. Although the accuracy of 

the inclination angle was not affected at such high inclination, it is obvious that relatively 

large azimuth errors would be expected. However, this azimuth error was still less than 

the maximum error expected from any current MWD surveying system.      

 

 

Time (min.) 

θ 
(deg.) 

φ 
(deg.) 

ψ 
(deg.) 

Fig.6.7. Computation of the attitude components with the dual gyro
system and the full IMU system.  
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6.2.6.2. Continuous aided inertial navigation. 

Velocity error states were strongly observable by Kalman filter due to the 

continuous velocity update provided by the measurement of BHA penetration rate. 

Consequently, the MSEE of these velocity error states converged within short duration of 

time into their minimum values as shown on Fig.6.9. The minimum MSEE has been 

determined as 3.7×10-8 (m/sec)2 for δVe, 0.8×10-8 (m/sec)2 for δVn and 0.4×10-8 (m/sec)2 

for δVu. Since the pitch and the roll error states are strongly coupled with δVn and δVe, 

respectively, their MSEE converged rapidly to the corresponding minimum values 

(4.94×10-7 (deg.)2 for δθ  and 2.7×10-5(deg.)2  for δφ) as shown on Fig.6.10. On the other 

hand, the MSEE of the azimuth error state took longer to converge and achieved 

relatively higher minimum MSEE (0.0325 (deg.)2). This resulted in a relatively high 

azimuth error when compared to either the inclination or the roll errors.  

ψ 
(deg.) 

Fig.6.8. Computation of the azimuth angle between t=30 min and t=50
min with the dual-gyro configuration of the full IMU system.  

Dual gyro 
computation 

Full IMU 
computation

Time (min.) 
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Fig.6.10. Mean square estimation error of the attitude error states in (deg.)2.
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Fig.6.9. Mean square estimation error of the velocity error states in (m/sec)2. 
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The accuracy of the position components along the horizontal directions (i.e. 

East and North directions) is directly affected by the velocity errors along the horizontal 

plane. Since these velocity-error states were optimally estimated by Kalman filtering and 

kept as minimal as possible, the growth of the horizontal position error components 

became limited over time. During an experiment of 100 minutes, the position errors along 

both the East and the North directions were kept below 5 meters. It should also be noted 

that the position errors along the horizontal directions are indirectly affected by the 

azimuth error (see Appendix C). Large azimuth errors may jeopardize the position 

accuracy in the horizontal directions especially at relatively high penetration rates. 

 

6.2.6.3. Impact of the ZUPT procedure. 

The ZUPT procedure with the one-step backward velocity error correction was 

applied to the measurements obtained from the LTN90-100. Since it is desirable to 

employ navigational grade inertial sensors with a performance similar to the LTN90-100, 

this experiment was performed while taking into consideration the drilling process 

constraints. These constraints permit interrupting the drilling process each 4 to 5 minutes 

(time between neighbouring ZUPTs) for only one to two minutes (ZUPT interval). It 

should be noted that this procedure could not be utilized for the tactical grade sensors 

utilized in Chapter 5, because the position errors of this system would increase 

significantly for the relatively long time intervals between neighboring ZUPTs. 

This experiment involved 11 ZUPT stations over 90 minutes. The velocity and the 

position errors along the North direction are shown on Fig.6.11. The velocity error 

growth between neighboring ZUPTs reached values between 1 and 3 m/sec. These 

relatively high velocity errors jeopardized the position accuracy, giving a position error 

δPN of about 300 m after 90 min [See Fig.6.11]. In order to limit the long-term growth of 

position errors, the backward velocity error correction criterion was employed and the 

results are shown in Fig.6.12. This criterion limited the growth of velocity errors between 

neighboring ZUPTs to about 1/3 of their original values. Consequently, position accuracy 

was significantly improved giving errors of less than 40 m between ZUPTs.    
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Fig.6.12.Velocity and position errors along the North direction after applying 
backward velocity error correction criterion. 
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Fig.6.11.Velocity and position errors along the North direction before applying 
the backward velocity error correction criterion.  
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6.3. Station-based surveying technique. 

This section presents the station-based surveying methodology for the Dual-FOG 

MWD surveying system. The aim of this section is to: (1) describe the dual-axis 

gyroscopic surveying methodology at some predetermined surveying stations; (2) show 

the performance improvement of station-based surveying systems when utilizing dual 

gyros and changing the body axes orientation; and (3) apply the same real-time digital 

signal processing techniques utilized in the single gyro system to limit the surveying 

errors, thus evaluating the benefits of the new design. 

 

6.3.1. Motivation for station-based surveying. 

In general, the station-based surveying method is essential for 

horizontal/directional drilling processes when the rotary mode of drilling is utilized. 

During this drilling operation, the whole drill pipe rotates about its spin axis. The rotary 

mode of drilling is always used to drill the horizontal section of the well. In addition, due 

to some special conditions related to the downhole formation and the drilling plan, the 

rotary mode can be utilized for the radical section of the well instead of the steering mode 

of drilling. In these cases, the continuous surveying methods cannot be applied. Thus, the 

MWD procedure interrupts the drilling process at some surveying stations for the station-

based surveying method to determine the BHA inclination and azimuth. 

 

6.3.2. Performance improvement by utilizing dual FOGs and changing body axes 

orientation. 

 The two FOGs monitor two orthogonal components of the Earth rotation rate 

along their sensitive axes. At each surveying station, the azimuth (ψ) is monitored by 

relating the gyroscopic measurements to the Earth rotation rate components along the 

North (ωe cosϕ) and the vertical (ωe sinϕ) directions, where ϕ is the latitude of the 

drilling site and ωe is the Earth rotation rate around its spin axis (15⋅04o/hr). Similarly, 

the accelerometer mounted along the tool spin axis monitors the component of Earth 

gravity along its sensitive axis to determine the inclination (I), while the other two 

accelerometers are responsible of determining the roll angle (φ). 
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6.3.2.1. Station-based surveying of the near-vertical section. 

The BHA axes settings established while determining the initial azimuth are kept 

the same when surveying the near-vertical section of the well. As shown on Fig.6.13, the 

accelerometers and the gyros monitor different components of the Earth gravity and the 

Earth rotation rate. The inclination, the roll and the azimuth angles can be expressed in 

terms of the accelerometer and gyroscopic measurements as follows [Noureldin et al.e, 

2001]:    
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Fig.6.13. Surveying the near vertical section of the drilling well. 
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The inclination error δΙ can be evaluated by differentiating Eq.6.39 and it is 

related to the accelerometer measurement error δfy. 
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 Navigational grade surveying sensors utilize accelerometers with measurement 

errors of less than 0.0005g, which is a very small value when compared to the Earth 

gravity g. Thus, we would expect relatively small inclination errors. In addition, 

accelerometer biases do not exhibit high drifts over time, thus keeping high inclination 

accuracy for the entire process. If, for simplicity, we neglect the small inclination error, 

the azimuth error is related to the Normal FOG measurement error as follows: 

  
θψ

ϕω
δω

δψ
cossin

cos 










=
e

y

       (6.43) 

Unfortunately, unlike the Earth gravity, the Earth rotation rate (ωe) is of a 

relatively small value when compared to the level of gyroscopic errors and their drift over 

time. Thus, we would expect low azimuth accuracy at certain orientations and some 

digital signal processing techniques should be utilized to limit the azimuth errors.  

The surveying method discussed in this section can be applied for the near-

vertical section of the drilling well. At certain inclination angle, switching to the 

surveying method for highly inclined and horizontal sections should take place. The 

choice of this transitional inclination angle is related to the growth of errors of the 

surveying parameters and the desired accuracy. If the expressions of both the inclination 

and the azimuth errors, Eqs.(6.42) and (6.43), are examined, one can notice the presence 

of the cosθ term in the denominators. This implies an increase in both the inclination and 

the azimuth errors as the BHA deviates from the vertical direction (i.e. at higher 

inclination angles). Such error growth also exists while surveying the highly inclined and 

the horizontal section of the drilling well as the BHA is getting away from the horizontal 

section (i.e. at smaller inclination angles). Therefore, we decided to choose this 
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transitional inclination angle to be exactly at the midway between the vertical and the 

horizontal directions (i.e. at 45o inclination).      

 

6.3.2.2. Station-based surveying of highly inclined and horizontal well sections. 

  New axes orientation is employed for these sections of the well to keep the 

definitions of the yb1 axis toward the forward direction, of the zb1 axis along the vertical 

direction, and of the xb1 axis along the transversal direction as shown on Fig.6.14.a and 

Fig.6.14.b. It can be noticed that the yb1 and the zb1 axes of this orientation replace the zb 

and the yb axes of the near vertical orientation. This means that the Torus FOG 

measurement can be denoted as ωy and the Normal FOG measurements can be denoted as 

ωz. Another important difference between the two situations is the relationship between 

the pitch and the inclination angles. Unlike the near vertical case, the inclination angle Ι 

for highly inclined and horizontal well sections is equal to π⁄2−θ. This is due to the 

definition of θ as the deviation from the horizontal plane, which in this case is at π⁄2o 

from the vertical direction.      

Using the same analysis technique utilized in the previous section, we can 

determine the inclination and the azimuth angles by applying the following equations 

(which are similar to the single gyro case discussed in Chapter 5): 
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 It is apparent that the expressions for both the inclination and the azimuth for this 

section of the well are quite similar to those for the near-vertical section. The signs of 

some of the terms are different because of the different axes orientation. However, the 

expressions for both the inclination and the azimuth errors are exactly the same. 
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Fig.6.14.a. Surveying the highly inclined section of the drilling well. 

Fig.6.14.b. Surveying the horizontal section of the drilling well. 
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Eqs.6.44 and 6.45 can be used for the horizontal section of the well and 

without the need for any simplification, by assuming θ = 0. This takes into account the 

small deviation of the BHA from the horizontal direction that might exist while 

penetrating this section of the well with a rotary mode of drilling. 

 

6.3.3. Real-time techniques for limiting surveying errors.  

Improving the surveying accuracy necessitates reducing the measurement 

uncertainties due to intrinsic sensor errors and vibration effects as well as compensating 

for the effect of bias drift of the surveying sensors (especially of the gyro). The block 

diagram of Fig.6.15 describes the overall surveying process, including the digital signal 

processing techniques utilized to limit the surveying errors. The reduction of the 

measurement uncertainties was performed in two stages prior to the computation of the 

inclination and the azimuth angles. During the first stage, the sensor measurements were 

averaged over 1-second time interval to limit the output uncertainties to a level that helps 

the functionality of the next stage [Noureldin et al.f, 2001]. The averaged data sequences 

were processed individually at the second stage with a transversal tap delay line filter, 

which incorporated a group of tap delay elements and their corresponding tap weights 

(see Fig.6.15). The optimal design of this filter utilizing the least mean square (LMS) 

criterion was previously described in Chapter 4 [Noureldin et al.c, 2001]. The values of 

the tap weights obtained during the design procedure were kept constant during the entire 

surveying process.  
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The drift of the bias offsets of the surveying sensors lead to computational errors, 

which are particularly significant for the azimuth angle. Reduction of the surveying errors 

due to this effect is performed after the computation of the surveying parameters, 

utilizing the previously described zero velocity update (ZUPT) procedure at each 

surveying station [Wong and Schwarz, 1988]. Kalman filtering method was employed to 

optimally estimate the surveying errors during the ZUPT procedure. The error model of 

the Dual-FOG MWD surveying system was developed based on a set of first order 

differential equations [see section 6.2.3]. This error model is supplied to the Kalman 

filtering algorithm together with the difference between the output velocity of the 

surveying system and the zero velocity condition (see Fig.6.15). 

 

 

 

 

 

Fig.6.15. Block diagram showing the surveying methodology with all
digital signal processing techniques. 
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6.3.4. Comparative performance study between the single and the dual gyro 

systems. 

 Although utilizing the same algorithm, the station-based surveying process for the 

single gyro system is applicable only for the highly inclined and horizontal well sections 

but over a wider range than that of the dual gyro system. While for the dual gyro case this 

process is applied starting from 45o, the single gyro system performs station based 

surveying starting at 20o inclination. This causes an increase in the inclination error at 

small inclination angles, which might affect the azimuth accuracy at certain orientation 

[Noureldin et al.d, 2001]. The dual FOG system overcomes this increase of the inclination 

error by adding one more gyro in the orthogonal direction and changing the BHA axes 

orientation at 45o inclination. The comparison between the two systems is therefore 

studied in terms of the inclination accuracy over the entire range of inclination angles of 

the radical section of the well.  

 

6.3.5. Experimental procedure. 

The experimental setup introduced earlier in this chapter for testing the 

continuous surveying process of the Dual-FOG system was utilized for the station-based 

surveying system. Accelerometer and gyro measurements (fx, fy, fz and ωy, ωz) were 

delivered at a sampling rate of 64Hz. Averaging at 1-second time intervals was performed 

for all the measurements in order to reduce the output uncertainties. The measurements of 

the third gyro (ωx) were only processed by KINGSPADTM software to provide the 

reference data. Each of the averaged data sequences was processed individually by a 

transversal tap delay line filter of 100 tap weights. Since the averaging process at 1-

second interval reduced the data rate from 64Hz to 1Hz, and due to the 100 delay 

elements of the filter, the output of the filtering stage was delivered after 100 seconds. 

The computation of the inclination and the azimuth angles was then performed. In order 

to improve the azimuth accuracy and to compensate for the effect of gyro bias error, the 

ZUPT procedure was performed for 200 seconds to allow for the convergence of the 

mean square estimation error (MSEE) of the error states of the surveying parameters 

provided by Kalman filter. 
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6.3.6. Results. 

6.3.6.1. Computation of the inclination and the azimuth angles. 

The experimental setup was used to test the station-based surveying procedure at 

three different situations; near the East direction, near the North direction and at the mid 

way between the North and the East directions. For each of these directions, the setup 

was mounted at an inclination of 75o. The comparison between the computed azimuth 

angle and the reference value, provided by KINGSPADTM after including the 

measurement of the third gyro, is shown on Fig.6.16. Errors of less than 0.2o occurred for 

the setup close to the East direction. These errors increased to about 1.7o at around 50o 

azimuth and to about 2.5o when heading close to the North direction. The utilization of 

the ZUPT procedure was necessary to limit the values of these errors especially for 

orientations close to the North direction. 

For the near vertical section of the well, the surveying parameters were 

determined while changing the orientation of the experimental setup up to 45o inclination. 

The inclination angle was computed accurately and errors of less than 0.08o were 

observed (see Fig.6.17). The impact of the internal sensor errors and the other 

environmental effects were kept minimal due to the large values of the Earth gravity 

components. The increase of the inclination error as the BHA was deviating from the 

vertical direction reached its maximum at 45o inclination where the change of axes 

orientation took place.  
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Fig.6.16. Comparison between the reference azimuth and the computed
azimuth for inclination angle of 75o. 
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Fig.6.17. The inclination error versus the inclination angle for the 
near vertical section of the well up to 45o inclination. 
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The experimental setup was employed to simulate several orientation changes 

between 45o inclination and the horizontal direction for the highly inclined section of the 

well. The change of axes orientation at 45o inclination caused the inclination error to 

decrease as the BHA was approaching the horizontal direction (see Fig.6.18). Thus, the 

worst inclination accuracy was measured at around 45o inclination. Along the horizontal 

direction slight deviations of the inclination angle from 90o affected the inclination 

accuracy and there was a small increase in the inclination error as the setup slightly 

deviated from the horizontal direction (Fig.6.19).   

Moreover, it was noticed that the inclination error is essentially independent of 

the azimuth direction. Fig.6.20 shows the inclination errors in the highly inclined section 

of the well at three different azimuth directions. Slight differences of less than 0.02o can 

be observed between the three graphs and these were due to the change of the 

accelerometer bias errors. 
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Fig.6.18. The inclination error versus the inclination angle for the 
highly inclined section of the well above 45o inclination. 
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Fig.6.19. The inclination error versus the inclination angle in the 
horizontal section of the well. 
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On the other hand, the azimuth accuracy depends on both the BHA deviation 

from the vertical direction (i.e. on the inclination) and on its azimuth direction. The 

dependence on the inclination angle was tested at 95o azimuth for both the near-vertical 

and the highly inclined sections of the well. As shown on Fig.6.21, the highest azimuth 

accuracy was obtained when the setup was close to either the horizontal direction (i.e. 

Ι→90o) or the vertical direction (i.e. Ι→0o). The azimuth error increased in between and 

reached its maximum around 45o inclination, where the change of BHA axes orientation 

took place. It can also be observed that the azimuth error was not symmetric around 45o 

inclination due to the drift of the gyros bias errors with time. However, it can be noticed 

that the change of axes orientation and the utilization of dual gyros with their sensitive 

axes normal to each other avoided the growth of the azimuth errors at high inclinations 

which usually happens when a single gyro is utilized [See Chapter 5]. 
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Furthermore, the surveying method suffers from an apparent growth of the 

azimuth error as the BHA is heading towards the North direction. The azimuth accuracy 

dependence on the BHA azimuth direction was explored at different inclination angles 

while pointing the setup close to the East direction, close to the North direction and at the 

midway between the East and the North directions (see Fig.6.22). It can be concluded 

from this figure that the highest azimuth error was obtained when pointing close to the 

North direction at 45o inclination. At each inclination angle, the worst azimuth accuracy 

corresponds to the situation close to the North direction (see Fig.6.22). In such a 

situation, any small change in the gyro measurement ωy corresponds to a considerable 

change in the azimuth angle. A change of one degree in the azimuth angle corresponds to 

a change in ωy by 0.1623o/hr for stations near the East direction (ψ=70o→90o) and by 

0.0159o/hr for surveying stations near the North direction (ψ=0o→20o).   

In general, the azimuth error was relatively much higher than the inclination error and a 

ZUPT procedure is therefore suggested to limit the azimuth error and to improve the 

overall surveying accuracy. 
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Fig.6.22. The azimuth errors at three different inclination angles for orientations close to the 
East direction, the North direction and the midway between the East and the North. 

I 
(deg.) 



 194
  It should be highlighted that the measurement uncertainties affected the 

computation of both the inclination and the azimuth angles. Fig.6.23 compares the 

inclination angle before and after processing the accelerometer measurements with the 

transversal tap delay line filter. The inclination uncertainty was reduced from 0.004o to 

0.00013o by filtering the accelerometer measurements. Although the inclination accuracy 

could be computed without filtering despite the relatively higher measurement 

uncertainties, the azimuth could not be determined directly due to the high uncertainty 

level at the gyro output. Fig.6.24 depicts the cos(ψ) term of Eq.(6.41) before and after 

filtering. It is clear that before filtering, cos(ψ) varied between the full span of ±1 which 

corresponded to values of azimuth between 0o and 180o. This caused computational 

instabilities of the azimuth angle. Therefore, it was imperative to implement the filtering 

process before the determination of the azimuth angle. This filtering approach performed 

efficiently in limiting the gyro measurement uncertainties but left the effect of the gyro 

bias error to be compensated by the ZUPT procedure. 
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Fig.6.23. The inclination angle before and after filtering with a transversal tap delay 
line filter of 100 tap weights. 
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6.3.6.2. Improvement of azimuth accuracy by the ZUPT procedure. 

  During the ZUPT procedure, the Kalman filtering algorithm provided an optimal 

estimate of both the inclination and the azimuth angles. Consequently, the mean square 

estimation error of the inclination ( 2
δθσ ) and the azimuth ( 2

δψσ ) converged to their 

minimum values of 5×10−7 (o/hr)2 and 5.5 (o/hr)2 respectively (Fig.6.25). Apparently, the 

MSEE of the azimuth was much higher than that of the inclination, since the azimuth was 

provided with lower accuracy at the beginning of the ZUPT. Therefore, longer ZUPT 

intervals might be highly beneficial in reducing the estimation error of the azimuth error 

state, as long as they are not delaying the drilling process. 

     

Time (sec.) 

cos(ψ) 
 

Before filtering After filtering 

Fig.6.24. The value of cos(ψ)  before and after filtering with a transversal tap delay 
line filter of 100 tap weights. 
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Fig.6.26. Variation of the inclination and the azimuth angles during the ZUPT procedure. 

Fig.6.25. Mean square estimation error of the inclination and the azimuth error states. 
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We have tested the influence of the ZUPT procedure at one surveying station 

located at 5.85o azimuth. As mentioned earlier, stations close to the North direction suffer 

from the highest azimuth errors. At the beginning of the ZUPT, the inclination and the 

azimuth were provided with errors of about 0.01ο and 2.85ο, respectively. After a small 

transient period, equal to the convergence of the corresponding MSEEs, the inclination 

and the azimuth angles started to approach the reference values. In fact, it can be 

observed in Fig.6.26 that the inclination angle coincides completely with the reference 

value provided by KINGSPADTM. On the other hand, the azimuth oscillated around the 

corresponding reference value with errors less than 0.5ο.  

 

6.3.6.3. Comparison between the single and the dual gyro systems.  

 The utilization of the dual gyro system overcame the increase of the inclination 

error at small inclination angles typical for the single gyro system [Noureldin et al.d, 

2001]. Fig.6.27 shows the inclination error δΙ over the entire range of the inclination 

angles of the radical section of the well. Apparently, the increase of δΙ for the single gyro 

system at small inclinations to more than 0.3o has been avoided in the dual gyro case. It 

can be observed that the dual gyro system kept the inclination error lower than 0.1o, and 

its maximum was at 45o inclination. In addition, the dual gyro system avoided the 

deterioration of the azimuth accuracy at small inclinations.  

It has been determined that the single gyro system failed to monitor the azimuth 

angle at 14o inclination and 94.68o azimuth due to the amplification of the gyro bias error 

δωy at small inclination angles ( ( ) 









=

ϕω
δωψδ

cossin
cos e

y

I
1 ) [Noureldin et al.d, 2001] 

by the 
I

1
sin

 term. When the dual gyro system was utilized and the change of axes 

orientation was implemented, we were able to monitor the azimuth angle at this 

orientation with error of less than 0.03o. 
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6.4. Conclusion. 

The Dual-FOG MWD surveying system introduces full navigation solution 

downhole for the different sections of the horizontal well and for the different drilling 

modes. Moreover, the Dual-FOG system avoids the limitations of the Single-FOG 

system. First, it can provide continuous surveying of the whole radical section of 

horizontal wells. Second, it overcomes the accuracy problems existing with the station-

based surveying processes utilizing the single-FOG system. The significant growth of the 

surveying errors at some inclination angles were avoided by the change of axes 

orientation at 45o inclination and the utilization of another orthogonal gyro in the 

monitoring process. 

 

 

Fig.6.27. Comparison of the inclination accuracy between the single and the 
dual gyro systems. 
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CHAPTER SEVEN 

CONCLUSION AND RECOMMENDATIONS FOR FUTURE RESEARCH 

 

7.1. Summary. 

This thesis aimed at introducing a new technique for MWD surveying of 

directional/horizontal wells in the oil industry. The objective was to design, develop and 

test a new MWD surveying system that replaces the present magnetic surveying 

technology, avoids its shortcomings and provides reliable azimuth monitoring 

methodology that satisfies today’s directional drilling requirements. 

This research started with a quantitative study of the feasibility of utilizing FOGs 

for MWD processes in the oil industry, which showed the low susceptibility of the FOG 

to various types of downhole vibration and shock forces. 

One, and subsequently two FOGs were incorporated with three-axis 

accelerometers to provide a full surveying solution downhole. The integration between 

the FOGs and the accelerometers was carried out using inertial navigation techniques.  

This research proposed two MWD surveying techniques. The first technique is 

based on a single FOG system, which incorporates one FOG with its sensitive axis along 

the tool spin axis and three mutually orthogonal accelerometers. This technique provided 

continuous surveying for the near-vertical section of directional/horizontal wells followed 

by station-based surveying for the highly-inclined and the horizontal well sections. The 

second technique improved the functionality of the first by utilizing a dual-FOG system, 

which used an additional FOG with its sensitive axis normal to the tool spin axis. This 

technique provided continuous surveying for the whole radical section of the well 

followed by station-based surveying for the horizontal section. 

The FOG performance was enhanced by utilizing some adaptive filtering 

techniques to reduce its output uncertainty so that the Earth rotation rate component 

could be monitored accurately during station-based surveying processes. In addition, 

applied optimal estimation techniques based on Kalman filtering methods were employed 

to improve the surveying accuracy.  
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7.2. Conclusions. 

The following conclusions can be drawn from the results of both the computer 

modeling and the experimental work performed in the course of this study: 

 

� Quantitative feasibility study for the applicability of FOGs in MWD 

processes: 

FOGs are reliable replacements of magnetometers in MWD borehole surveying 

processes. In addition, the utilization of FOG technology instead of magnetometers 

eliminates the need for the costly nonmagnetic drill collars. Due to its small size and high 

reliability, the FOG can be installed inside the bearing assembly 17” behind the drill bit. 

Thus, reliable surveying data can be obtained so that the drill bit can penetrate the 

downhole formation without deviating from its desired path. The computer model 

introduced in Chapter 3 showed that the FOG could perform adequately if utilized 

downhole, even in the presence of severe shock and vibration forces. 

 

� De-noising the FOG output signal: 

The FOG output uncertainty was significantly reduced by utilizing one of the two 

adaptive filtering methods introduced in Chapter 4. The forward linear prediction 

technique was found to be suitable for low cost and tactical grade FOGs with their 

relatively high output uncertainty. The FLP filter was capable of reducing the output 

uncertainty from 46.6o/hr to 0.694 o/hr and 0.152 o/hr when utilizing 300 and 600 tap 

weights, respectively. The FLP method has the advantage of repeating the design of the 

filter at each surveying station, thus taking into consideration the dynamics that might 

exist at the given station. 

The FLP technique cannot be applied for navigational grade FOGs due to the 

presence of colored (correlated) noise at their outputs. Thus, an alternative technique 

based on the utilization of known Earth rotation rate component as a reference signal 

during the learning process was suggested. This method is different from the FLP, 

because the filter is designed once at the beginning of the drilling process. Therefore, at 

each surveying station, the time used by the FLP process to obtain the optimal tap 
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weights is eliminated. Although this method does not adapt the filter tap weights to 

the different dynamics existing at different surveying stations, it has the advantage of 

being suitable for all type of FOGs. This method was capable of monitoring the Earth 

rotation rate with errors of less than 1o for tactical grade FOGs and less than 0.5o for 

navigational grade FOGs. 

 

� Single-FOG MWD surveying system. 

The Single-FOG system provided continuous surveying for the near vertical 

section of the well up to 20o inclination. Aided inertial navigation techniques utilizing 

either continuous velocity and altitude updates or ZUPTs were considered to enhance the 

long-term performance of the Single-FOG system. The experimental results when 

applying the continuous aiding technique with tactical grade inertial sensors showed 

inclination error of less than 0.4o, azimuth error of about 0.9o, maximum altitude error of 

about 50 cm and horizontal position errors of less than 50 m over 2 hours experiment. 

The regular ZUPT procedure was improved by a backward velocity error correction 

method to keep the position errors less than 95 m while utilizing two-minute time interval 

between neighboring ZUPTs. 

Due to the velocity and altitude updates provided to the Kalman filter, the velocity 

and the altitude errors became strongly observable error states and their MSEEs exhibited 

very fast convergence to the steady-state minimal value. Therefore, the velocity and the 

altitude errors were optimally estimated and kept bound in the long term. Moreover, the 

strong coupling between the velocity errors and the pitch and the roll errors was very 

beneficial for improving their estimation accuracy.  

At a certain transitional inclination angle, a virtual change of axes orientation was 

performed to avoid the increase of the inclination error. Station-based surveying at some 

predetermined surveying points was also considered. At each surveying station, the 

inclination was monitored with errors of less than 0.35o when utilizing navigation- grade 

inertial sensors. This inclination error was reduced considerably at high inclination angles 

and became less than 0.05o at inclination angles of more than 60o. In addition, the 

inclination error did not show any dependence on the azimuth direction. On the other 
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hand, the azimuth error depended on both the azimuth direction and the inclination 

angle. The worst azimuth accuracy (errors between 1o and 2o) was obtained when the 

platform was oriented close to the North direction (azimuth angle of less than 5o) at small 

inclination angles (inclinations of less than 45o). 

 

�  Dual-FOG MWD surveying system. 

The Dual-FOG system avoided some limitations of the Single-FOG system by 

adding one more FOG with its sensitive axis normal to the tool spin axis and colinear to 

the forward direction. Thus, the radical section of the well could be surveyed 

continuously without interrupting the drilling process. The experimental results obtained 

using navigational grade inertial sensors showed that azimuth errors as low as 0.5o could 

be achieved using the Dual-FOG system. Inclination errors of less than 0.03o and position 

errors of less than 5 meters were obtained over 100 min experiment while utilizing 

continuous velocity updates. ZUPTs with backward velocity error correction criterion 

kept position errors to less than 40 m. 

In general, station-based surveying is useful when utilizing the rotary mode of 

drilling and for the horizontal section of the well. The accuracy of the station based 

surveying technique was significantly improved by introducing the Normal FOG in the 

Dual-FOG system. This was achieved by introducing change of axes orientation at 45o 

inclination. The highest azimuth error was less than 1.2o at 45o inclination and close to 

the North direction. In addition, the worst inclination accuracy (0.1o error) was obtained 

at 45o inclination. The azimuth accuracy was then improved by utilizing Kalman filtering, 

which reduced the largest azimuth error to 0.5o.    

 

7.3. Thesis contributions. 

In this thesis, new surveying methodologies based on inertial navigation 

techniques utilizing fiber optic rotation sensors were introduced as a replacement of the 

widely used magnetic surveying systems. The inertial navigation technology incorporates 

three-axes gyroscopes and three-axes accelerometers to provide a full navigation solution 

of a moving platform. It was desirable to install the inertial sensors as close as possible to 
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the drill bit and to employ sensors that could be mounted in the limited space 

available downhole. This thesis introduced two different surveying scenarios that utilized 

either one or two high accuracy FOGs. In order to position a FOG with its sensitive axis 

along the tool spin axis inside the bearing assembly, a Torus FOG was suggested to allow 

the flow of mud through the drill pipe. The Single-FOG and the Dual-FOG systems 

provided full and reliable MWD surveying solution during directional/horizontal drilling 

processes. 

This research presented a comprehensive method for FOG modeling. The model 

can test the FOG performance and its stability and sensitivity to both internal design 

parameters and external environmental factors (e.g. vibration and shock forces). 

The performance of the FOG was enhanced by utilizing some adaptive filtering 

techniques. These techniques used the LMS adaptive algorithm for designing a tap delay 

line filter, but suggested the utilization of a changeable step size parameter during the 

adaptation process to ensure fast convergence of the algorithm while providing minimal 

error of the monitored Earth rotation rate. These techniques were very beneficial in 

significantly reducing the FOG measurement uncertainty while monitoring the Earth 

rotation rate. Thus, a single FOG installed along the forward direction of an INS could 

precisely monitor the component of the Earth rotation rate along its sensitive axis. 

Consequently, the deviation from the North direction (i.e. the azimuth angle) could be 

determined accurately. 

The FOG-based MWD surveying system proposed in this research cannot work as 

a stand alone INS because of the long-term growth of surveying errors. This thesis 

employed the technology of aided inertial navigation and suggested the utilization of the 

velocity and altitude updates as external aiding sources. The velocity updates can be 

obtained using ZUPTs or continuous measurement of the drill bit penetration rate along 

the downhole formation, which is provided at the surface of any drilling site. The altitude 

update is obtained using the measurement of the length of the drill pipe, which is also 

provided at the surface. 

The ZUPT procedure utilized by both the Single-FOG and the Dual-FOG 

surveying systems was enhanced using the backward velocity error correction criterion. 
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This criterion partially limited the velocity errors and the growth of the position errors 

between ZUPT stations. In addition, it can be implemented in real-time without affecting 

the drilling process. 

 

7.4. Recommendations for future research. 

The MWD surveying techniques developed in this thesis are a first step towards 

the actual implementation of the whole technology downhole. Fortunately, the results in 

this thesis started to attract several major oil companies to support further investigations 

related to this research area, in addition to the downhole implementation of the FOG-

based surveying system. Therefore, the following recommendations are made for future 

studies on the applicability of the FOG-based MWD surveying system: 

 

�  Optimal band-limiting and de-noising of surveying sensor signals. 

After installing the necessary set of surveying sensors downhole, the issue of 

providing accurate measurements by these sensors becomes pivotal for the successful 

implementation of this technology. Therefore, it might be beneficial to investigate the 

design of time invariant filters to effectively band-limit the surveying sensor signals 

before the computation of the surveying parameters. This process might eliminate a 

considerable portion of the sensor noise. Since slow BHA motion and rotations are 

usually performed downhole, the sampling rate of the inertial sensors usually exceeds the 

frequency contents of the BHA motion by at least 10 times. Thus, the BHA motion is 

represented in the lower part of the signal spectra and the band-limiting process acts like 

a low pass filtering. FIR filters will, therefore, be utilized to process the surveying sensor 

measurements. The optimal design of such FIR filter including the choice of an 

appropriate minimization criterion and the choice of filter parameters should be 

investigated in future research.  

The band-limiting technique could be extended further towards those frequency 

ranges in which sensor noise is mixed with the signal of interest. Filtering over a 

frequency band of mixed signal and noise requires the knowledge of how the noise and 

the signal are distributed in order to avoid signal distortion. De-noising using wavelet 
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techniques might therefore be beneficial [Skaloud, 1999]. This approach could also 

help in detecting the drift performance of the surveying sensors during station-based 

surveying processes. 

 

�  Utilization of adaptive Kalman filtering techniques. 

    In order to avoid the shortcomings of the conventional estimation algorithm 

provided by Kalman filtering techniques, the corresponding adaptive criterion and its 

suitability for the FOG-based MWD surveying methods might be investigated. The 

adaptive Kalman filter approach has been successfully applied for kinematic positioning 

[Mohammed, 1999]. Such approach takes into account the dynamic change of the 

estimation environment and the ambiguity in choosing the initial conditions. 

Measurement sequence from an independent source is utilized to optimally estimate the 

system noise and/or the measurement noise, which, in the conventional case, are kept at 

their initial values. Consequently, the filter becomes self-learning, so that it could adapt 

itself to the present surveying situation, including drilling dynamics, increase of 

uncertainties of some of the surveying parameters due to some specific drilling 

conditions, or unpredictable change of one or more of these parameters [Mohammed, 

1999]. 
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APPENDIX A 

DETERMINISTIC ANALYSIS OF FOG PERFORMANCE. 

 

The FOG is a true single-axis rotation sensor providing immunity to cross-axis 

rotation, shock and vibration with no moving parts and high reliability. The FOG is 

modeled as a symmetric pair of classical communication channels sharing a common 

physical channel in opposite direction of propagation [Aein, 1995]. The FOG, as shown 

in Fig.3.2, consists of the following parts: 

1. A rotation sensing coil: The fiber optic coil is chosen as a single mode fiber      

(and in some advanced systems it may be polarization-maintaining fiber). The 

length of this coil affects the accuracy desired. 

2. A solid state wide band optical source: Superluminescent diodes with their 

high emitting power and narrow spectral width are usually used in 

navigational grade high accuracy FOGs. Other types of LEDs or laser sources 

are utilized for low cost systems.  

3. An optical directional coupler and multifunction integrated optics chip 

(MIOC): (A) divides and carries optical source beam to opposite ends of the 

fiber coil where they propagate as clockwise CW and counter-clockwise CCW 

signals. (B) Electro-optically modulates the light. (C) Adds the returning CW 

and CCW beams from the coil ends and carries the vector-summed beam back 

to the optical detector. (D) Acts like a polarizer to select and orient the 

unpolarized light source onto the desired polarization axis.  

4. AC bias modulator: it activates the phase shifter inside the MIOC to make a 

phase modulation of the counter-propagating beams. This increases the 

sensitivity of the FOG and produces direction sensitive output. 

5. Serrodyne Phase Modulator: It filters the Sagnac signal and derives a voltage 

control phase shifter to cancel out the Sagnac phase shift. Consequently, the 

monitored rotation rate signal can be taken from the derive input to the 

voltage controlled optical shifter. 
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The reduction of the cost of the FOG manufacturing while keeping the same 

performance characteristics depends on the following factors: 

1. Development of MIOC, optical source, and photodetector using solid state 

devices fabricated with the available components. 

2. Low cost high quality polarization maintaining fiber coil.  

3. Robotic packaging and assembly of various parts in small volume (2.5” 

diameter and 0.5” height). 

4. Optimization of signal processing electronics to give bias drift less than 

0.1o/hr. 

The presently available FOG products use optical signals of a wavelength in the 

range from 1.3 to 1.5µ m that gives the minimum possible attenuation and pulse 

broadening (dispersion) [Senior, 1993]. A fiber optic coil between 250m and 1000m 

length is wound with polarization-maintaining fiber, which improves the optical 

reciprocity of the light path by reducing the level of the unwanted cross-polarized light 

being cross-correlated on the photodetector [Aein, 1995]. Although increasing the coil 

length improves the FOG accuracy, longer fiber optic coil lengths impose more 

attenuation on the optical signal. Thus, the coil length is limited by the power of the 

optical source and the attenuation characteristics of the fiber optic coil.  

 

A.1. FOG Operating Principle. 

Upon rotation, the FOG sensing coil is an accelerating frame of reference. The 

FOG photodetector mechanizes the output intensity of the interference between the two 

counter-propagating beams. With no rotation, the peak value of the optical source 

intensity is sensed. Any mechanical rotation rate along an axis normal to the FOG coil 

causes an optical path difference and a time delay between the counter-propagating 

beams, which affects the intensity of the optical beam at the input of the photodetector. 

However, the following problems arise with the output of the photodetector [Aein, 1995]: 

1. Rotation direction cannot be directly sensed as all the intensity functions 

describing the interference of the two counter propagating beams are even 

functions of delay. 
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2. The rotation rate sensor gain is low at low rotation rate because the 

intensity has zero differential sensitivity at zero rotation input. 

3. The need of a DC electronic amplification circuit as the output of 

photodetector is a DC output.  

The above three problems have been solved by introducing a phase modulation at 

multi-KHz frequency AC bias modulator for the counter-propagating beams before the 

photodetector. This can be achieved by the utilization of the optical phase modulator on 

one of the sensing coil terminals (see Fig.3.2). The derive voltage to the phase modulator 

periodically varies the optical path time delay through the modulator. This produces 

optical phase modulation time shift of the counter-propagating beams with respect to 

each other by the beam propagation time through the coil. The CCW beam is affected by 

the phase modulator before going through the fiber coil while the CW beams is affected 

by it after going through the fiber coil. This AC bias signal realizes the following: 

1. The utilization of less expensive AC photodetector output amplifiers centered 

on the imposed phase modulation carrier frequency. 

2. A direction sensitive detector output signal. 

3. More sensitivity to low rotation rates.     

The output becomes a sinusoidal signal function of the Sagnac phase shift. The 

mathematical analysis of this phase modulation will be discussed later in this appendix.  

The last problem facing the development of FOGs is their dynamic range. Since 

the sinusoid is linear only for small values of its argument, the useful measurement 

dynamic range is further restricted by the fact that the FOG sensor gain (scale factor) 

becomes nonlinear at high rotation rates. 

The measurement feedback with the serrodyne modulator is used to increase the 

dynamic range without the loss of accuracy. As the Sagnac phase shift sensed by the 

photodetector, feedback electronics at the photodetector output filters the Sagnac signal 

and derive a voltage controlled optical phase shifter to cancel out the developing Sagnac 

effect optical signal. The rotation rate signal can be taken from the drive input to the 

voltage controlled optical shifter. The optical shifter drives voltage that is directly 
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proportional to the rotation rate. The mathematical analysis of this phase modulation 

will be discussed later in this appendix. 

 

A.2. Deterministic Analysis. 

Let us assume that Ω  is the rotation rate of a certain platform and Ω̂  is the FOG 

estimate of Ω  at its output so that Ω̂  is unbiased, linear and direction sensitive. The 

following analysis does not take into consideration the scattering, attenuation and 

dispersion problems through the fiber. Let us consider that the source will launch the 

following signal to the system 

 ( ))(cos 00 ttAV nφω +=        (A.1) 

Where 0A  is the source maximum amplitude, 0ω  is the mean center frequency of the 

source ( 00 /2 λπω = ) and )(tnφ  is the broadband source noise. The two counter-

propagating beams remain in the same polarization state by the polarization-maintaining 

fiber. 

The phase modulator in the MIOC changes the refractive index in the optical 

wave guide in proportion to the applied voltage by employing the electro-optic effects. 

The resulting time delay variation in the beam passing through the phase modulator is 

proportional to the externally applied voltage. The CCW will be affected by the phase 

modulation mφ  before entering the fiber loop while the CW will be affected by the phase 

modulation mφ  after leaving the loop (i.e. after time 
o

0 C
Ln

V
L ==δ  through the fiber coil 

of length L  and refractive index n ; where oC  is the free space light velocity). The CW 

and CCW beams can be expressed as follows: 
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The output of the photodetector is given as the average of the intensity of the 

composite beam impinging the photodetector. 
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which can be written as 
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Squaring both CW and CCW expressed at Eq.A.2 and get their average and substitute in 

(A.4), one can get: 
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The first term in Eq.A.5 is a non-information-bearing DC term, which can be 

removed by the synchronous detector and the loop filter (see Fig.3.2). However, the 

second term presents the correlation between CW and CCW and can be processed to 

give: 
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It should be noted that the output voltage of the photodetector given in Eq.A.6 

corresponds to the case of no rotation applied to the FOG platform. One may note also 

that the source noise )(tnφ  is eliminated and is not participating in the output voltage. 

Let us consider that the platform carrying the FOG rotates by angular velocity Ω , 

the fiber coil rotates with the same angular velocity and the fiber coil ends will move a 

distance 02
d δΩ=∆  [Lefevre, 1993], where d is the diameter of the fiber optic coil. In 

addition, the time delay arising from this motion between the two counter-propagating 

beam is given as oCn2V2 // ∆=∆ . This time delay produces a Sagnac phase shift given 

as the value of the time delay multiplied by 0ω  (the mean center frequency of the 

source). Then, the Sagnac phase shift can be written as: 
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Substituting oω  by λπ /oC2 and oδ  by oCLn / , one can get: 
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It is obvious that the Sagnac phase shift is proportional to the input rotation rate. 

The produced Sagnac phase shift changes both the CW and CCW expressions given in 

(A.2) to be as follows: 
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Consequently, the output voltage can be determined as: 
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If the above analysis were made without considering the effect of the AC-bias modulator, 

the output voltage would become a DC signal given as )cos(
8
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2
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=  which is an 

even function of the Sagnac phase shift and consequently the rotation rate. Consequently, 

the rotation direction cannot be determined.  

If we consider the phase modulation signal given as follows [Aein, 1995]:  

 tAt mm ωφ sin
2

)( −=        (A.11) 

where mm fπω 2=  and mf is the modulation frequency in the range of 100 KHz. If mφ  is 

substituted in the expression of the output voltage given in Eq.A.10, the synchronous 

photodetector output V~  can be determined as follows: 

 ( ) s
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=        (A.12) 

where  )(1 AJ  is the Bessel function of first order. In fact, mω  is chosen such that 

πδω )12( += kom , where k  is a positive integer. The output voltage is maximized by 

using A= 1.8 which gives 5815.0)8.1(1 =J . 
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Apparently, the sinusoidal AC-bias modulator produces a DC-free direction 

sensitive output. In addition, for small rotation rates and consequently small values of 

Sagnac phase shift, sφsin  can be approximated as sφ and the output voltage in this case 

becomes directly proportional to the Sagnac phase shift and consequently to the rotation 

rate and can be given as 

 Ω
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Unfortunately, this simple open loop structure fails, if the produced Sagnac phase 

shift sφ gets larger at large input rotation rate. Moreover, the open loop system suffers 

from the non-linearity of the sinusoidal function at high rotation rates. This problem is 

solved by operating the FOG in a closed loop configuration utilizing the optical phase 

locked loop (PLL). 

 

A.3. Feedback FOG with Serrodyne Modulator. 

For a closed loop FOG, an additional phase modulation on the MIOC is 

introduced to null out the Sagnac phase shift sφ  developed by the rotation rate Ω . The 

nulling signal is obtained by estimating sφ  and then using this estimate to cancel it. Thus, 

the resulting estimate of the rotation range Ω̂  will be proportional to Ω  over a wide 

range. 

Let us define the error phase εφ  as the difference between the Sagnac phase shift 

sφ  and the voltage controlled external phase shift obtained from the estimation of sφ and 

introduced by the closed loop of the FOG. Consequently, the phase shift between the two 

counter-propagating beams becomes εφ  which replaces sφ  in Eq.A.12. Because this 

closed loop is in lock, εφ  is very small so that εε φφ =~sin even for large rotation rates. 

The objective of the PLL is to keep εφ  very small and drive it to zero when Ω  is 

constant. 

The implementation of the PLL requires a voltage control oscillator (VCO) with 

its output is an optical wave whose frequency is adjusted by a DC control voltage. The 
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frequency shift is equivalent to adding an unbounded phase ramp to the phase of the 

VCO output optical wave with the slope of this ramp is equal to the frequency shift. The 

slope of the phase ramp is controlled using the DC input voltage. However, it is 

impossible to physically implement this VCO function with the electro-optic effect in the 

MIOC. Since the electro-optic effect on the MIOC can achieve only a bounded time 

delay, the phase ramp must be periodically reset to produce a serrated (serrodyne) 

waveform as shown in Fig.A.1. The serrodyne phase modulation that mechanizes the 

VCO function on the MIOC is shown in Fig.A.2. 
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Fig.A.1. Ideal Serrodyne Modulator. 
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The output phase of any phase modulator can be mathematically represented 

by the indefinite integral of a time-varying frequency, ( )tη . 

∫−=
t

dttt )()( ηφ        (A.14) 

where ( )tη  is the optical frequency modulation waveform outputting from the serrodyne 

modulator and is given by the derivative of the serrodyne phase waveform                       

( )()( t
dt
dt φη = ). As shown in Fig.A.2, ( )tη  is the superposition of a DC value 0η  and an 

impulse train caused by the flyback resets in )(tφ . 

 The serrodyne modulator is added to the Ac bias modulation to produce a total 

phase modulation, ( )tmφ  which is given by: 
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)(tmφ shown in Eq.A.11 is modified with the new expression of Eq.A.15 and then 

substituted in Eq.A.10 to get the new expression of the output voltage as follows: 
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 This output voltage passes through the synchronous detector and is filtered about 

mω  to give the output V~ : 
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which can be rewritten in terms of the error phase εφ  as follows: 

( ) ( )εφsin~ AJ
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where ∫
−

−=
t

t
s

0

dtt
δ

ε ηφφ )(         

Let us assume that the VCO output frequency is held constant such that 0t ηη =)( , 

then we can consider that 00

t

t 0

dtt δηη
δ

=∫
−

)(  and hence the error phase 00s δηφφε −= . 

Consequently, when the measured Sagnac phase shift is obtained and the system sets 

oso δφη /= , the error phase εφ  goes to zero. This is exactly the condition for a PLL to 

stabilize. However, as mentioned earlier, the implementation of an ideal VCO is not 

possible as the MIOC has a peak phase shift. The peak ramp phase value, ∆oη , is hold 

constant and equal to π2 . Upon rotation, 0η  changes with respect to the variation of the 

Sagnac phase shift sφ  to cancel it by varying the period of the ramp function ∆ . The 

angular frequency function )(tη , for this serrodyne phase waveform, is given by: 

 ∑
∞

−∞=

∆−−=
l

l )(2)( 0 tt πδηη       (A.19) 

where  oηπ /2=∆ . In fact, )(tη  becomes the desired function that is dependant on the 

rotation rate. It consists of constant frequency value oη  and unwanted impulse train and 

its integral is given as: 

 ∑∫
∞+
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l )()( trect2dtt 00
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    (A.20) 

where 


 +∆<<∆

=∆−
elsewhere0

t1
trect 0δll

l )(   

The necessary part of the serrodyne modulation in Eq.A.20 is only the first term 

ooδη . The problem with using the serrodyne modulation is the impulse train of period ∆  

with the area under each pulse equal to π2 . These impulses result from the flyback 

needed to keep the value of the maximum phase equal to π2  and they cannot be 

neglected. With taking into consideration the effect of these impulse train, the error phase 

εφ can be written as 
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∑
+∞

−∞=

∆−+−=
l

l )(200 trects πδηφφε     (A.21) 

These unwanted pulse trains switch between 0 and π2  corresponding to 

∑
+∞

−∞=

∆−
l

l )(trect switching between 0 and 1. If the optical parameters are carefully 

controlled to keep the peak serrodyne phase always at π2 , we can write that 

00s δηφφε −= . This is achieved by keeping πη 2=∆o . 

The closed loop operation derives s0o φδη = . Since πη 2=∆o , the flyback 

frequency 1−∆  becomes equal to 
0

s
2πδ
φ

. If we substitute by the expression of sφ  from 

Eq.A.8, the relationship between the flyback frequency of the serrodyne modulator and 

the applied rotation rate can be obtained as follows:  

 Ω
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By taking into consideration that CLn /0 =δ , equation (A.22) can be rewritten as: 

 Ω
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        (A.23) 

For the presently available FOG products, the applied rotation rate is evaluated by 

directly measuring the flyback frequency 1−∆  using simple digital counting circuits and 

employs the scale factor dn /λ . The success of the serrodyne phase modulation depends 

on stable and accurate values of the scale factor dn /λ , precise adjustment and tuning of 

the trigger threshold πη 2=∆o  and an ideal instantaneous serrodyne flyback time. The 

above analysis shows that the feedback operation of the closed loop FOG can give 

accurate measurements of rotation rate with high sensitivity, accuracy and dynamic 

range. The noise associated with the propagation will affect the FOG performance. 

Among these noise sources, one can mention the attenuation and dispersion of the optical 

signal along the fiber, the source noise, and the shot noise and thermal noise of 

photodetector. These noise effects can be minimized utilizing some digital signal 

processing techniques. 
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APPENDIX B 

DESIGN AND IMPLEMENTATION OF THE EXPERIMENTAL SETUP 

 

The purpose of this appendix is to describe the design and the implementation of a 

special experimental setup, which simulates the three-dimensional rotational and 

translational motion of the bottom hole assembly (BHA). In fact, testing the surveying 

methods developed in this thesis directly downhole could be counterproductive since 

controlled experiments would be very difficult if not impossible. Therefore, a 

comprehensive BHA motion simulator was necessary to test these new surveying 

methods. 

 

B.1. Design of the experimental setup. 

The experimental setup was designed to satisfy specific requirements related to 

the directional drilling process. It is capable of providing simultaneous rotation about 

three mutually orthogonal axes as well as translational motion. Since the penetration rate 

of the drill bit through the downhole formation is very small (about 1 cm/sec.), the 

inclination angle (the pitch) changes very slowly during the directional drilling process. 

Before the beginning of the directional drilling process, a desired azimuth direction is 

established, and therefore, only small changes in the azimuth angle are expected due to 

the downhole formation. The tool face angle (the roll) is controlled by the drilling 

engineer and small angular changes are expected as well.  

The layout of the experimental setup is shown on Fig.B.1. An angular scale is 

provided along each of the three axes allowing the user to follow the angular changes 

along any axis. The whole setup (Fig.B.1) consists of three circular discs. The first disc 

simulates the changes in the inclination angle and carries the whole setup. The second 

disc carries the inertial sensors (the FOG and the accelerometers). The third disc carries 

the batteries that supply the FOG and the accelerometers. In addition it prepares the FOG 

and the accelerometer signals for telemetry to the processing unit.   
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Rotation about each individual axis should be controlled in order to deliver 

small angular changes similar to the downhole situation during the horizontal drilling 

process. This can be implemented by DC motors controlled by a DC servo amplifier in a 

closed loop control system as shown on Fig.B.2. The fundamental idea of rotational 

motion control is to have an accurate control over a remote, distant, or isolated 

mechanical system [PWM servo amplifiers, Advanced Motion Control, CA, 1996]. The 

three key elements are: (1) the basic controller which links time, motion and position for 

the purpose of performing a series of tasks; (2) the servo amplifier which converts the 

low level analog or digital command signal from the controller into either voltage or 

current to drive the motor; (3) the servo motor which converts the electrical energy into 

mechanical energy. The link between the controller and the energy conversion system is 

the servo amplifier.  
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Fig.B.1. Layout of the experimental setup. 
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As shown on Fig.B.1, the motor M1 is coupled to the sensor disc to provide 

rotation about the horizontal plane simulating the change in the azimuth angle. The motor 

M2 is attached to another shaft perpendicular to the vertical one and crosses cylindrical 

box (Fig.B.1) to simulate changes in the roll. This cylindrical box should be designed to 

minimize the vibration and to allow the AC power to be delivered to the sensor and the 

batteries discs.  

The inertial sensors required for this experiment include single FOG and three 

accelerometers. The FOG should be mounted originally in the horizontal plane of the 

sensors’ disc. Three mutually orthogonal accelerometers are then mounted with one of 

them having its sensitive axis aligned along the FOG sensitive axis. In addition, the setup 

should incorporate an electronic compass to determine the initial azimuth and to provide 

a reference to the values determined for the azimuth during the station-based surveying 

processes by the FOG and the accelerometers. The outputs of the FOG and the 

accelerometers are then delivered to an analog-to-digital converter (A/D). The 

measurements is digitized in real-time by a suitable A/D card and then processed by a 

computer unit. In addition a suitable software program is necessary for real-time 

manipulation of the measurements. 

 

B.2. Implementation of the experimental setup. 

The experimental setup was prepared according to the design discussed in the 

previous section. The reference for the rotation along the three mutually orthogonal axes 

was provided by an angular scale prepared using a rotary table with an accurate indexing 

Servo 
Amplifier DC 

Motor

Monitoring of the shaft 
position

Command 
signal 

Feedback 
signal 

+ 

- 

Fig.B.2. Closed loop analog position control of DC motor. 
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head, which gave an accumulative error of less than 1%. The rotational motion about 

each individual axis was provided by a 12 Volts brush type DC motor with a 5/8’’ 

diameter shaft. The three discs shown on Fig.B.1 were prepared with dimensions and 

materials suitable for the measurement and control devices used in this experiment. The 

first disc is a base wooden disc, which is of 15’’ diameter. The sensors disc is 9’’ 

diameter steel disc mounted above a cylindrical steel box (4’’ in diameter and 4’’ in 

length) and the box has internal structural supports that contain a reduction gearbox. The 

motor (M1) is mounted onto the bottom of the box to provide rotation of the sensors’ disc 

around the vertical axis (Fig.B.1) to simulate the change in the azimuth. The motor is 

linked to the reduction gearbox by a vibration-absorbing coupler attached to the drive 

shaft. The output shaft of the gearbox has two specially designed copper brush rings 

attached with wires running through the center of the shaft to the second and the third 

discs. The 120VAC power is delivered through copper commutator rings and carbon 

brushes, which are attached to the output shaft of the reduction gearbox as described 

above. The second motor (M2) is attached to another shaft perpendicular to the vertical 

one and crosses the cylindrical box as shown on Fig.B.1 to simulate the changes in the 

roll. The third disc hosts the batteries and data telemetry devices. This disc is mounted 

using four steel legs that are attached to the sensors’ disc as shown on Fig.B.1. Each leg 

is cylindrical in shape with a length of 6’’ and a diameter of 0.75”. The third disc carries 

two 12VDC, 1.1 Ah batteries and a single 7.2 V DC, 1.5 Ah battery. The 12 VDC batteries 

provide the supply for the FOG and the electronic compass. The 7.2 VDC battery 

provides the supply for the three-axis accelerometer package. Since the power needed by 

the accelerometers package is 5VDC, a simple regulating circuit utilizing the 7805 

voltage regulator is used to reduce the 7.2 Volts into 5 Volts. The outputs from the FOG, 

the compass and the accelerometers are collected at the terminal block TB-1. These 

outputs are transmitted from the platform through a shielded cable to the terminal block 

TB-2 that connects the measurements to the analog-to-digital (A/D) converters attached 

to the laptop. A photograph of this setup is shown on Fig.B.3.  

 

 



 

 

237
 

 

 

 

 

 

 

 

 

 

 

 

 

 

The FOG used in this study is E-Core-2000 (KVH, Orland Park, IL) low-cost 

gyroscope with a tactical grade performance (7.2o/hr drift rate and 5o/hr/ Hz angle 

random walk (ARW)). The three-axis-accelerometers is Tri-Axial 2412-005 (SILICON 

DESIGNS, Issaquah, WA) with g5±  input range and 1% of the full range bias 

calibration error, 2% cross axis sensitivity, 50 (ppm of span)/oC bias temperature drift 

and 0.002g output noise (RMS). 

 

B.2.1 Control of rotational motion. 

DC servo amplifiers (25A8, ADVANCED MOTION CONTROL, Camarillo, CA) 

were used to drive the brush-type DC motors at a high switching frequency. The servo 

amplifiers required a 20 VDC power supply positioned under the whole setup. The servo 

amplifiers are configured to work at the analog position loop mode to implement the 

closed loop control system shown on Fig.B.2. 

The Command analog signal is obtained from the setup operator by controlling 

the wiper of a 10 ΩK  potentiometer. The feedback analog signal is obtained by 

establishing a mechanical connection between the motor shaft and the wiper of another 

Fig.B.3. The experimental setup with showing the inertial
measurement devices (the FOG and the three
accelerometers). 

Compass 

Accelerometers 

FOG
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10 ΩK  potentiometer. The wiper is attached to the motor shaft using special glue and 

left for one complete day to harden before attaching the motor to the whole setup. Both 

potentiometers receive a ± 5 VDC supply from the servo amplifier. The commanding 

signal from the first potentiometer is connected to one of the differential input terminals 

while the feedback signal from the second potentiometer is connected to the other 

differential input terminal. These two signals are compared, conditioned and then 

processed by the control logic circuit inside the servo amplifier to drive the DC motor 

(Fig.B.4). In addition to the angular position control, the rotation rate can be controlled 

with an optical encoder attached to the motor shaft. The output of the optical encoder is 

connected to the tachometer input available at the servo amplifier. 

 

B.2.2. Signal conditioning and data acquisition. 

The experimental setup described in the previous section incorporates single FOG 

and three accelerometers. The output of each of them is an analog signal in the range of 

± 2.0 Volts (corresponding to –100 o/s to 100 o/s) for the FOG and 0.5 Volts to 4.5 Volts 

(corresponding to –5g to 5g) for the accelerometers. In addition the electronic compass 

(C100, KVH, Orland Park, IL) provides an analog output in the range from 0.1 Volts to 

1.9 Volts (corresponding to 0 to 360 degrees). The orientation of zero azimuth is adjusted 

initially before turning on the motors to avoid the possible magnetic interference from the 

motor coils. In addition, we tried to keep the compass as far away as possible from any 

steel or iron materials associated with the setup. 
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It is recommended by the manufactures of the FOG and the accelerometers to use 

the differential output from the devices rather than the single ended outputs. Each of 

these devices provides an output signal that carries information about either the rotation 

rate (for the FOG) or the linear acceleration (for the accelerometers). The single-ended 

connection can be established by referring the output signal to the common ground 

provided by the device. In this circumstance the zero rotation rate and zero acceleration 

will correspond to + 2.5 Volts for either the FOG or the accelerometers. However, this is 

not as accurate as the differential measurement. Both the FOG and the accelerometers 

deliver a reference signal at 2.5 Volts, which fluctuates and/or is biased similar to the 

main output. In this situation the zero rotation rate and the zero acceleration will 

correspond to zero volts for both the FOG and the accelerometers. In our experiments the 

differential outputs of the FOG and the accelerometers were delivered to the A/D card via 

shielded cable from the batteries and telemetry disc to the A/D terminal block located 

outside the whole setup (Fig.B.5). 

DC-Servo 
Amplifier 

+5 VDC 
GND 

- 5 VDC 
+ REF 
-  REF 

+ -
20 VDC 

power supply. 

+ Tach in 
-  Tach in 

+ Motor 
-  Motor 

12 VDC 
Motor 

Manual  
Control 

Mechanical 
connection between 
motor shaft and the 

potentiometer wiper.
Optical encoder 

Fig.B.4. Connection diagram for the DC motor positioning and speed control. 
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The A/D card (DAQCard-1200, National Instruments, Austin, TX) is 12-bit 

analog-to-digital converter that can accommodate up to 8 channels in single ended mode 

and 4 channels in differential mode. This A/D card was configured to receive differential 

input signals. Since the A/D card can only accommodate four differential inputs, the 

output from the electronic compass was measured at the beginning of each experiment by 

a digital voltmeter to determine the initial azimuth. The connection diagram for the FOG 

Fig.B.5. The connection diagram for processing the FOG and the accelerometers output
signal and interfacing them to the A/D system [Noureldin et al.b, 2000]. 
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and the accelerometers is shown on Fig.B.5. It can be noted that although differential 

input signals are processed, the common of the A/D card still needs to be connected to 

the common of each of these input signals. If this connection is not provided, the received 

signals are highly corrupted by the noise of the external environment. The signal common 

of the FOG is isolated from the power supply common, while the signal common of the 

accelerometers is connected to the power supply common. The isolation between the 

FOG signal common and its power supply common reduces the noise at the FOG output 

signal. Therefore any connection between the FOG signal common and the power supply 

common produces a drop in the voltage of the FOG output signal. If the FOG signal 

common is connected with the signal common of the accelerometers at the A/D terminal 

block and both devices are supplied from the same power source, a drop in the FOG 

output signal is expected. To avoid this problem two different batteries were used to 

supply the FOG and the accelerometers thus separating the FOG power supply common 

from the rest. 

The FOG and the accelerometer signals were connected to the A/D terminal block 

(TB-2, Fig.B.3). The A/D card is installed inside a laptop computer (Compac 433 MHz, 

AMD processor and 64 MB RAM). A special software program was prepared for this 

setup using CVI development environment (Ver.5, National Instruments, Austin, TX). 

This program provides real-time acquisition of the four analog input signals and plots 

them in real-time on the screen with a graphical user interface that allows the user to 

monitor the variation of the FOG and accelerometer signals (Fig.B.6). Moreover, this 

program allows the user to set different ranges for the vertical axis of the four channels 

for proper monitoring of the measurement process [see Fig.B.7.]. The process of reading 

data from the four input channels starts first by acquiring the data into a buffer and then 

transferring these data into an array for each channel. The value inside each array is saved 

in real-time into a file for further off-line processing. Therefore, after each experiment 

different files archive the measurements for the FOG and the accelerometers. 

Furthermore, the program can be configured not only to acquire measurements using the 

A/D card (real-time analysis) but also to read data from already existing files for further 

off-line analysis of the raw measurements (see Fig.B.8). 
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Fig.B.6. Software program for 4-channels data acquisition. 

Fig.B.7. Changing the range of the vertical axes of the four channels in 
real-time during the data acquisition process. 
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The 12-bit A/D converter used to digitize the FOG and the accelerometer signals 

has a dynamic bipolar range of 5±  Volts. Therefore, the resolution of this A/D converter 

is computed as rR 2 (where R is the peak to peak voltage range and r is the number of 

bits used for digitization) giving a resolution of 2.44 mV and digitization error of 1.22 

mV. During the station-based surveying process while the FOG is monitoring the Earth’s 

rotation rate (maximum of 15o/hr) the maximum value of the voltage signal expected 

from the FOG is 0.083 mV above its bias. This value is obtained after applying the FOG 

scale factor given as 20 mV/(o/sec.). It is clear that the value of 0.083 mV is below the 

resolution of the A/D converter. Therefore, the FOG output signal needs to be amplified 

during the alignment process to bring the voltage value above the resolution limit of the 

A/D converter. The amplification of the FOG differential signal is implemented using a 

low-cost, low-power instrumentation amplifier AD620 [Analog Devices, Amplifiers 

reference manual, 1994]. This 8-pin IC is equivalent to the three operational amplifiers 

configuration shown on Fig.B.9 [Irvine, 1994]. The value of the resistance gR  controls 

the desired gain value. The total error of AD620 is about one half that of the traditional 

circuit shown on Fig.9.a with lower noise level (less than 9 nV/ .Hz ). For the AD620, 

Fig.B.8. Configuration of the software program for different signal sources 
(acquiring data through the A/D card or reading data from a file).
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the gain is defined as 
gR

G 1000*9.491+= , where gR  is an external resistor connected 

to the AD620 IC as shown on Fig.B.10. In this experiment, a standard Ω51  resistor is 

used to give 979.43 amplification ratio. 
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Fig.B.9. The traditional amplification circuit for differential signals.  
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Fig.B.10. Connection diagram for the amplification of the FOG signal 
during the alignment process using AD620. 
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APPENDIX C. 

STUDYING THE LONG-TERM BEHAVIOR AND THE INTERRELATIONSHIP 

BETWEEN THE VARIOUS SURVEYING ERRORS. 

 

In general, the velocity errors (δVe, δVn and δVu), derived for the simplified 

Single-FOG MWD near-vertical surveying system or those given for the Dual-FOG 

system, depend on two major set of surveying errors. The first set includes the attitude 

errors (δθ, δφ and δψ) and the second set represents the accelerometer bias errors. 
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where ne ff ,  and uf  are the specific force measurements after being transformed into 

the l-frame and ne ff δδ ,  and ufδ  are the accelerometer bias errors after being 

transformed into the l-frame. Similarly, the error terms which have significant effect on 

the attitude errors include the velocity errors (δVe, δVn and δVu) and the gyro drift errors. 
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where ne δωδω ,  and uδω  are the gyro drifts after being transformed into the l-frame. 

In general, fe and fn are very small acceleration components (close to zero) if 

compared to fu, which is close to gravity (9.808 m/sec2). It can be determined from the 

velocity error equations that eVδ  and nVδ  are respectively related to δφ  and δθ  

through the acceleration component uf  while being related to the azimuth error δψ  

through the acceleration components nf  and ef  respectively. Consequently, a strong 
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coupling exists between δVe and δφ and between δVn and δθ, while weak coupling 

appears between either δVe or δVn and δψ.  

If two INS surveying errors states are strongly coupled to each other, any 

dynamical changes in one of them over time will be shown on the other. Therefore, if one 

of these error states is accurately estimated with an appropriate optimal estimation tool 

(like Kalman filtering), the other error state can be estimated accurately too. For example, 

accurate estimation of the velocity error states by any suitable velocity update 

measurements does not only improve the accuracy of velocity computation but also the 

accuracy of the computed inclination and roll angles. 

 

C.1. The Schuler effect. 

The velocity errors δVe and δVn are composed of two components. The first 

component is called Schuler component, which describes the strong coupling with δφ or 

δθ. The second component is a non-stationary component, which depends on the BHA 

acceleration components along the horizontal plane and relates the velocity errors to the 

azimuth error. These two components can be rewritten as follows [Salychev, 1998]: 
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where e
SchVδ  and e

nstVδ  are respectively the Schuler and the non-stationary components 

of eVδ  and n
SchVδ  and n

nstVδ  are respectively the Schuler and the non-stationary 

components of nVδ . 

The strong coupling between eVδ  and δφ  on one hand, and nVδ  and δθ  on the 

other are described by the block diagrams shown on Figs.C.1.a and C.1.b. These block 

diagrams are well known in INS as Schuler loops describing the errors in the velocity and 

the attitude components in the horizontal plane (i.e. along the East and the North 

directions) [Salychev, 1998; Mohammed, 1999]. 
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If we differentiate the Schuler component of both δVe and δVn and substitute 

by the corresponding rate of change of δθ and δφ, the following linear non-homogeneous 

2nd order differential equations can be obtained [Salychev, 1998]: 

nu
e
Sch

ue
Sch fV

hN
f

V δωδδ =
+

+&&        (C.4) 

eu
n
Sch

un
Sch fV

hM
f

V δωδδ =
+

+&&      (C.5) 

The solution of these 2nd order differential equation yields velocity errors δVe and 

δVn along the horizontal directions oscillating over time with a very small frequency 

equal to 1/5000 Hz called the Schuler frequency 
hM

f
2
1

hN
f

2
1f uu

s +
≅

+
≅

ππ
 

[Titterton and Weston, 1997]. This frequency corresponds to time interval of about 84.4 

minutes. Consequently, the velocity error becomes bounded over time.  

Due to the strong coupling of δθ  and δφ  with the Schuler components of eVδ  

and nVδ , the inclination and the roll errors become bounded over time and oscillate with 

approximately the same Schuler frequency. 
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Fig.C.1.a. Block diagram showing the Schuler loop describing the coupling 
between eVδ  and δφ  (i.e. along the East channel).  
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C.2. Non-stationary components of surveying errors. 

The non-stationary parts of both eVδ  and nVδ  can jeopardize the long-term 

accuracy of the position components along the North and East directions. If we process 

e
nstV&δ  and n

nstV&δ  (see Eq.C.3) by integrating twice over time, the corresponding position 

errors 
nstEPδ  and 

nstNPδ can be given as follows: 

 ( ) tVtPtP n
1kEkE nstnst

∆−= − δψδδ )()(     (C.6) 

 ( ) tVtPtP e
1kNkN nstnst

∆+= − δψδδ )()(     (C.7) 

While determining the last two equations, it has been assumed that ∫ = n
n Vdtf  

and ∫ = e
e Vdtf  for simplicity. It can be observed that 

nstEPδ  and 
nstNPδ  drifts with 

time at a rate of δψnV  and δψeV  respectively. The azimuth error (δψ ) is therefore 

playing an important role in determining the long-term accuracy of the position 

components. Since it is modulated by the velocity components either along the North or 
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+
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+

+
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)0(nVδ

)0(δθ

θδ &

Fig.C.1.b. Block diagram showing the Schuler loop describing the coupling between nVδ  and 
δθ (i.e. along the North channel).  
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bias error 
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the East direction, the effect of azimuth error becomes particularly significant at high 

velocities. Fortunately, this is not the case with the present application of MWD 

surveying because the BHA always has slow penetration rate. However, if no optimal 

estimation of velocity errors are continuously determined and removed from the velocity 

components, we can expect significant long-term growth of the velocity errors, which 

give large inconsistent values of eV  and nV . These large velocities values modulate the 

azimuth error and jeopardize the BHA position accuracy in the long-term. Therefore, it is 

essential to establish accurate computation of the velocity components to cancel the 

inclination and the roll errors and limit the growth rate of the position components. 

 

C.3. Solution of the surveying errors state equations. 

The surveying errors in this section are categorized as errors along the horizontal 

channels (i.e. along the East and the North directions) and errors along the vertical 

channel. The errors along the horizontal channels include 
nstEPδ  and 

nstNPδ  for position 

errors along the East and the North directions, eVδ  and nVδ  for the velocity errors and 

δθ  and δφ  for the attitude errors. The errors along the vertical channel include the 

altitude error δh, the vertical velocity error uVδ  and the azimuth error δψ. 

 

C.3.1. Surveying errors along the horizontal channels.        

The behavior of surveying errors along the East channel 
nstEPδ , eVδ  and δφ  are 

similar to that of the North channel 
nstNPδ , nVδ  and δθ , respectively. Thus, for 

simplicity, these error states are denoted as δP for the position error, δV for the velocity 

error and ε for either the inclination or the roll errors. 

The different error sources contributing to these surveying errors are shown on 

Table C.1 for the velocity errors and Table C.2 for the position errors and Table C.3 for 

the attitude errors [Mohammed, 1999].     
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Table C.1. Sources of velocity errors along any of the horizontal channels. 

δV 
(Horizontal channel) 

Error sources  

 Initial velocity errors 0Vδ . ( )tf2V s0 πδ cos  
 Initial misleveling ε0 (i.e. initial errors in 

either the inclination or the roll angles).  
( ) ( )tffR sso ππε 2sin20  

 Accelerometer bias errors (b) ( )tf2
f2

b
s

s
π

π
sin  

 Gyro drift (d) ( )[ ]tf21dR so πcos−  
 

Table C.2. Sources of position errors along any of the horizontal channels. 

δP 
(Horizontal channel) 

Error sources  

 Initial position errors 0Pδ . 0Pδ  
 Initial velocity errors 0Vδ . ( )tf2

f2
V

s
s

0 π
π

δ
sin  

 Initial misleveling ε0 (i.e. initial errors in 
either the inclination or the roll angles).  

( )[ ]tfR so πε 2cos10 −  

 Accelerometer bias errors (b) ( )[ ]tf21
f4

b
s2

s
2 π

π
cos−  

 Gyro drift (d) 
( )








− tf2

f2
1tdR s

s
o π

π
sin  

 

Table C.3. Sources of attitude errors along any of the horizontal channels. 

ε 
(Horizontal channel) 

Error sources  

 Initial velocity errors 0Vδ . ( )tf2
Rf2

V
s

os

0 π
π

δ
sin

−
 

 Initial misleveling ε0 (i.e. initial errors in 
either the inclination or the roll angles).  

( )tf2 s0 πε cos  

 Accelerometer bias errors (b) ( )[ ]1tf2
Rf4

b
s

o
2
s

2 −π
π

cos

 
 Gyro drift (d) ( )tf2

f2
d

s
s

π
π

sin  
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C.3.2. Surveying errors along the vertical channel.        

The different error sources contributing to these surveying errors uVδ , δh and δψ 

are shown on Tables C.4, Table C.5 and Table C.6, respectively. 
 

Table C.4. Sources of velocity errors along the vertical channel. 

δVu  
(Vertical channel) 

Error sources  

 Initial velocity errors 0uVδ . 0uVδ  
 Accelerometer bias errors (bu) along the 

vertical channel 
tbu  

 

Table C.5. Sources of position errors along the vertical channel. 

δh  
(Vertical channel) 

Error sources  

 Initial position errors δh0. 0hδ  
 Initial velocity errors 0uVδ . tV 0uδ  
 Accelerometer bias errors (bu) along the vertical channel. 2

u tb
2
1  

 

Table C.6. Sources of attitude errors along the vertical channel. 

δψ  
(Vertical channel) 

Error sources  

 Initial velocity errors 0Vδ  along 
the horizontal channel. 

( )







−

s

s

o

0
f2

tf2
R

V
π
πϕδ sin

tan  

 Initial misalignment δψ0 (i.e. 
initial azimuth errors). 

0δψ  

 Initial misleveling ε0 (i.e. initial 
errors in either the inclination or 
the roll angles).  

( )[ ]tf21 so πϕε costan +−  

 Accelerometer bias errors (b) 
( )[ ]tf21

f4
1

R
b

s2
s

2 π
π

ϕ costan −












−  

 Horizontal Gyro drift (d) ( )








− t

f2
tf2

d
s

s
π
πϕ sin

tan  

 Vertical Gyro drift (du) tdu  
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C.4. Simulation results. 

Apparently, the surveying errors along either the horizontal or the vertical 

channels are related to the corresponding initial error, the misleveling at the roll or the 

pitch angles, the azimuth misalignment, the accelerometer bias errors and the gyro drifts. 

The different error terms shown on Tables C.1 to C.6 have been modeled using 

MATLAB computer-aided design software (Mathworks, Natick, MA). The following 

parameters were considered as constants and were assigned the shown values: 

 

Latitude (ϕ) : 51.07o 

Initial misleveling ε0 : 0.01o 

Initial azimuth misalignment : 0.1o 

Gyro drift : 0.01o/hr 

Accelerometer bias error : 100 µg ≅  9.8080×10-4 

Earth mean radius Ro : 6374.5km 

Initial velocity error : 0.1 cm/sec 

Initial altitude error : 1 m 

Initial horizontal position error  : 0.1 m 

Simulation time : 2 hr 

 

The simulation results for the different surveying parameters due to the several 

factors indicated above can be shown on Figs.C.2 to C.7. It can be determined that each 

figure shows the individual impact of the different error sources as well as their total 

effect into the surveying parameter. 
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δP (m) 

Fig.C.3. The different factors affecting the position error along the 
horizontal channel and their total effect. 

Effect of initial 
position error. 

Effect of initial 
misleveling. 

Effect of 
accelerometer 
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Effect of 
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Time (hr)
Fig.C.2. The different factors affecting the velocity error along the 

horizontal channel and their total effect. 
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Fig.C.4. The different factors affecting the pitch or the roll error and their total effect. 
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Fig.C.5. The different factors affecting the vertical velocity error and their total effect.
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Fig.C.6. The different factors affecting the altitude error and their total effect.
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Fig.C.7. The different factors affecting the azimuth error and their total effect. 
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APPENDIX D 

KALMAN FILTERING ALGORITHM AND THE RELATED DESIGN 

CONSIDERATIONS 

 

Kalman filtering is an optimal estimation tool that provides a sequential recursive 

algorithm for the optimal least mean variance estimation of the system states [Gelb, 

1974]. In addition to its benefits as an optimal estimator, the Kalman filter provides real-

time statistical data related to the estimation accuracy of the system states, which is very 

useful for quantitative error analysis [Brown and Hwang, 1997]. The filter generates its 

own error analysis with the computation of the error covariance matrix, which gives an 

indication of the estimation accuracy. 

Let us assume that the random process to be estimated can be modeled using the 

following discrete state space representation: 

1k1k1k1kkk wGxFx −−−− += ,      (D.1) 

where xk is the process state vector, 1kkF −,  is a square matrix relating xk to xk-1 and is 

called the state transition (dynamic) matrix and 1kw −  is a random forcing function which 

is considered as a unity-variance white Gaussian noise with 1kG −  being its coefficient 

vector. 

The observation (measurement) of the process is assumed to occur at discrete 

points in time and follow the linear relationship: 

kkkk vxHy +=        (D.2) 

where ky  is the measurement vector at time tk, kH  is the design matrix giving the ideal 

noiseless relationship between the observations vector and the state vector, and vk is the 

vector of observations random noise, which is assumed to be white sequence with known 

covariance structure and having zero correlation with kw . 

The covariance matrices for the two noise sequences kw  and kv  vectors are 

given by: 
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=       (D.3) 
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vvE kT
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=





=       (D.4) 

[ ] .kandiallfor0vwE T
ik =      (D.5) 

It is also assumed that an initial estimate of the state vector xk is known at k=0. 

This a priori estimate is denoted as 0x̂ . In addition, the error covariance matrix 

associated with the estimate of 0x̂  is known and given as follows: 

[ ] ( )( )[ ]T0000
T
000 xxxxEeeEP ˆˆ −−==        (D.6) 

The sequential recursive algorithm for the optimal least mean variance estimation 

of the error states can be described by the block diagram shown on Fig.D.1. 

 

 

 

 

 

 

 

 

 

 

 

 

In general, the Kalman filter algorithm involves two steps. The first step is to 

make a prediction ( )−kx̂  of the error states kx  based on the estimation of the previous 

error states ( )+−1kx̂ . The second step is to update the predicted estimation using the 

available measurement ky  at the current moment. This procedure can be described by the 

diagram shown on Fig.D.2. With each prediction and update step, the covariance matrices 

Fig. D.1. Block diagram of Kalman filtering sequential recursive algorithm.  
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( )−kP  and ( )+kP  corresponding to the predicted ( )−kx̂  and the updated ( )+kx̂  

estimates are calculated as indicated on the Kalman filtering algorithm shown on Fig.D.3. 

The update estimate ( )+kx̂  is determined based on the computation of the Kalman gains 

Kk.     
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Fig.D.2. Prediction and update procedures of Kalman filtering algorithm. 
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Fig.D.3. Kalman filtering recursive algorithm. 
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