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Abstract 

This thesis presents a comprehensive study of Precise Point Positioning (PPP) using un-

differenced GPS pseudocode and carrier phase observations as well as precise orbit and 

clock data. To initiate the study, a precise point positioning system that is capable of 

using IGS products was developed. The thesis presents PPP error mitigation techniques, 

stochastic, and functional models. It tackles the positioning accuracy of PPP under 

different dynamic conditions using static, land vehicle, marine, and airborne data. The 

overall performance of PPP under these different conditions was investigated and 

analyzed. The thesis also investigates the convergence behavior of PPP and elucidates the 

potential decrease of the convergence time caused by the foreseen enhancement in 

precise data intervals. It has been concluded that the IGS satellite clock correction 

sampling intervals have a great effect on positioning accuracy. Moreover, the issue of 

carrier phase non-zero initial phase and its role in PPP as well as its effect on PPP 

ambiguity resolution was investigated. To overcome the long convergence time 

associated with PPP, two studies were proposed and carried out. The first study 

investigated the effect of troposphere modeling instead of estimation and the second 

study investigated the effect of discontinuing the estimation of the accurate ambiguities. 

The results of the two studies were analyzed and their limitations were highlighted. The 

issues of ambiguity estimation and the inter-frequency bias were studied. It was 

established that the ambiguity estimation in the existing two PPP functional models are 

equivalent and that the effect of the inter-frequency bias is canceled in the existing PPP 

functional models. Another aspect of the investigation deals with the PPP’s atmosphere 
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sensing capability. A scheme was designed to retrieve and assess tropospheric delays 

obtained from PPP. The assessment was carried out with respect to the corresponding 

IGS tropospheric delay and the water vapor profiler. The thesis provides a new technique 

for estimating the ionospheric delay with the precision of carrier phase observations. The 

technique demonstrates high accuracy and low noise compared with the long established 

code-based ionospheric delay. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Global Positioning System (GPS) is a satellite-based structure for navigation and 

positioning. It has become the backbone of many aspects of our live and its applications, 

such as vehicle navigation, recreation, and weather forecasting touch our daily activities. 

Many other complex applications depend heavily on GPS, such as marine navigation, 

airborne navigation, time transfer, rescues, mapping, and missile guidance. 

GPS satellites transmit pseudocode and carrier phase observations at two frequencies. 

GPS receivers are capable of receiving the GPS signals at one or two frequencies. The 

GPS pseudocode carries a time tag identifying the time of transmission, whereas the 

carrier phase does not. Therefore, the pseudocode observation can be considered an 

absolute measurement, whereas the carrier observation is a relative one. Positioning using 

GPS observations is similar to the triangulation process: distances to at least four 

satellites are needed to estimate the GPS receiver’s location and time bias. The distance 

between the GPS satellites and GPS receiver station can be determined by observing the 
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time difference between the transmitted GPS pseduocode and the receiver generated one. 

To account for the GPS receiver clock error, a receiver clock offset is estimated along 

with GPS station parameters. This simple concept of positioning is called “autonomous 

positioning”. It is the most flexible positioning form and is the original positioning 

technique that GPS was designed for. However, because of the errors caused by satellite 

ephemerides, satellite clock, ionosphere, troposphere, multipath and noise, the accuracy 

of autonomous point positioning could not be better than a couple of meters even after 

the Selective Availability (SA) was turned off (Neilan et al.., 2000; Mohinder et al.., 

2001).  

Owing to these limitations, positioning and navigation techniques based on GPS have 

changed and evolved in the last couple of years providing positioning solutions with 

centimeter accuracy. However, the price of the increase in accuracy is usually paid by the 

increase in complexity and constraints that must be met as will be seen in the later section 

of this chapter. Practically, the best approach would be the development of a GPS 

autonomous positioning technique that has the accuracy of the modern Differential GPS 

(DGPS) techniques. This topic is covered in this thesis. 

1.2 Precise GPS Positioning Techniques and Their Challenges 

For the class of users who operate and manage precise applications, traditional GPS 

autonomous positional accuracy cannot meet the majority of their expectations. One way 

to obtain higher accuracy is to mitigate the abovementioned errors by using the spatial 
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correlation between one or more reference stations with known coordinates and the 

nearby rover GPS receiver station whose coordinates are to be determined. The concept 

behind this spatial correlation is that nearby GPS receivers observe all errors equally 

except multipath errors. The GPS positioning techniques that use the concept of spatial 

correlation are known as Differential GPS (DGPS) and have been widely used in one of 

two forms. The first form involves merging simultaneous observations of the reference 

receiver data with the corresponding observations from the rover GPS receiver, resulting 

in a relative positioning solution with respect to the reference station coordinates. The 

second form uses an estimated vector of double difference corrections that can be applied 

at the rover GPS receiver also resulting in a relative positioning solution.  

Currently, increased attention is being paid to GPS global differential positioning 

techniques. These techniques rely on a worldwide network of reference GPS receivers 

and enable authorized GPS users to process their data and to get their positioning solution 

anywhere on the globe. The main reasons for this attention are threefold: the ability of 

these techniques to achieve globally consistent accuracy, the reduction of user operational 

costs, and the reduction of logistical complexity imposed by the necessity for 

simultaneous observations and the need for rover GPS stations to work in the vicinity of 

base stations. However, these techniques use the traditional DGPS concepts; accordingly, 

GPS users need to work near one of these global reference stations or a degradation in 

accuracy may be observed.  

The numerous systems of DGPS have three drawbacks associated with them: the need for 

a base or reference station(s), the need for simultaneous observations between the 
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reference and rover stations, and the necessity for the rover GPS station to work in the 

vicinity of the reference stations, which define only a locally consistent reference frame.  

Nowadays, the existence of the extremely precise ephemerides and clock corrections, 

namely precise data, has pushed global differential positioning techniques to a new era 

where users need precise data, which is valid globally, to obtain their positions without 

the need to process their data with respect to nearby reference station(s). An example for 

these new global techniques is Precise Point Positioning (PPP). Several organizations 

have started to provide precise ephemerides and satellite clock corrections. The 

international GPS service (IGS) is one of these organizations, which has been providing 

the most precise satellite ephemerides and clock corrections currently available in the 

market (IGS, 2004; 2004a).  

This thesis focuses on a relatively new global positioning technique, namely Precise 

Point Positioning (PPP) that uses un-differenced pseudorange and carrier phase 

observations from a single high precision dual frequency GPS receiver in addition to 

precise ephemeredes and satellite clock data. This technique does not suffer from the 

drawbacks of the conventional DGPS techniques and has the potential to provide the 

same positioning accuracy without the requirement of a reference station(s). The success 

of this system will significantly improve the operational flexibility of precise positioning 

using GPS and at the same time reduce the field operational costs. Such a system will 

also increase the number of applications using GPS technology, such as vehicle 

navigation, machine control, and atmospheric sensing.  
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1.3 Problem Statement 

Traditional differential GPS positioning systems that are capable of providing centimeter 

to decimeter accuracy suffer from several drawbacks. These are discussed below. 

1.3.1 The Need for Simultaneous Observations at Reference and Rover Stations  

At least a pair of GPS stations should be used, including a reference and a rover user 

receiver. The two GPS stations must be time synchronized and operated simultaneously. 

The need for a pair of GPS receivers necessitates the use of the same type or compatible 

GPS receivers at the reference and rover stations as well as the need for field workers at 

both rover and reference GPS stations. These constraints increase the cost and the 

logistical complexity of the DGPS positioning process.   

1.3.2 The Need to Work in the Vicinity of the Reference Station 

To mitigate the GPS errors at the rover station, users have to know the values of these 

errors at the reference stations and apply them to the rover GPS station in the form of 

corrections. For these corrections to be representative of the errors at the rover receiver, a 

strong spatial correlation between the two sets of errors at the reference(s) and the rover 

GPS receiver stations must exist. Thus, the rover GPS should be within close distance to 

the GPS reference station(s) (Grewal, 2001). As a rover GPS station moves further away 

from its GPS reference stations, the correlation of GPS errors degrades and the 

corrections at the base stations cannot represent the errors at the rover GPS station. 
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Therefore, unaccounted errors from atmosphere and orbits will degrade the rover position 

solutions (Roulston et al.., 2000). For a DGPS to be effective, the separation between the 

rover and reference stations in the case of Real Time Kinematic (RTK) is required to be 

less than 20 km (Fortez, 2002; Hofmann, 2001), while in the case of network-based RTK 

the separation could allow up to 50 km (Seeber, 2000). This requirement imposes a 

limitation on the distance which the GPS rover station can travel. 

1.3.3 Inconsistency of Reference Frame 

Because the differential corrections are generated from a reference or a network of 

reference stations, the position solutions obtained at the GPS rover stations refer to the 

reference frame defined by those GPS reference stations. Therefore, any errors in the 

GPS reference station coordinates will directly propagate into the GPS rover station 

coordinates. With the use of different GPS reference stations as is the case of the current 

practice of DGPS positioning, the position solutions may be inconsistent if the user 

switches between several reference stations with different accuracies. Therefore, DGPS 

users should ensure that all the used GPS reference stations are consistent in terms of 

accuracies and reference frames. 

With precise ephemerides and satellite clock corrections become available from IGS and 

several other organizations, it is possible to remove uncertainties caused by orbit and 

clock. In addition, with the use of dual frequency GPS observations, ionospheric delays 

can be mitigated. By mitigating all major GPS error sources, the most precise 

observations, i.e. carrier phase, can be used in the form of un-differenced observations. 
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These facts can be used directly in positioning to conduct high precision absolute 

positioning without the need to difference simultaneous observations from reference and 

rover stations.  

1.4 Research Objectives 

The major objectives of this thesis are, first, to develop methods and algorithms for 

precise point positioning using un-differenced code and carrier phase observations with 

decimeter and centimeter positioning accuracy; and, second, to analyze the developed 

PPP system and its value-added products that may arise. To achieve the major objectives, 

the following minor tasks will be addressed: 

 Investigate and Develop Methods to Mitigate Significant Errors 

 Investigate a Suitable Observation Model for PPP 

 Investigate and Develop an Efficient Processing Method for PPP 

 Investigate and Provide an Assessment to PPP Value Added Products 

1.5 Thesis Outline 

Chapter 1 presents the introduction, problem statement, and thesis objectives. 

Chapter 2 discusses current GPS developments, positioning techniques, error sources 

and mitigations. In addition, the chapter covers the concept of precise point positioning, 

precise orbit and clock product providers, accuracy and challenges in PPP. 



 

  

8

Chapter 3 provides the details of precise point positioning. Error mitigations are the key 

for highly precise navigations. This chapter presents all PPP related errors and their 

mitigation models and strategies. These error sources include standard GPS errors and 

those errors specific to the PPP techniques.   

Chapter 4 deals with the function and stochastic models that are used in PPP. It presents 

both the traditional and the University of Calgary (UofC) processing model.   

Chapter 5 aggregates the concepts and method of precise point positioning through 

investigating the positioning accuracy under different states of dynamics. The results are 

presented along with the analysis. 

Chapter 6 deals with different aspects of PPP, such as the carrier phase non-zero initial 

phase, convergence, effect of precise data types, and ambiguity equivalence in PPP 

models.  

Chapter 7 presents two interesting value added products: the tropospheric and 

ionospheric delays. The accuracy of PPP based troposphere delay estimation is 

investigated and analyzed with respect to IGS as well as Water Vapor Profiler (WVP) 

data. 

Chapter 8 summarizes the main conclusions and recommendations of this thesis.   
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CHAPTER 2 

NAVIGATION AND POSITIONING USING GPS 

2.1 Introduction 

Navigation and Positioning is the art of determining position, speed, and orientations of 

an object. This art has been evolving since the beginning of human creation. Navigation 

systems take many forms, varying from simple forms like lighthouses, compasses, and 

stars to more modern ones like artificial satellites. GPS is a satellite-based system that 

provides signals that can be acquired and processed by users to provide positioning 

parameters and time. Satellite-based navigation techniques started as early as the 1970s. 

The first system was the U.S. Navy Navigation Satellite System, known as Transit, which 

uses the principle of the measurement of the Doppler Shift. Two modified versions of 

Transit were developed: namely, Timation and 621B (Parkinson, 1996). Later, in 1978, 

GPS was introduced. Since then, it has become the backbone of a whole body of 

navigation and positioning systems. 
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This chapter presents current GPS development, positioning techniques, error sources and 

mitigations. In addition, it presents the concept of precise point positioning, enabling 

organization, accuracy, and challenges. 

2.2 GPS System 

The original design of the Global Positioning System consists of 24 satellites orbiting the 

Earth at an altitude of about 20,000 km. The satellites are distributed in six equally 

spaced orbit planes of inclination of 55 degrees with respect to the equator. Each satellite 

circulates the earth in a period of 12 hours sidereal time. In addition, the satellite sends 

timed signals at two L-band frequencies, 1.57542 and 1.2276GHz, namely L1 and L2. 

The signals contain codes that identify each satellite, time of the emitted signal, position, 

satellite clock corrections of the satellite, and other data related to ionosphere and 

satellite. The L1 signals carry a Coarse/Acquisition (C/A) code, which is available for 

civilian use, and a more precise P(Y) code, which is available for authorized users. The 

L2 signals, in contrast, carry the precise P(Y) code, which is available only for authorized 

users. The C/A-code has a unique sequence of 1023 chips with a width of 300m and 

repeats every 1 ms. The P-code is extremely long (~1014chips) but with a smaller chip 

width, 30m, and repeats itself every one week. High quality receivers use several 

techniques such as squaring and cross correlation to acquire the P code on L1 and L2 but 

with noisier characteristics compared with the original codes (Hoffmann et al.., 2001).  
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The crucial issue in GPS positioning is to observe the time difference between the 

satellites and users; therefore, high quality redundant atomic clocks are used onboard 

GPS satellites. The Control Segment is responsible for maintaining the satellites in orbits, 

adjusting satellite clocks, and uploading navigation data. The control segment consists of 

five monitoring stations, four ground antenna upload stations, and the Master operational 

control center as shown in Figure 2.1 (FAA, 2004). 

 

Figure  2.1 GPS control segment (FAA, 2004) 

In November 2004, GPS constellations consisted of 30 satellites, divided into three 

groups: 2 Block II, 16 Block IIA, and 12 Block IIR. The major characteristics of each 

Block are shown in Table 2.1 (USNO, 2004). 
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Table  2.1 GPS Block characteristics (USNO, 2004) 
B

lo
ck

 Manufacture No. of 
operational 

satellites 

Max days of 
operation without 

contact from control 
segment 

Launching 
dates 

PRN 
number 

Design 
Life 

Onboard 
Clock 

II Rockwell 
International 2 14 days 

Feb 1989 
through 

Oct 1990 
13 - 21 7.3 

years 

2 Cesium 
+  

2 Rubidium 
IIA Rockwell 

International 16 180 days 
Nov. 1990 

through 
Nov. 1997 

22 - 40 7.3 
years 

2 Cesium 
+ 

2 Rubidium 
IIR Lockheed 

Martin 12 up to 180 days From Jan. 
1997 41 - 62 7.8 

years 3 Rubidium 

2.3 GPS Modernization 

To increase the precision navigation worldwide, to reduce interference, and to be 

competitive with the emerging satellite navigation system, Galileo, the USA initiated an 

ambitious plan for GPS modernization. The plan consists of two steps. The first includes 

adding a new C/A code on L2, a new Military code (M) on L1 and L2, and increasing the 

signals’ power. The second step includes adding a new civilian signal on a new frequency 

1176.45 Mhz (L5). The first step will be applicable to some of the IIR satellites that are 

being launched and are anticipated to operate in 2008. Some of these satellites are already 

in orbit, but the expected operation capabilities will start in 2008. The second stage of 

modernization is expected to operate in 2012. Figure 2.2 depicts a summary of the 

modernization process (Sandhoo et al., 2000).   
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L1 1575.42MHz L2 1227.6MHz L5 1176.45MHz 

Figure  2.2 GPS signals’ modernization plan 

2.4 Positioning Techniques 

Autonomous point positioning or Standard Positioning Service (SPS) is vulnerable to the 

effect caused by all GPS related errors. Examples for these errors are the uncertainty in 

satellite orbit and clock; atmosphere propagation effects such as ionosphere and 

troposphere delay; site belongings such as multipath, and receiver performance such as 

noise. Table 2.2 depicts the common magnitude of each error. Because of these 

shortcomings, autonomous or standard point positioning can support positioning accuracy 

only at the level of several meters. Several positioning techniques have been developed to 

overcome the existence of these errors and to obtain higher positional accuracy. These 

methods include code-based Differential GPS; carrier phase-based differential GPS; 
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Dynamic Ambiguity Real Time Standalone (DARTS); and, recently, Precise Point 

Positioning. The following sections give a brief overview of each technique.  

Table  2.2 GPS Error Budget (Misra and Enge, 2001) 

Common Error Source Error size 

Satellite orbit ≈ 2 m 

Satellite clock ≈ 2 m 

Ionospheric delay ≈ 2-10 m at zenith 

Tropospheric delay ≈ 2.3-2.5 m at zenith 

Multipath 
In a clean environment 

Code:     0.5-1 m 
Carrier:  0.5-1 cm 

Receiver Noise 
Code:  0.25-0.5 m for code 

Carrier phase: 1-2 mm for carrier phase 

 

2.4.1 Code-based Differential GPS Methods 

The idea behind code-based differential GPS techniques is to make use of spatial 

correlations to remove the common errors between base and rover stations. These 

techniques can take several forms depending on the type of processing methods such as 

position, observations, or state space approach; and the coverage of the system which can 

be local, regional, or global. 

2.4.1.1 Local Area Differential GPS 

In local area differential GPS, a reference receiver with known coordinates is operated 

simultaneously with a nearby rover receiver. By knowing the coordinates of the reference 
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receiver, a scalar correction representing all GPS range errors can be calculated and be 

sent to the rover receiver to be applied. This scalar correction can be a range or position. 

The user should be within the vicinity of the reference station to ensure that these 

received corrections really represent the errors he or she suffered from. Another version 

of local code DGPS is to broadcast the reference GPS station measurements to the rover 

GPS station where differencing of the measurements is applied. In general, these 

techniques can alleviate the effect of GPS errors, but, as the separation between the 

reference and rover stations increases, the errors’ correlation between the rover and base 

stations decreases.  

2.4.1.2 Wide Area Differential GPS 

Unlike the local area differential GPS method, the wide area differential GPS uses a 

network of GPS receivers’ stations with known coordinates that operate simultaneously 

to model each GPS error separately. Thus, the correction of Wide Area Differential GPS 

is given in a state-space domain (Abousalem, 1995). This system is capable of covering 

large areas compared with the local area differential GPS and has the capability of 

producing sub meter positional accuracy. Examples of these systems are the Wide Area 

Augmentation System (WAAS) at USA, MTSAT Satellite Augmentation System 

(MSAS) at Japan, and European Geostationary Navigation Overlay Service (EGNOS) at 

Europe as shown in Figure 2.3 (TrackLog, 2004). 
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Figure  2.3 Existing wide area differential GPS (TrackLog, 2004) 

2.4.2 Carrier Phase-based Differential GPS Methods 

In contrast to the code-based differential GPS, the carrier phase-based differential GPS is 

capable of achieving higher positioning accuracy from the high precision of carrier phase 

observations. It can be categorized according to the coverage area or the number of the 

GPS reference stations that are used to support the GPS rover station. The following two 

sections summarize the different concepts of carrier phase based differential GPS 

methods. 

2.4.2.1 Local Area Real Time Kinematic (RTK) 

Similar to local DGPS, a reference station with a known position can transmit either its 

observations or its corrections to a rover GPS station. The data transmission process can 

be done through the RTCM message 18/19 or 20/21 (Neumann et al., 1999). The role of 

the rover station is to resolve the integer ambiguity to get a highly instantaneous accurate 

positioning solution. The case of using RTCM message 18/19 is the same as the case of 
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using relative processing of carrier phase observations, whereas in the case of using 

RTCM message 20/21, the rate of change of the base station observation is used. It is 

worth mentioning that RTK can produce positional accuracy of centimeter level for the 

case of baselines with a length less than 20 km. 

2.4.2.2 Network RTK 

With the popularity and availability of many ground reference stations, a correction 

vector that represents GPS errors can be generated. Each component of the correction 

vector corresponds to a unique error source. Users within the vicinity of these networks 

of reference stations can use these corrections to correct the rover observations and get an 

accurate position solution. The merit of this method is that a lower number of base 

stations are needed over large areas compared with local RTK (Rizos, 2002). Several 

RTK networks have been implemented around the world. Examples of these networks are 

in Norway, Japan, and Italy. 

2.4.3 Dynamic Ambiguity Real Time Standalone (DARTS) Method 

The Dynamic Ambiguity Real Time Standalone (DARTS) method has been recently 

proposed by Simsky (2003) at Septentrio Inc. Processing un-differenced code and carrier 

phase observations along with the broadcast satellite orbit and clock is usually inefficient 

because of the large uncertainty of the broadcast satellite orbit and clock data. To 

overcome the uncertainty problem, the ambiguities bias can be modeled as a dynamic 

variable rather than a constant. For this purpose, the system noise can be optimized to 
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allow the absorption of orbit and clock errors. The advantage of this method is that 

standalone receivers can be used without any type of corrections, but the accuracy that 

can be obtained from this method is similar to the GPS code-based differential 

techniques. The technique has been implemented in dual frequency GPS receivers 

developed at Septentrio Inc. 

2.4.4 Precise Point Positioning 

The International GPS Service (IGS) is a civilian organization, which emerged from the 

International Association of Geodesy (IAG). It operates a global network of high quality 

dual frequency GPS stations to support geodetic and geophysical research. IGS takes the 

responsibility of providing GPS orbit, GPS data, earth rotation parameters, troposphere 

delay, and global ionosphere map. 

With the advent of precise ephemeredes and satellite clock corrections from IGS and 

several other organizations, it is possible to conduct high precision GPS positioning 

without the need to difference simultaneous observations of reference and rover stations. 

As a result, only a single receiver is needed, and the positioning process can be carried 

out with high confidence based on the assumption that the space segment errors are 

mitigated. Moreover, the proper use of carrier phase observations as the primary 

observable can lead to decimeter or centimeter positional accuracy. This positioning 

method that uses un-differenced code and carrier phase observations is known as “precise 

point positioning”. Some research results on positioning using un-differenced code and 

carrier phase observations have been described in Witchayangkoon (2000), Abdel-salam 
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et al. (2002); Bisnath and Langley (2001); Collins et al. (2001); Han et al. (2002); 

Lundberg et al. (2001); Muellerschoen et al. (2000); Muellerschoen (2001); Ovstedal et 

al. (2002); Zumberge et al. (1997); Zumberge et al. (2001); Gao and Shen, (2001). Some 

of these are described below.  

Precise Point Positioning using un-differenced code and carrier phase observations from 

dual frequency receivers was proposed by Zumberge et al. (1998; 1997) as well as Kouba 

and Heroux (2000). In 1997, during the Selective Availability era, IGS produced precise 

orbit and satellite clock corrections, but, because of SA, it was impossible to interpolate 

these corrections over short intervals without a severe degradation of accuracy. Zumberge 

et al. (1997) suggested a method for calculating the orbit and clock data at small intervals 

using a subset of the IGS network. Afterward, they used these precise data in post 

processing software to calculate user station coordinates along with other parameters 

such as the tropospheric delay. Precise data with intervals of 30 and 900 seconds were 

used for clock and orbit, respectively. Promising results were obtained based on their 

technique.  

Kouba and Heroux (2000) were the first to publish in detail the technique of using un-

differenced code and carrier phase observations from dual frequency receivers. They 

emphasized error mitigations especially those related to the un-differenced code and 

carrier phase observations. Using GPS data at intervals of 30 seconds, the unknown 

parameters were estimated at 15 minute intervals, the interval of final IGS precise data. 

Comparable results to Zumberge’s were obtained. 



 

  

20

Later, as a continuous work at JPL, Muellerschoen et al. (2000) developed a system for 

precise point positioning for dual frequency receivers. JPL operates a global network of 

GPS stations, which transmit GPS data to JPL in real time over the Internet. JPL then 

calculates the corrections corresponding to the broadcast orbit and satellite clock 

corrections. These corrections are then transferred to the users through the Internet. Also, 

JPL is planning to broadcast these corrections through satellites. JPL reported 8 cm RMS 

accuracy in horizontal and 20 cm RMS accuracy in vertical (IGDG, 2004). Like JPL, the 

Natural Resources of Canada is operating a network of GPS stations all over Canada and 

uses them to produce real time satellite orbit and clock corrections. These corrections are 

available through the Internet and the Canadian MSAT communication satellite 

(Lochhead et al., 2002). With world wide reference stations, the JPL precise data enjoys 

better accuracy.  

The previous research work was obtained from using the observation model, which uses 

the ionosphere free pseudo-code and carrier phase combinations. The unknowns include 

one float ambiguity term for each satellite in addition to a position, a receiver clock bias, 

and an atmosphere parameter. Gao and Shen (2001) introduced a different observation 

model that uses an averaged pseudo-code and carrier phase observations on the two GPS 

frequencies in addition to the ionosphere free carrier phase combination. The model 

allows for the estimation of two float ambiguities for each satellite in addition to station 

parameters, receiver clock, and troposphere delay. Moreover, they introduced a new 

technique for resolving the float ambiguities, which is known as “pseudo-fixing”. 
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In addition to these academic research works, several commercial organizations are 

paying much attention to this technique.  Examples of these are the NAVCOM StarFire 

and Omnistar-HP systems (Bisnath et al., 2003).  

2.4.5 Pros and Cons 

The previous section provided an overview of the existing GPS position techniques. A 

limitation exists for local DGPS systems in terms of fast degradation with the increase of 

rover reference separation. Regional systems such as WADGPS or network RTK 

necessitate that the users must work in the vicinity of reference stations and need an 

expensive infrastructure. Although DARTS is an attractive global positional technique, it 

cannot achieve decimeter or centimeter positioning accuracy. Therefore, PPP is the only 

global technique that can provide high accuracy and does not need the deployment of 

dense reference station(s). A summary of the differences is illustrated in Table 2.3. 

Table  2.3 GPS positioning techniques characteristics 

Service Type Coverage Accuracy 
Autonomous Point 
Positioning Global Several meters 

Code Based DGPS Local & wide area Meter level 

Carrier Phase Based DGPS Local & wide area Centimeter to decimeters 

DARTS Global Sub meter level 

PPP Global Centimeter to decimeter level  
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CHAPTER 3 

ERROR SOURCES AND MITIGATION IN PRECISE POINT 

POSITIONING  

3.1 Introduction 

The key point for precise positioning and navigation is the ability to mitigate all potential 

error sources in the system. As a result of the un-differenced nature of PPP, all errors 

caused by space segment, propagation, environment, and receiver need to be mitigated. 

The mitigation can be carried out by modeling, estimation, or observation combination. 

Most of the PPP errors, except for troposphere, receiver clock, and ionospheric delay, can 

to some extent be mitigated through modeling. The receiver clock error and troposphere 

delay can be mitigated by estimation, while ionospheric delay can be mitigated by 

observations combination. 

This chapter presents the PPP errors’ mitigation strategy. The errors are classified into 

two groups: traditional and specific to precise point positioning. Also, the chapter depicts 

the reference frame considerations. 
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3.2 Traditional GPS Error Survey 

Traditional GPS error sources are those affecting the standard positioning service and, to 

a lesser extent, the differential GPS systems. These errors include satellite orbit and 

clock, troposphere and ionospheric delay, Sagnac, relativity, receiver and satellite phase 

offset, multipath and noise. 

3.2.1 Satellite Ephemeris and Clock Errors 

Errors associated with satellite vehicle are uncertainties in ephemeris and satellite clock 

corrections. The magnitudes of these errors are about 2 m for ephemeris and 7 ns for 

clock correction (IGS, 2004); however, large values may be observed (Roulston et al., 

2000). The effect of this error depends on the type of the GPS processing technique that 

is being used. In the differential positioning system, orbit errors will affect the solution 

with the increase of the separation between reference and rover GPS stations. In contrast 

to the orbit error, there is no baseline dependent component for the satellite clock 

correction (Parkinson et al., 1996). With the emergence of global GPS station networks, 

the GPS orbit and clock can be estimated with high accuracy. IGS provides GPS orbit 

and clock in different latencies and accuracies as shown in Table 3.1 (IGS, 2004). The 

clock corrections shown at 30 second intervals is not an official IGS product but is 

produced by the CODE analysis center at Bern University (IGSmail#4913, 2004). By 

using these precise data, the uncertainty in orbit and clock can be significantly reduced. 
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Table  3.1 IGS products (IGS, 2004) 

Accuracy Interval 
Data 

Orbit Clock 
Latency 

Orbit Clock 

15 minutes 

5 minutes Final < 5 cm ~ 0.1ns ~ 13 days 15 minutes 

30* second 

5 minutes Rapid 
< 5 cm ~ 0.1 ns ~ 17 hours 15 minutes 

30* second 

Ultra rapid (observed) < 5cm ~ 0.2 ns ~ 3 hours 15 minutes 15 minutes 

Ultra rapid (predicted) ~10 cm ~ 5 ns Real time 15 minutes 15 minutes 

* Not official IGS product 

3.2.2 Troposphere Delay 

Troposphere is the lower layer of atmosphere, extending from the sea level up to about 40 

km (Hofmann, 2001). It is a non-dispersive medium; therefore, the delay from 

troposphere is invariant to GPS signals’ frequencies. The troposphere effect can be 

divided into wet and dry components. The wet component is caused by the lower portion 

of troposphere, 11 km from sea level, and it contains most of the water vapor. Because of 

the variation of water vapor density with position and time, the modeling of the wet 

component is difficult. The wet component represents 10% of the total troposphere delay 

(Misra and Enge, 2001).   

Unlike the wet component, the dry component is the higher portion of atmosphere lying 

directly above the wet components, and containing mainly gases. It represents the 

remaining 90% of the troposphere and can be easily modeled. The average total 
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troposphere delay at zenith is about 2.5 m, and it changes but does not suffer much from 

rapid change or large variation. The dry and wet troposphere delays are usually modeled 

at zenith and then mapped, using a mapping function to the satellite elevation as shown in 

Equation 3.1.  

∆Trop = ∆wet Mwet + ∆dry Mdry         ( 3.1)  

where, 

∆wet - the zenith wet component 

∆dry - the zenith dry component 

Mwet - the wet mapping function 

Mdry - the dry mapping function 

Different models and mapping functions based on theoretical or practical data are in use. 

Troposphere models include Saastamoinen, Hopfield, and Black-Eisner, while mapping 

functions include Davis, Chao, Marini and Niell (Mendes and Langely, 1994). An 

example of these models is the Hopfield model. It is an empirical model for zenith wet 

and dry tropospheric delay components obtained on the basis of extensive measurements. 

Hopfield model depends on temperature, pressure, and humidity. The models for zenith 

wet and dry troposphere delays are shown in Equations 3.2 and 3.3, respectively (Spilker, 

1996).  

w
k

WZTD h
T
eTrop ×××= − )(1046512.7 2

2       ( 3.2) 

d
k

DZTD h
T
PTrop ×××= − )(10552.1 5        ( 3.3) 
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where 

P   - atmosphere pressure in mbar 

kT   - temperature in Kelvin 

e   - parameter derived using humidity 

wh   - dry tropospheric height (≈ 43 km) 

dh   - wet tropospheric height (≈ 12 km) 

An example of mapping function that reduces the tropospheric delay from the zenith to 

an arbitrary elevation angle is the Niell Mapping function. It is an empirical function that 

depends on the latitude and time of the station. It has different forms for wet and dry 

troposphere delays. The wet mapping function is shown in Equations 3.4 (Leick, 2004). 
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where 

E   - Elevation angle 

a , , and  - coefficients depend on the station latitude    b c

 

According to (Leick, 2004), the dry mapping functions takes more complex form 

compared to the wet mapping function as  shown in Equation 3.5. The coefficients of the 

wet and dry mapping functions are given in Appendix A. 
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where 
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E    - elevation angle 

a~ ,b~ ,  b~   - coefficients depend on the station latitude 

pa , ,   - coefficients depend on the station latitude pb pc

ha , ,   - coefficients depend on the station latitude    hb hc

DOY    - Day Of year 

0DOY                        - constant equals to 28 or 211 for stations at the north and south of 
the equator, respectively  

h                                 - station height above sea level 

Π                                - Pi =3.14159265. 
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3.2.3 Ionospheric Delay 

The ionosphere layer is the higher stratum of the atmosphere with an extension from 

about 40 to 1000 km. The ionosphere contains ionized particles created by the sun’s 

ultraviolet radiation. Unlike the troposphere, the ionosphere is a dispersive medium 

causing different delays for the L1 and L2 frequencies. The zenith magnitude of the delay 

caused by the ionosphere is larger than the one caused by the troposphere and can reach 

tens of meters. As a consequence of solar activities, ionospheric delays can change 

significantly in both the short and long terms. Moreover, diverse characteristics exist 

depending on the geographic regions (Skone, 2000; Afraimovich et al., 2002). The 

density of the ionized particles differs with the height profile and can be illustrated as five 

layers: H, F2, F1, E and D. The properties of each layer are shown in Table 3.2 

(Klobuchar, 1996).   

Table  3.2 Ionosphere layers 

Layer 
Height 

(km) 
Characteristics Contribution

D 50 - 90 Caused by hard x rays negligible 

E 90 - 140 Caused by solar soft x rays minimal 

F1 140 - 210 
Caused by ionization of molecular species 

Region  of  the aurora and scintillation 
10% 

F2 210 -1000 Caused by ionized atomic oxygen 80 - 40% 

H+ >1000 
Caused by ionized hydrogen 

Place of major magnetic storm 
10 - 50% 
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One characteristic of the ionosphere is that it advances the carrier phase but delays code 

observations. Single frequency GPS users can use ionosphere models to alleviate its 

effect. Among these models are Chiu, Bent, semi-empirical SLIM, FAIM, and the 

International Reference Ionosphere (IRI) models (Cander et al., 1999). For dual 

frequency GPS receivers, the absolute ionospheric delay can be calculated from code 

observations, whereas a more accurate estimate but relative can be derived from carrier 

phase observations. The expressions for calculating absolute and relative ionospheric 

delay on L1 and L2 are depicted in Equations 3.9 and 3.10 for code observations and in 

3.11 and 3.12 for carrier phase observations (Skone, 2001).   
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where, 

CTE   - the total electron content (el/m2) 

21 , PP   - the measured pseudorange on L1 and L2 (m) 

21,ΦΦ  - the measured carrier phase range on L1 and L2 (m) 

c   - the speed of light (m/s) 

1λ , 2λ   - the wavelength on Li (m) 
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sGDT , ,      - the satellite interfrequency bias in code and carrier phase measurements 

(s) 

sGDT ,′

rGDT , ,      - the receiver interfrequency bias in code and carrier phase measurements 

(s) 

rGDT ,′

3.2.4 Sagnac 

The Sagnac effect arises from the rotation of the Earth during the GPS signal 

propagation. The Sagnac effect is a correction for adapting the dilation of time caused to 

a clock carried by a rotating object on non inertial frames (Ashby and Spilker, 1997). 

According to Ashby and Spilker, this correction can be estimated from Equation (3.13) or 

can be considered through iterating the solution of the propagation delay. The latter 

solution can be obtained through rotating the receiver coordinates around the z axis by 

the amount of earth rotation during the propagation time until no remarkable change in 

coordinates is observed. Then, the correction can be estimated as the difference between 

the original range and the one obtained from the transformation. 

2c
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s
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s
r

Sagnac

rr
•

−=∆          ( 3.13) 

where,  
s

rr
r  - Receiver to satellite position vector 

rvr  - Receiver to satellite velocity vector 

c  - Speed of light 

•  - Dot product 
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3.2.5 Relativity 

The concept of satellite ranging systems is based on observing the time difference 

between the satellites and recipients. Two factors affect the concept of time: gravity and 

motion of the satellite. The satellite clock is subjected to the force of the Earth gravity, 

which is less than the forces at the user’s side. This phenomenon is known as “general 

relativity”. The satellite clock will run faster than the receiver clock; therefore, a 

correction should be considered. Another phenomena related to the clock is that a moving 

clock tends to be slower than one at rest or one moving slower. The previous reason 

would cause a constant frequency offset that can be interpreted as a distance; however, 

because of the near circular orbit of the GPS satellite, the effect of relativity will be 

periodic and can be given in Equation 3.14 (ICD-GPS-200, 2000). Moreover to the clock 

effect, the earth gravity field causes delay for GPS signals. The correction term is given 

in Equation 3.15 (Rothacher and Beutler, 2002). 
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where all coordinates are in the earth centered inertial frame and 

rt∆  - Relativity correction 

pt∆  - Gravity delay error 

srr  - Satellite position vector 
svr  - Satellite velocity vector 
sr  - Distance between the satellite and earth center 
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rr  - Distance between the receiver and earth center 
s

rr  - Distance from the receiver to satellite 

c  - Speed of light 

G - Gravitational constant 

EM   - Mass of the earth 

•  - Dot product 

3.2.6 Receiver Antenna Phase Center  

The measurements of GPS receivers refer to the electronic center of the antenna. A 

receiver’s Antenna Phase Center is not a physical mark that GPS users can refer to. In 

addition, it changes according to the elevation of the incoming GPS signals, and this 

variation is a function of the antenna fabrication. As a result, every GPS antenna will 

have an offset in addition to a variable element because of the elevation angle of the 

satellite. This error must be corrected; otherwise, an error that can reach a decimeter 

would be unaccounted for (Mader, 1999; 2001). Several methods exist for the calibration 

of receiver antennas to determine the electronic center of the antenna. Among these 

methods are relative, robot, and chamber calibrations (Mader, 1999; Mader, 2001; 

Schmitz et al., 2002; Schupler and Clark, 2001; Leick, 2004). Currently, the offset and 

the variation at an elevation angle’s interval of 5 degrees are available from IGS and the 

US National Geodetic Survey (NGS). GPS users can interpolate the available antenna 

phase center variation values to get the corresponding values at any arbitrary elevation. 
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3.2.7 Multipath and Noise 

Multipath and noise affect code severely compared to carrier phase observations. The 

effect of multipath can reach tens of meters for code observations in contrary to only a 

few centimeters for carrier phase observations. Several techniques for the mitigation can 

be applied, such as narrow correlator, multiple antenna system, chocke ring antenna, or 

estimation (Cannon et al., 2001; 2001a).  Noise has similar effect to multipath; however, 

the amplitude of noise is smaller. The noise levels can reach decimeter levels for code 

observations and a few mm for carrier phase observations. 

3.3 Special GPS Error Sources 

There are several GPS related errors that have attracted only trivial attention from the 

GPS community. The reasons were that the values of these errors are small with respect 

to the affordable GPS positional accuracy or these errors can be canceled in the case of 

differential GPS processing. However, owing to the un-differencing nature and the high 

positioning accuracy of PPP, these errors must be considered; otherwise, erroneous 

results will be obtained. The following section describes these errors. 

3.3.1 Satellite Antenna Phase Center Offset 

GPS satellites carry onboard antenna that broadcast its signals; thus, all measurements 

refer to the antenna electronic phase center. This is the case for broadcast ephemeredes. 

Different from this case is the IGS precise orbit. The IGS uses dynamic modeling for 
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estimating the GPS orbit; therefore, the resulting orbital data refers to the center of mass, 

not the electronic phase of the antenna as shown in Figure 3.1. The effect of this 

separation is twofold. Users interested in estimating satellite clock corrections will have 

an erroneous clock product if not considering it. In addition, GPS users not paying 

attention to it will get an imperfect station height (Zhu et al., 2002). 
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Figure  3.1 Satellite antenna phase center offset 

The separation between the two centers depends mainly on the satellite design. This 

separation is located in two directions. The first direction is the Z, which is the direction 

of a vector passing through the satellite center of mass and the Earth; the second is the 

direction of the vector joining the Sun and the satellite center of mass (Kouba and 

Heroux, 2000). The known values for this offset are uncertain, but for the sake of clock 
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product consistency, several standardized values at the ionosphere-free frequency are 

used for each satellite or satellite block as shown in Table 3.3.  

                         Table  3.3 Satellite antenna phase offset values given by NGA 

Block PRN Delta-x (m) Delta-y (m) Delta-z (m) 

II All 0.2794 0 0.9519 

IIA All 0.2794 0 0.9519 

IIR PRN 11 0.0019 0.0011 1.5141 

IIR PRN 13 0.0024 0.0025 1.6140 

IIR PRN 14 0.0018 0.0002 1.6137 

IIR PRN 16 -0.0098 0.0060 1.6630 

IIR PRN 18 -0.0098 0.0060 1.5923 

IIR PRN 19 -0.0100 0.0064 1.5620 

IIR PRN 20 0.0022 0.0014 1.6140 

IIR PRN 21 0.0023 -0.0006 1.5840 

IIR PRN 22 0.0018 -0.0009 0.0598 

IIR PRN 23 0.0088 0.0035 0.0004 

IIR PRN 28 0.0018 0.0007 1.5131 

These values are made available by The National Geospatial-Intelligence Agency (NGA, 

2004). It is worth mentioning that the values shown in Table 3.3 are different from the 

values given by Kouba and Heroux (2000) as illustrated in Table 3.4. Moreover, Mader 

(2001) indicated different offsets based on the GPS frequencies. His research work was 

based on actual site calibration for a GPS satellite antenna that made available for 

research purposes. The discrepancy of the satellite antenna phase offset values can be 

attributed to the difference in the estimation methods and to the difficulty in the 

estimation process due to the existence of correlation among the orbit radius, station 

height and zenith tropospheric delay (Zhu et al., 2003; Springer, 2000; Bar-Sever, 1998). 
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]

]

The values in Table 3.4 are used in this thesis because IGS precise data are estimated 

based on them. The correction of this error is given in Equation 3.16 (Leick, 2004).  

[ ] XzyxXX massofcentercenterphase
1−+=           ( 3.16) 

where,  

[ zyx    - satellite body local unit vector 

x                       - satellite-Sun unit vector in Earth Centered Earth Fixed (ECEF) 

z      - satellite unit vector toward Earth in ECEF 

y     - the third vector of x and z which complete the right hand system 

X              -  Offset in the satellite fixed coordinates system [ T
offstoffstoffst zyx

 

Table  3.4 Satellite antenna phase center offset 
 Delta x (m) Delta y (m) Delta z (m) 

Block II/IIA 0.279 0 1.023 

Block IIR 0 0 0 

3.3.2 Phase Wind Up 

GPS signals are right circularly polarized (RCP). One property of this type of signal is 

that any relative rotation between satellite and receiver antennas is interpreted as a 

change in the line of sight distance. Therefore, when using GPS carrier phase 

observations, any relative orientation during the observation period must be accounted for 

through phase wind up correction as given by Equations 3.17, 3.18, and 3.19 (Wu et al., 

1993; Leick, 2004). Phase wind up error can reach a phase cycle. It exists even in static 

surveys because the satellite antenna is always in the state of slow rotation due to the 
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continuous reorientation of its solar panels toward the Sun. Rapid phase wind up error 

can occur in the case of an eclipse (Kouba and Heroux, 2000). 

ykxkkxd ×−•−= )(          ( 3.17) 

ykxkkxd ×+•−= )(           ( 3.18) 

)
||||||||

(cos))(( 1

dd
ddddksign •

×•= −δφ                   ( 3.19) 

where 

k   - the satellite to receiver unit vector  

zyx ,,   - the satellite body local unit vector (as in satellite antenna phase offset) 

zyx ,,   - the receiver local unit vector  

|||| d   - the magnitude of the vector 

δφ   - the phase wind up correction 

•   - the dot product 

 

3.3.3 Earth Tide 

The Earth is not a real solid object; as a result, it responds to the gravitational forces 

imposed by the Sun and the Moon. These gravitational forces cause a decimeter level 

variation on the Earth’s crust.  As can be seen in Figure 3.2, the solid earth tide depends 

on the station location and sidereal time.  
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Figure  3.2 Earth, Sun, and Moon interaction 

Its effect in the height direction is large and can reach 30 cm, whereas it can reach 5 cm 

in the horizontal direction. The displacement caused by the solid earth’s tide has a 

permanent component, which can reach 12 cm in mid latitude, and a periodic component, 

which is characterized with diurnal and semi diurnal trends (Kouba and Heroux, 2001). 

The solid earth’s tide can be modeled with high accuracy. According to McCarthy 

(1996), the model given in Equation 3.20 is capable of modeling the solid earth’s tide 

with an accuracy of a few mm. 
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where 

GM - gravitational parameters of the Earth 

GMj  - gravitational parameters of the Moon (j=2) and the Sun (j=3) 

R - geocentric state vectors of the station 

Rj  - geocentric state vectors of the Moon (j=2) and the Sun (j=3) 

r)  - geocentric unit state vectors of the station  

jR
)

  - geocentric unit state unit vectors of the Moon (j=2) and the Sun (j=3) 

l2  - nominal second degree Love number (0.609) 

h2   - nominal Shida dimensionless numbers (0.085) 

φ - site latitude   

λ  - site longitude   

θg  - Greenwich Mean Sidereal Time 

3.3.4 Ocean Tide Loading 

Similar to the effect of the Moon and Sun on solid earth, the water in the oceans is in a 

continuous state of distribution because of the gravitational force. This redistribution 

imposes a load on the coastal area, which causes a surface displacement that can reach 5 

cm in the vertical and 2 cm in the horizontal direction. It is characterized by diurnal and 

semi diurnal displacement. The model of ocean loading as given by McCarthy (1996) is 

illustrated in Equation 3.21. The effect of this error is assumed to be negligible when the 

GPS station is far from ocean coast lines. 

∆x = ∑j fj Acj cos(ωjt + χj  +  uj - Φcj)                    ( 3.21) 

where 

∆x - displacement due to ocean loading 

j  - represents the 11 tidal waves known as M2, S2, N2, K2, K1, O1, P1, Q1, Mf, Mm  
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    and Ssa

fj - depend on the longitude of lunar node (at 1-3 mm precision fj =1 )   

uj  - depend on the longitude of lunar node (at 1-3 mm precision uj =0 )   

ωj  - angular velocity at time t=0h 

χj  - astronomical arguments at time t=0h  

uj  - depend on the longitude of lunar node (at 1-3 mm precision uj =0 )   

Acj - station specific amplitude  

Φcj - station specific phase 

3.3.5 Atmosphere Loading 

The atmosphere column weight above the earth’s surface causes a load on the earth’s 

surface. This load varies according to the change of atmosphere pressure, causing varied 

vertical and horizontal displacements. According to Petrov and Boy (2003), these 

displacements can be as large as 20 mm for the vertical component and 3 mm for the 

horizontal component. Atmosphere pressure loading displacement is a function of 

geographic location. It has a large value for mid latitude locations compared with high 

latitude (McCarthy, 1996). Models for atmosphere pressure loading displacement vary 

from simple to complex. A simple model is presented by Rabbel and Schul (1986) as 

given by Equation 3.22. The effect of this error is assumed to be negligible in this thesis. 

∆r = -0.35p-0.55 p                     ( 3.22) 

where 

∆r - atmosphere pressure load displacement in mm 

 p - site pressure difference from the standard value (101.3KPA) 

p  - pressure anomaly within 2000 km from the station 
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3.3.6 Code Observations Consistency 

Because of the emergence of numerous types of receivers, which produce pseudocode 

observations on L1 and L2, the consistency between these observations has become a 

matter of investigation. Recent research studies have shown a bias between the C/A and 

P1 codes of a few decimeters (IGS mail # 5078). Therefore, any successful deployment 

of un-differenced positioning system should consider this bias. It is worth mentioning 

that this bias causes a twofold problem. The first problem is that all tracking stations 

should use the same type of observations to ensure consistent precise orbit and clock 

data. This is a concern of networks that track GPS satellites. At the user level, users 

should examine GPS receiver observations thoroughly; otherwise, it will propagate in the 

position solution. Depending on the type of receivers and the technology of acquiring 

satellite signals, this problem can be classified. Cross correlation receivers, such as AOA 

Rogue and TurboRogue (TR), produce C/A, P2 in addition to L1 and L2, but the P2 is 

calculated based on the summation of C/A code and the difference between P1 and P2, 

which is monitored by the receiver. Non-cross correlation receiver types, modern 

receivers, can produce C/A, P1, and P2, in addition to L1 and L2. However, the P2 

observations of the latter class of receivers are not equivalent to the corresponding P2 

observation of cross correlations receivers. As a result, users have to transfer C/A / P2 

cross correlation types of observations to be consistent with P1/P2 non-cross correlation 

types by applying a satellite-based bias, as given in Equations 3.23 and 3.24, to make 

them compatible with the modern receiver observations. 
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C/Acorrected = C/A+ B(i)         ( 3.23) 

P2corrected     = P2 + B(i)                    ( 3.24) 

where 

C/A   - coarse acquisition code 

CAcorrected - corrected C/A code on L1 that is consistent with P1 

P2   - P-code on L2   

P2corrected - corrected P2 code on L2 that is consistent with modern P2 

B(i)  - bias between C/A and P1 

In the case in which a non-cross correlation receiver produces C/A instead of P1, the 

correction can take the following form: 

C/Acorrected = C/A + B(i)            ( 3.25)  

where,  

C/A   - coarse acquisition code 

CAcorrected - corrected C/A code on L1 that is consistent with P1 

B(i)  - bias between C/A and P1 

 

The IGS precise data are based on a network that operates on modern GPS receivers. 

Therefore, users should not worry about the consistency of precise data; instead, they 

should consider this consistency if using C/A code observations. The values of pseudo 

code biases are estimated and refined regularly by IGS analysis centers. According to 

IGS mail # 5078, the biases in nano-seconds for each satellites arranged by PRN value 

are listed in Table 3.5. 
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Table  3.5 P1-CA bias (ns) 

PRN bias PRN bias PRN bias PRN bias PRN bias 

1 -0.028 2 -0.061 3 0.077 4 1.334 5 -0.929

6 0.664 7 -0.912 8 -0.335 9 0.529 10 -1.567

11 0.535 12 NA 13 1.541 14 0.335 15 -1.057

16 -0.419 17 -0.906 18 0.098 19 -2.269 20 -1.105

21 -0.346 22 0.579 23 -0.221 24 0.152 25 0.735 

26 1.247 27 -0.018 28 -0.205 29 0.842 30 2.017 

31 -0.307         

3.4 Reference Frames 

The Earth’s surface goes through a slow crust movement in all directions. These 

movements can take the form of sea level variation, ocean loading, atmosphere loading, 

solid earth tide, plate tectonics, subsidence, and plate boundary deformation. Local, 

regional, or even national geodetic datums are unable to describe this type of motions 

owing to its scale. Therefore, only a global reference frame can express this type of slow 

motion. The accessibility and the accuracy of reference frames are of importance because 

every object or feature is referenced with respect to them. The following section presents 

the major reference frames used in precise positioning. 

3.4.1 WGS84  

World Geodetic System 1984 (WGS84) is the reference frame used by GPS. It is 

maintained by US National Imagery and Mapping Agency (NIMA) and accessible 
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through GPS satellites’ ephemeredes. It has evolved since the original form. These 

changes include the mitigation from WGS84 (original: January 23, 1987 to June 28, 

1994), WGS84 (G730: June 29, 1994 to January 28, 1997), and WGS84 (G873: January 

29, 1997 to January 19, 2002), to the recent version WGS84 (G1150: January 20, 2002 to 

present). The last version has offset about two meters from the original one (Kouba and 

Poelar, 2001; Soler and Snay, 2004). As a result of policies and the nature of the 

reference frame, there is no precise physical accessibility to this reference frame except 

un-differenced GPS measurements which can lead to positioning accuracy of a few 

meters. 

3.4.2 NAD 83 

The North American datum (NAD83) is the result of collaboration between US and 

Canada toward a unified spatial reference frame. It started in the mid-1980s through a 

network of geodetic monuments (Craymer et al., 1999). Evolving of technology and 

emerging of GPS showed that the NAD83 has an offset of about 2 meters from the true 

geocenter. The NAD 83 is considered equivalent to WGS84 (original).  

3.4.3 ITRF 

Because of the limitation of WGS84 reference frame, a civilian terrestrial reference frame 

was initiated by international efforts. This frame was realized through global Cartesian 

coordinates and velocity of network of stations (Kouba and Popelar, 2000). These 
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stations’ coordinates have been determined through precise geodetic techniques such as 

GPS, laser ranging, Doppler, and Very Long Baseline Interferometery (VLBI). The body 

controlling the ITRF is The International Earth Rotation and Reference Systems Service 

(IERS). ITRF has undergone several revisions and refinements, such as ITRF89, ITRF90, 

ITRF91, ITRF92, ITRF93, ITRF94, ITRF95, ITRF96, ITRF97, and ITRF2000. The 

ITRF accounts for earth curst deformation from plate tectonics, the NUVEL-1A (DeMets 

et al., 1994; McCarthy, 1996; Leick, 2004). Therefore, any station coordinates expressed 

in ITRF coordinates must be identified with a date. It is worth mentioning that the 

consistency between the revised WGS84 (G1150) and ITRF2000 is at the level of cm 

(Merrigan et al., 2002).  

3.4.4 Transformation between Reference Frames 

To express a 3D point or baseline coordinates in different reference frames, the similarity 

transformation is used. The traditional way is to define a similarity transformation with 

seven parameters: three translations, three rotations, and a scale. However, because of the 

change of geodetic measurements, the time changes of these parameters are also needed. 

Consequently, the transformation parameters between two reference frames include their 

rate of change, in addition to the seven similarity transformation parameters.  The general 

transformation between the two frames takes the following form: 
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)()()( oxoxx ttRtRtR −+= &           ( 3.27) 

)()()( oyoyy ttRtRtR −+= &           ( 3.28) 

)()()( ozozz ttRtRtR −+= &           ( 3.29) 

)()()( oxoxx ttTtTtT −+= &           ( 3.30) 

)()()( oyoyy ttTtTtT −+= &           ( 3.31) 

)()()( ozozz ttTtTtT −+= &           ( 3.32) 

)()()( oo ttStStS −+= &           ( 3.33) 

where 

(t)X t   - X- coordinate in the target reference system 

(t)Yt   - Y- coordinate in the target reference system 

(t)Zt   - Z- coordinate in the target reference system 

)(tTx   - Geocenter X-shift between the two reference frames 

)(tTy   - Geocenter Y-shift between the two reference frames 

)(tTz   - Geocenter Z-shift between the two reference frames 

)(tRx   - rotation between the X-axes of the two reference frames 

)(tRy   - rotation between the Y-axes of the two reference frames 

)(tRz   - rotation between the Z-axes of the two reference frames 

S(t)   - scale between the two reference frame 

xT&   - Geocenter X-shift rate between the two reference frames 

yT&   - Geocenter Y-shift rate between the two reference frames 

yT&   - Geocenter Z-shift rate between the two reference frames 

zR&   - rotation rate between the X-axes of  the two reference frames 

yR&   - rotation rate between the Y-axes of  the two reference frames 

zR&   - rotation rate between the Z-axes of  the two reference frames 
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t   - target epoch 

ot   - reference epoch 

S&   - scale rate of change 

 

These transformation equations can be used to transform the coordinates from one to 

different frames. A compendium of transformation parameters between ITRF and 

NAD83 reference frames are depicted in Table 3.6 (Soler et al., 2001; Soler and 

Marshall, 2003; Craymer et al., 1999). 

Table  3.6 Transformation parameters between different reference frames 

Parameters 
ITRF93 

to 
NAD83 

ITRF94 
To 

NAD83 

ITRF96 
to 

NAD83 

ITRF97 
To 

NAD83 

ITRF00 
to 

NAD83 

ITRF97 
to 

ITRF96 

ITRF00 
to 

ITRF97 
TX (m) 0.9769 0.9738 0.9910 0.9889 0.9956 -0.00207 0.0067 

TY(m) -1.9392 -1.9353 -1.9072 -1.9074 -1.9013 0.00069 0.0000 

TZ(m) -0.5461 -0.5486 -0.5129 -0.5030 -0.5215 -0.00021 0.0061 

Rx(mas) 26.40 27.55 25.79 25.915 25.915 -0.00010 -0.0006 

Ry(mas) 10.10 10.05 9.65 9.426 9.426 0.00995 -0.0185 

Rz(mas) 10.30 11.36 11.66 11.599 11.599 0.00186 -0.0014 

XT&  m/year 0 0 0 0.0007 0.0007 0.12467 0.0 

YT&  m/year 0 0 0 -0.0001 -0.0007 0.01347 0.0 

ZT&  m/year 0 0 0 0.0019 0.0005 -0.22355 0.0 

XR&  mas/year 0 0.09 0.0532 0.067 0.067 -0.01514 0.0 

YR&  mas/year 0 -0.77 -0.7423 -0.757 -0.757 -0.06065 0.0 

ZR&  mas/year 0 0.02 -0.0316 -0.031 -0.051 0.00027 -0.02 

S (ppb) 0 0 0 -0.93 0.62 +0.93496 1.55 

S&  (ppb/year) 0 0 0 -0.19 -0.18 -0.19201 0.01 

Reference 
epoch 1995.00 1996.00 1997.00 1997.00 1997.00 1997.00 1997.00 
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CHAPTER 4 

PPP FUNCTIONAL AND STOCHASTIC MODELLING 

4.1 Introduction 

This chapter presents the mathematical model of Precise Point Positioning. First, a brief 

summary of Kalman Filter is presented and then the detailed functional and stochastic 

implementations of PPP are described. 

4.2 Kalman Filter 

Kalman Filter (KF) is a recursive optimal estimator that incorporates knowledge about 

the system and the measurements (Gelb, 1979). It is recursive because the user does not 

need to save previous observations; instead, all previous information is carried forward in 

the filter. It is optimal because the design of the filter satisfies the three general optimality 

conditions as given in Equations 4.1 to 4.3 (Mikhail and Ackermann, 1976):  

Consistence  ( ) 1|ˆ|lim =<−
∞→

εxxP
n

                   ( 4.1) 

Unbiased          ( 4.2)  xxE =)ˆ(

Minimum mean square error  { } min))ˆ(ˆ())ˆ(ˆ( =−− xExxExE T      ( 4.3) 
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where 

n - sample size  

x - parameters being estimated 

x̂  - estimate of the parameter x 

ε  - a very small value 

()P  - statistical probability 

()E  - statistical expectation 

 

The recursive and optimality natures are the two main reasons for the selection of this 

filter. Kalman’s architecture includes measurement and system models as well as their 

corresponding stochastic models as illustrated in Equations 4.4 and 4.5. The details of 

these functional and stochastic models will be covered in later sections of this chapter. 

One of the characteristics of the noises, namely wk-1, and vk, of the two models is that they 

are assumed to be independent from each other and distributed according to the normal 

distribution. 

System Model 

111 −−− +Φ= kkkk wxx ,         ( 4.4) ),0(~ 11 −− kk QNw

Measurements Model 

kkkk vxHz += ,          ( 4.5) ),0(~ kk RNv

where 

kx   - state vector at epoch k 

1−Φ k   - transition matrix at epoch k-1 

1−kx   - state vector at epoch k-1 

1−kw   - system noise at epoch k-1 
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1−kQ   - covariance matrix of system noise wk-1

kz   - measurements vector 

kH   - design matrix 

kv   - measurement noise vector 

kR   - covariance matrix of measurement noise vk

The random vectors v and w are assumed to be Gaussian with known statistics and must 

satisfy the following conditions: 

0)( =T
jk vwE , for all j, k           ( 4.6) 

           Q, for all j= k 
=)( T

jk wwE             ( 4.7) 
                      0, j≠k 

           R, for all j= k 
=)( T

jkvvE               ( 4.8) 
                     0, j≠k 

In terms of data processing, two major steps characterize the Kalman filter: the first is 

prediction, and the second is updating as shown in Equations 4.9 to 4.13 (Gelb, 1979; 

Grewal and Andrews, 1993). 

Prediction 

)(ˆ)(ˆ 11 +Φ=− −− kkk xx                                     ( 4.9) 

1111 )()( −−−− +Φ+Φ=− k
T
kkkk QPP          ( 4.10) 

Updating 

1])([)( −+−−= k
T
kkk

T
kkk RHPHHPK          ( 4.11) 

)](ˆ[)(ˆ)(ˆ −−+−=+ kkkkkk xHzKxx          ( 4.12) 
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)(][)( −−=+ kkkk PHKIP            ( 4.13) 

where 

)(ˆ −kx ,   - predicted and updated state vectors )(ˆ +kx

)(−kP ,  - predicted and updated state vector variance covariance matrices )(+kP

kK   - gain matrix 

In the formulas above, the (-) sign indicates prediction and the (+) sign indicates 

updating. The Kk expresses the gain matrix. The Kalman filter process is illustrated in 

Figure 4.1 (Witchayangkoon, 2000). 

 

Available
Not available 

O put ut

Prediction

)(ˆ)(ˆ 11 +Φ=− −− kkk xx  

1111 )()( −−−− +Φ+Φ=− k
T
kkkk QPP  

Measurements

GPS Measurements 

Updating

)](ˆ[)(ˆ)(ˆ −−+−=+ kkkkkk xHzKxx  
)(][)( −−=+ kkkk PHKIP  

1])([)( −+−−= k
T
kkk

T
kkk RHPHHPK  

X0 Q0 R0  

0]))0(ˆ)0())(0(ˆ)0([( PxxxxE T =−−  

Initial Conditions

Figure  4.1 Kalman filter illustration 
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4.3 Observation Models 

The observation model represents the explicit relation between observations and 

unknowns. Using the Least Square or Kalman filter principle, the GPS measurements can 

be linked in a suitable form to the unknown parameters. The selection of this relationship 

must avoid any formulation that can result in similar parameter coefficients; otherwise, a 

defective system could arise. In the next subsections, the PPP function models are 

presented. 

4.3.1 The Traditional Model 

The ionosphere-free code and carrier phase observations combinations are the most 

famous formulation used to alleviate the cumbersome effect caused by the ionosphere. 

Zumberge et al. (1998) as well as Kouba and Heroux (2000) have used both of these 

combinations as a functional model for PPP. For the sake of convenience, the un-

differenced observation equations and the traditional model are illustrated in the 

following equations:  

( ) ))(( 

)(

/

))(/()(/))(/()(//

LiPd

ddddddcdTLiP

LiPmult

LiPhdr
s

LiPhdLiPInterfreqr
s

LiPInterfreqLiiontrop

ε

ρ

+

+−+−+++−=
  

( 4.14) 

))(( ~~ )),(

),((~~)(

)(/))(/()(/0

0))(/()(//

LidddLit

LitddNddcdTLi

LimultLihdr
s

Lihds

riLiInterfreqr
s

LiInterfreqiiLiiontrop

Φ++−+

−+−++−+−=Φ

ΦΦΦ

ΦΦ

εφ

φλλρ
       

( 4.15)     
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))((

)()(

2,1)2,1())),(())2,1((

2
2

2
1

2
2

21
2

1

LLPεddddcdTρ

ff
LPfLPf

P

LLP/mult2L1L(Phdr
s

LLPhdtrop

IF

++−++−+=

−
⋅−⋅

=
 ( 4.16) 
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ρ  ( 4.17) 

where 

)( iLP         - measured pseudorange on Li (m) 

)( iLΦ   - measured carrier phase on Li (m) 

IFΦ   - ionosphere-free carrier phase combination 

ρ   - true geometric range (m) 

c   - speed of light (m/s) 

dT   - receiver clock error (s) 

tropd   - tropospheric delay (m) 

Liiond /   - ionospheric delay on Li (m) 

s
LiPhdd )(/  - satellite pseudocode hardware bias on Li (m) 

))(/( LiPhdrd  - receiver pseudocode hardware bias on Li (m) 

s
Lihdd )(/

~
Φ  - satellite carrier phase hardware bias on Li (m) 

))(/(
~

Lihdrd Φ  - receiver carrier phase hardware bias on Li (m) 

))(/( LiPInterfreqrd  - receiver pseudocode inter-frequency bias on Li (m) 

= ( ,rGDcT , rGDcT
f
f

,2
2

2
1  for i=1,2, respectively) 
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s
LiPInterfreqd )(/  - satellite pseudocode inter-frequency bias on Li (m) 

= ( ,sGDcT , sGDcT
f
f

,2
2

2
1  for i=1,2, respectively) 

))(/(
~

LiInterfreqrd Φ  - receiver carrier phase inter-frequency bias on Li (m) 

= ( ,rGDTc ,′ rGDTc
f
f

,2
2

2
1 ′  for i=1,2, respectively) 

s
LiInterfreqd )(/

~
Φ  - satellite carrier phase inter-frequency bias on Li (m) 

= ( ,sGDTc ,′ sGDTc
f
f

,2
2

2
1 ′  for i=1,2, respectively) 

iλ   - wavelength on Li (m) 

iN   - integer phase ambiguity on Li (cycle) 

),( 0 ir Ltφ  - initial phase of the receiver oscillator 

),( 0 i
s Ltφ  - initial phase of the satellite oscillator 

)(/ LiPmultd  - multipath effect in the measured pseudorange on Li (m) 

)(/ Limultd Φ  - multipath effect in the measured carrier phase on Li (m)  

(.)ε        - measurement noise (m). 

In Equations 4.14 and 4.15 above, the inter-frequency biases and the hardware delay can 

be lumped together because they are inseparable (Leick, 2004; IDC-GPS-200C, 2000). 

The inter-frequency bias is a delay between L1 and L2 signals to allow dual frequency 

GPS users to mitigate GPS ionospheric delay. It must be considered when using L1 or L2 

alone. For the case of the ionosphere-free observations combination, the inter-frequency 

bias is canceled. In this context, the hardware delay is caused by satellite and receiver 

hardware components such as the RF and signal processing (Ray, 2005; Raquet, 2001). 

This hardware delay is of no concern to navigation process since it has the same 
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magnitude for all frequencies and channels. Accordingly, it would be lumped to receiver 

clock (Ray, 2005). Appendix B shows the different GPS delays and their sources. The 

PPP traditional model as illustrated in Equations 4.16 and 4.17 is capable of mitigating 

the first order ionospheric delay effect as well as the inter-frequency bias, whereas the 

equipment (hardware) delay will remain. For the carrier phase, the nonzero initial phase 

will not be cancelled in these equations and will be mapped to the ambiguities. This 

mapping should not be a problem because the ionosphere-free ambiguities 

( 2
2

2
1 ff −

22
2

211
2

1 NfNf − λλ ) are calculated as a lumped term and treated as a float number. If 

Doppler measurements are not considered, the estimated variables herein are three 

positional parameters, receiver clock offset, zenith tropospheric delay, and the 

ionosphere-free carrier phase ambiguities. Therefore, if the number of the observed 

satellite is n, the number of observation equations will be 2n and the number of 

unknowns will be 5+n. Equation 4.18 shows the vector of parameters. An example for 

the design matrix for one satellite is given in Equations 4.19 and 4.20 for a general case 

which includes ionosphere-free code and phase rate observations. The order of the 

elements is arbitrary and presented here only for illustration purposes. 

{ }T
nNNTropTddThhX δδδδδδλδφδδδλδφ ,,,,,,,,,,,, 1

&&&&=      ( 4.18) 
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        Position               Velocity      Clock         Trop              Ambiguity       ( 4.20) 

where 

 n  - is the number of satellites 

i   - represents an arbitrary satellite 

Φ&δ   - rate of change of latitude error 

λδ &   - rate of change of longitude error 

h&δ   - rate of change of height error 

Td &δ   - rate of change of receiver clock error 

The details of each element, Ai,j in Equation 4.20, are given in Appendix C. 
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4.3.2   The UofC Model 

Unlike the traditional model, the UofC model (Gao and Shen, 2001) uses an average of 

code and carrier phase observations on L1 and L2 in addition to the ionosphere-free 

carrier phase combination. The model description is illustrated in Equations 4.21 to 4.24. 

))()((5.0, iiSMiPi LLPP Φ+=Φ        ( 4.21) 
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where 

iPiP Φ,   - average of pseudocode and carrier phase observations 

)(LiPSM  - ionospheric-free smoothed pseudocode 

1,1 LPΦ   - average of pseudocode and carrier phase observations  on L1 

2,2 LPΦ   - average of pseudocode and carrier phase observations  on L2 
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This model allows for the estimation of ambiguities on the L1 and L2 frequencies, station 

position, receiver clock offset, and troposphere. For the case of observing n satellites and 

no Doppler observations are considered, the number of observation equations will be 3n, 

while the number of the unknown will be equal to 5+2n. Several systematic delays or 

errors will remain in the system such as the non-zero initial phase, code, and carrier phase 

inter-frequency bias for satellite as well as receiver. If opposite signs are assumed for the 

inter-frequency bias in the case of the code and carrier phase, then only the difference 

between them will remain. How big the difference is, is not quite known, but for the sake 

of simplicity we will assume that they are equal and will return to this point later in 

Sections 7.7.3 and 6.3. For the ionosphere-free carrier phase combination, there will be 

no inter-frequency bias as stated earlier; however, the non-zero initial phase will remain 

in all equations. The satellites’ non-zero initial phase and the difference in inter-

frequency bias for the satellite segment will join the ambiguities, whereas the receiver 

equivalent part will join the station clock (Teunissen and Kleusberg, 1998; Liu, 2002). 

The reason is that any systematic errors related to an individual satellite will join 

ambiguities, and those that are common to all satellites will map to the GPS station clock. 

The vector of parameters is given in Equation 4.25. An example for the design matrix for 

one satellite is given in Equations 4.26 and 4.27.  

{ }nNNNTropTddThhX ×ΦΦ= 221 ,,,,,,,,,,,, δδδδδδδλδδδδλδ &&&&     ( 4.25) 
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   Position           Velocity  Clock         Trop                  Ambiguity      ( 4.27)  
 

There is a similarity among the elements of the design matrix of both models and only 

two slight differences. The first is that one extra row appeared. The second is that there 

are two columns corresponding to the ambiguities instead of one. The details of the 

design matrix are shown in Appendix D. 

4.4 Stochastic Modeling  

A proper modeling of any problem must guarantee an incorporation of statistical 

information along with its deterministic component. Three branches of stochastic 

modeling are addressed: observations, system dynamic, and parameters. Observations’ 

stochastic modeling includes information about the accuracy of the model’s 

measurements and any relations among observations. The stochastic description of the 
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system dynamics expresses the kinematic behavior of the GPS station and the change of 

parameters with time. Parameters’ stochastic information includes particulars about the 

initial accuracy of the parameters and its variation over time. 

4.5 Observations’ Stochastic Modeling 

GPS produces several measurements such as code, carrier phase, and phase rate 

(Doppler). These observations have different accuracies; therefore, when dealing with 

different GPS observations, the weight of each observation should be chosen carefully to 

express their absolute and relative accuracies with respect to each other. In the case of 

mixing the observations, the error propagation concept should be applied to estimate the 

precision of the combination under consideration. Observations’ stochastic modeling has 

been a matter of interest in many studies, including El-Rabbany (1994); Tiberius (1999); 

Bona (2000); Bona (2000a); and Liu (2002). In this section, two points of interest will be 

addressed: the generation of different observations and the mathematical correlation of 

observations. The first is called the “stochastic physical correlation” and the second is 

called the “stochastic functional correlation”. 

4.5.1 Stochastic Physical Correlation 

Depending on the type of GPS receiver, the GPS measurements are generated using 

different tracking methodologies. For PPP, two situations exist: cross correlation and the 

modern codeless (non cross-correlation) receivers. Cross correlation receivers monitor 
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the P1 and L1 signals in addition to their difference from P2 and L2. Therefore, the 

measurements P2 and L2 are directly related to P1 and L1. As a result, there is a 

correlation between the observations on L1 and L2. On the contrary, modern receivers 

(noncross-correlation) rebuild code and carrier phase observations separately on both L1 

and L2. Hence, the observations resulting from the codeless receiver are considered with 

no correlation. As most of the dual frequency receivers tend to be codeless, the weight 

matrix of un-differenced observations will be diagonal and the value of the diagonals will 

mainly depend on the type of observations and their relative precision.  

Another issue that can lead to stochastic correlation is that each satellite signal traveled 

through different geometric paths. Thus, the measurements’ accuracy to each GPS 

satellite is a function of these paths. A long path can cause attenuation for the GPS 

signals and makes them noisy. This can be quantified through either the elevation of the 

satellite, the signal to noise ratio, or a combination of both (Jin, 1996; Tiberius, 2003; 

Collins and Langley, 1999; Witchayangkoon, 2000). The common practice is to quantify 

the precision of satellite measurements throughout the elevation angle, which can take 

several mapping forms such as exponential and trigonometric functions. The function 

used herein is the SIN as shown in Equation 4.28. The reason for using this function is 

attributed to the similarity of the Cosecant function and behavior of troposphere and 

ionospheric delay changes with respect to the satellite elevation (Vermeer, 1997; Collins 

and Langely, 1999). 

M(E) =  
)sin(

1
Elevation

        ( 4.28) 
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4.5.2 Stochastic Functional Correlation 

In the two PPP functional models, GPS observations are not used directly. Instead, they 

are combined with each other. Therefore, error propagation should be applied to estimate 

the precision of the combined observation. The effect of this function correlation on the 

two PPP models is illustrated below. 

4.5.2.1 Traditional Model 

If no correlation is assumed between P(L1) and P(L2) in addition to Φ(L1) and Φ(L2), the 

covariance between them vanishes. Also, if the correlation between the smoothed code 

and the carrier phase observations is considered to be zero, the covariance matrix of the 

observations will be diagonal. This is the case used herein, QPΦ=0. The effect of using 

the carrier phase to smooth the code may be of interest and can generate covariance 

between the two types of ionosphere-free combinations. Therefore, the observations 

covariance matrix can be non-diagonal. The observations covariance matrix is illustrated 

and expressed in Figure 4.2 as well as Appendix E. 
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Figure  4.2 Covariance matrix of the GPS observations (Traditional model)  

4.5.2.2 UofC Model 

The UofC uses an average of code and carrier phase observations on L1 and L2 as well as 

the ionosphere free carrier phase combination. Therefore, even if there is no correlation 

between the smoothed code and carrier phase observation, there will be a correlation 

between the first two observation equations and the last one. This correlation can be 

calculated using the concept of error propagation. This correlation is given in Equations 

4.29 and 4.30 as well as Appendix F. Figure 4.3 depicts the general structure of the 

observations covariance matrix. In the case of considering the effect of smoothing the 

code with carrier phase observations a more complex form can be derived.  
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where 

12σ  - correlation between 0.5(P1+Φ1) and Φiono-free

13σ  - correlation between 0.5(P2+Φ2) and Φiono-free

2
1Φσ  - precision of carrier phase observation on L1

2
2Φσ  - precision of carrier phase observation on L2 
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Figure  4.3 Covariance matrix of the GPS observations (UofC model) 
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4.6 Parameters’ Stochastic Modeling  

The nature of the parameters dictates the suitable modeling process. Recalling the 

observation models, the PPP state vector contains states that correspond to position 

coordinates, receiver clock, zenith tropospheric delay, and ambiguity errors. Position and 

clock states are usually modeled as Random Walk or first order Gauss Markov (Brown 

and Hwang, 1997; Kechine et al., 2003; Axelrad and Brown, 1996). Conversely, the long 

established way for modeling the troposphere is to assume it is a random walk as will be 

seen in Section 4.6.1 (Kouba and Heroux, 2000; Zumberge et al., 1998). The selection of 

the suitable stochastic model depends mainly on the application under consideration. The 

ambiguity states are assumed to be constant if no cycle slips over time. The transition and 

noise matrices for the cases of random walk and first order Gauss Markov is given herein. 

First, the general transition and noise matrices are provided. For illustration purposes, the 

structure of these matrices is divided into sub-blocks, in which each block represents a set 

of related parameters, such as position, clock, troposphere, and ambiguities. Figure 4.4 

shows the general structure of the noise matrix that is used in Kalman filter. 
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Figure  4.4 Noise matrix structure 
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4.6.1 Matrices Block Composition 

Depending on the parameters’ model under consideration, the sub-matrix blocks can be 

constructed. All the models presented herein can be deduced from the solution of the 

differential equation of the system dynamic and the propagation of its variance-

covariance matrix as shown in the simplified Equations 4.31 and 4.32, respectively (Gelb, 

1983; Brown and Hwang, 1997). 

)()()()( twtxtFtx +=& ,         ( 4.31) )(tq

∫
∆

ΦΦ=
t

T ttqtQ
0

)()()(          ( 4.32) 

where 

)(tx  - parameters 

)(tF  - system dynamic matrix 

)(tw  - white noise  
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)(tq  - spectral density matrix 

Q  - process noise matrix 

)(tΦ  - transition matrix 

 

4.6.1.1 Case of Velocity Estimation 

In the case of velocity estimation, Doppler observations are considered available and 

therefore the rate of change of the parameter (velocity) can be estimated. The next 

subsection illustrates the composition of the transition and noise matrices (Abousalem, 

1996). 

GPS Station Coordinates Block 

Two models are presented for the station parameters: Random Walk (RW) and first order 

Gauss-Markov (first GM). It is worth mentioning that the velocity state is the one that 

will be modeled as first GM or RW. When the velocity state is not considered for 

estimation, the states itself (position and clock) will be modeled as first GM or RW. 

These two models are presented in Equations 4.33 and 4.34. Generally speaking, there is 

no preference between the two models in GPS applications. Both of them are well-known 

and applicable.  

wx =&             ( 4.33) 

x&   - state rate 

w   - noise 
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wxx +=
β
1

&             ( 4.34) 

x   - state 

x&   - state rate 

β   - correlation time 

w   - noise 

Assuming the estimation of velocity and the case of Random Walk, the positioning block 

in the transition matrix will look like that given in Equation (4.35):  
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The noise matrix is shown in Equation 4.36. 
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where the corresponding state vector is [ ]hh &&& δδλδδλφδδφ  and  

φVq , ,  -Spectral density of velocity in each direction λVq vhq

mR ,   -Earth radius in meridian and prime meridian directions nR

h   -Station height above ellipsoid 

t∆   -Time increment 

φ   - Latitude of the GPS station 

 

For the case of first order Guass-Markov, the transition matrix position block takes the 

form as shown in Equation (4.37): 
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where 

φ
β v ,

λ
β v ,

hvβ  - correlation time in each direction 

 

Because of the numerous terms in the position block of the noise matrix, it will be 

presented in three small sub-matrix as illustrated in Figure 4.5. The order is for 

illustration purposes only. 
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GPS Receiver Clock Block 

Similar to the position block, the transition and the noise matrices for the receiver clock 

block can be formulated using Random Walk as given in Equations 4.41 and 4.42.  
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where   is the spectral density of receiver clock drift 
dtVq

The case of the first order Gauss-Markov process is given in Equations 4.43 and 4.44.  
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where  is the correlation time of the receiver clock drift. 
dtVβ

Tropospheric Delay Block 

The nature of the troposphere allows for modeling its component as Random Walk. 

Therefore, the transition matrix and the noise matrix will consist of one element only as 

illustrated in Equations 4.45 and 4.46: 

[ ]1=ΦTrop            ( 4.45) 

][ tqQ tropTrop ∆=                       ( 4.46) 

where  is the spectral density of tropospheric delay parameter. tropq

Ambiguities Block 

The ambiguities are modeled as constant; therefore, there will be a nil noise matrix and 

an identity transition matrix. 

4.6.1.2 No Velocity Estimation 

In the case of no parameters rate estimation such as the velocity and clock rate, the 

equations above will be simplified as given herein. The transition matrix will be equal to 
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the identity matrix, which means no parameter prediction is applicable. However, 

parameters’ prediction is still feasible through observing their difference over time.  

GPS Receiver Coordinates Block 

As mentioned above, the transition matrix for the GPS station coordinates will be the 

identity matrix. The noise matrix for the case of random walk is illustrated in equation 

4.47:  
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In the case of using first order Guass-Markov, the transition matrix will be also the 

identity matrix and the noise matrix as depicted in Equations 4.48 to 4.51. 
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GPS Receiver Clock Block 

The transition matrix of the GPS receiver clock will take the form given in Equation 4.52 

for the case of RW and the form depicted in Equation 4.53 for the case of first GM. 

[ ]tqQ dtblockClock ∆=                      ( 4.52) 
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Tropospheric Delay Block 

The estimation for the rate of change of the tropospheric delay is not considered. 

Therefore, no change is applicable to the noise matrix as shown in Equation 4.54. 

][ tqQ tropTrop ∆=                                 ( 4.54) 

 

An empirical way to choose the spectral density of a parameter under consideration is to 

attribute the value of its spectral density to the rate of change of the parameter (velocity). 

For example, if a GPS receiver is  attached to a vehicle moving with a speed between 60 

to 100 km/h, the spectral density can be chosen to be between (60x1000/(60x60))2 to 

100x1000/(60x60))2, i.e. 2.8x102 and 7.7x102 m2/sec, respectively. Another example is to 

assume the rate of change of tropospheric delay as 1 cm/hr, then the spectral density of 

the tropospheric delay can be assumed (0.01/(60x60))2, i.e. 7.7x10-12 m2/sec. 
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Ambiguities Block 

The ambiguities are modeled as a constant, so ignoring velocity estimation has no effect 

on neither the transition matrix or the noise matrix. 

 

4.7  Quality Control 

One of the essential elements of navigation and positioning systems is the ability to 

tolerate and detect any anomaly in observations. Therefore, this section deals with the 

detection of cycle slip from carrier phase observations and the overall detection of any 

measurements with big errors. 

4.7.1 Cycle Slip Detection 

Cycle slip is a failure of the GPS receiver to count a small number of cycles caused by 

motion dynamic, scintillation, GPS firmware performance, or weak signals. 

Consequently, the range from receiver to satellite is erroneous up to the unaccounted 

cycles. Several methods can be used to detect cycle slip. Among them are monitoring the 

difference between code and carrier phase measurements, using Doppler observations to 

predict the carrier phase observations, monitoring the difference between the two carrier 

phase GPS observations, or observing the difference between the narrow and wide lane 
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combinations of L1 and L2 observations over time. For PPP, the latter technique is used 

because of its performance (Collins et al., 2001).  

4.7.2 Blunder Detection 

It is essential to have an approach that can validate and identify the assumed 

mathematical model from any defect. As a result, testing the performance of Kalman 

filter is necessary. The proper method is to use the innovation sequence. The innovation 

sequence can be defined as the difference between the actual and predicted outputs as 

shown in Equation 4.55. 

−−= kkkk xAyv            ( 4.55) 

where  

kv  - innovation sequence vector 

ky  - new measurements vector 

Being an optimal filter, the resultant innovation sequence must be Gaussian. Therefore, 

any anomaly in the Kalman filter performance will be reflected in the innovation 

sequence. Thus, a goodness of fit test is used to identify model consistency. If the model 

did not pass the test, then a local test should be conducted to identify the measurement 

that is likely erroneous. The observation corresponding to the maximum value of the 

local test is most likely the outlier. The formulas for these tests are given in Equations 

4.56 and 4.57 (Teunissen and Salzmann, 1988). 

Global Test: 

)0,(| 2
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t
k mTvCvT αχ<=            ( 4.56) 
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Local Test: 

iivk

ik

C
vw

)(
)(

=                          ( 4.57) 

where, 

vkC  = ( ) T
kkkk HPHR )(−+

α  - level of significant 

km   - degrees of freedom 

)0,(2
kmαχ  - upper α probability point of the Chi-squared distribution 

kH   - design matrix 

kR   - observations variance covariance matrix 

)(−kP   - predicted parameter variance covariance matrix 

 

This chapter presented the functional and stochastic models for the proposed PPP system. 

Using these models, the next chapter will present numerical results based on the 

investigation and development of the previous models. 
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CHAPTER 5 

PPP RESULTS UNDER VARIOUS DYNAMIC CONDITIONS 

This chapter presents the positioning results and analysis for the developed PPP software. 

These results and analysis include static, land vehicle, marine, and airborne GPS datasets. 

The data has different dynamic characteristics and therefore is a good benchmark for the 

system. The traditional PPP model is used in this chapter.  

5.1 PPP Static Results 

Twelve stations from the IGS GPS network (see Figure 5.1) were used to demonstrate the 

positioning accuracy of PPP. A one day GPS dataset at an interval of 30 seconds was 

retrieved from each station on August 1st, 2004. The final IGS orbit and clock corrections 

at intervals of 15 minutes and 30 seconds, respectively, were used to remove the orbit and 

clock errors. A unified estimation scheme was adopted for all the stations. In this scheme, 

a Random Walk process is used for position, tropospheric delay, and receiver clock errors 

while a constant process is used for the ambiguities. The spectral density of the GPS 

station coordinates was assumed to be zero because the station is static, and the GPS 

station coordinate uncertainty was assumed to be 2 km. The tropospheric delay initial 

uncertainty was assumed to be a half meter and its spectral density was assumed to be 10-
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9 m2/sec. The clock error spectral density was assumed 105 m2/sec and with initial 

uncertainty of 105 m. These big values were selected for the receiver clock to account for 

the one-millisecond jumps, which occur when a GPS receiver does not steer its internal 

clock and allows it to drift controllably. These clock parameters were adopted for all the 

tests in this chapter. The precision of pseudorange and carrier phase observations were 

assumed to be 0.3m and 3mm, respectively. An elevation cut off angle of 10 degree was 

used in this test. The types of the used GPS receivers and antennas are shown in Table 

5.1. The assumed values for the parameters are the optimum and suitable for many 

datasets. The selection of these values is based on the discussion given at the end of 

Section 4.6. 

 
Figure  5.1 Map of the used static IGS stations 

 

The receiver antenna phase center offset and variation obtained from IGS were used to 

mitigate any dependent effect in the entire chapter. The antennas of the used IGS stations 

are AOAD/M_T and ASH701945C_M. They have the same values of the antenna phase 

centers and phase center variations. These values are 110, and 128 mm for L1 and L2 
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respectively, where the phase center variations are zeros (IGS, 2004c). The average 

Geometric Dilution Of Precision (GDOP) value for the GPS constellation at the used IGS 

stations was within the range of 2.3 to 3.2. The positioning results are summarized and 

illustrated in Figure 5.2. The figure also demonstrates the bias and standard deviation for 

each station. It is worth mentioning that the coordinates of the IGS stations are known 

and have accuracy of few millimeters. The numbers are truncated to the nearest 

centimeter for simplicity. 

Table  5.1 IGS GPS receivers and antenna types 

Station Receiver type Antenna type 

ALGO AOA BENCHMARK ACT AOAD/M_T 

AMC2 ASHTECH Z-XII3T AOAD/M_T 

BOGT ASHTECH Z-XII3 AOAD/M_T 

SANT ASHTECH Z-XII3 AOAD/M_T 

MADR ASHTECH Z-XII3 AOAD/M_T 

MAS1 ASHTECH Z-XII3 AOAD/M_T 

MOBN ASHTECH Z-XII3 ASH701945C_M 

HRAO ASHTECH Z-XII3 AOAD/M_T 

POL2 ASHTECH Z-XII3 ASH701945C_M 

USUD ASHTECH Z-XII3 AOAD/M_T 

NOOR ASHTECH Z-XII3 ASH701945C_M 

TIDB ASHTECH Z-XII3 AOAD/M_T 
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Figure  5.2 IGS stations positioning results 

The largest error occurred at the IGS station BOGT. The ephemeris file of this station 

was missing so automatic ephemerides file was used instead. The unavailability of the 

ephemeris file might be caused because of receiver data corruption. The automatic 

ephemeredes file contains the ephemeris of all GPS satellite, despite it is visible at the 

tracking station or not. This automatic ephemerides file can be formed by combining 

several ephemerides files obtained from different places of the world. The statistics of the 

results show centimeter positioning accuracy and are summarized in Table 5.2.  

 

 

 



 

  

82

Table  5.2 Summary of IGS station results 

Bias (mm) STD (mm) 
Station 

North East Height North East Height 

ALGO 2 0 16 4 7 13 

AMC2 6 4 35 3 7 8 

BOGT 4 -3 57 5 6 14 

SANT 4 -4 -29 11 9 21 

MADR 17 21 34 11 18 15 

MAS1 20 -3 1 6 16 23 

MOBN 0 17 23 12 14 17 

HRAO 13 -25 -28 2 10 10 

POL2 19 11 3 5 14 15 

USUD 2 -11 -30 3 4 8 

NNOR 8 9 -32 7 5 25 

TIDB 4 -7 -5 4 6 9 

These results are independent of base stations, first order ionosphere activities, 

troposphere variability (to some extent), location, and time. In addition, as mentioned a 

unified estimation scheme is used for the station coordinates, clock offset, troposphere, 

and ambiguity all over the data. The intention of using a single estimation scheme is to 

demonstrate that PPP is flexible and does not need special tuning for each data. This 

flexibility is important because in reality the values of the parameters are unknown. In 

summary, PPP virtually eliminates the need to perform any double difference baseline 

processing and can help in installing control points and updating spatial reference frames 

with centimeter accuracy. 
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5.2 Positioning with Land Vehicle Data 

A land vehicle equipped with a Javad dual GPS frequency receiver was operated for less 

than two hours at Springbank near Calgary on September 30, 2003. The data has a 

sampling rate of 1 second and cut off angle of 10 degrees. The average GDOP value of 

the satellites was 2.4. The topographic nature of the area includes variations in height that 

reach about 160 m. This vehicle trip included several minutes of static periods. Parallel to 

the PPP test, a base station at a known control point was installed to allow qualitative and 

quantitative assessment of PPP results through the use of Double Difference (DD) 

software. The GrafNav™ is the software that was used to produce the reference 

trajectory. The software can output station positions based on different criteria such as the 

status of DD ambiguity and/or the precision of the solution. The second option was used 

because in most of the epochs the DD ambiguities were fixed and therefore epochs with 

DD ambiguity fixing and precision better than 10 cm were used to benchmark the PPP 

solutions. This threshold of precision was chosen to ensure the existence of sufficient 

epochs of the DD solution that can be used to assess the positioning accuracy of PPP. A 

smaller threshold such as 5 cm would produce a small number of DD solution epochs.  

The estimation scheme that was used for PPP solution assumed 2 km uncertainty for the 

initial GPS station coordinates. To account for the vehicle dynamic, spectral densities of 

103 and 102 m2/sec were used for the horizontal and the height parameters of the station. 

Tropospheric delay was assumed to be known with an uncertainty of a half meter and a 

spectral density of 10-9 m2/sec. The Random Walk (RW) process was used to model the 
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dynamics of the vehicle. The selection of these values of the spectral density is based on 

the empirical method given at the end of Section 4.6. As mentioned in Chapter 4, the use 

of RW or GM process is common in the GPS field. When dealing with systems that 

include behaviors such as sudden trajectory variations or clock jumps, RW process can be 

suitable. Tropospheric delay does not, normally, change suddenly, therefore many 

researchers can model it as RW or GM. Actually, the noise matrices in both models are 

almost equivalent in the case of GPS positioning due to the long correlation time of the 

parameters. During the experiment, there were signal losses of lock for the GPS base 

station; thus, the DD solution was affected for a few minutes because the DD processing 

needs simultaneous signals lock for the base and the rover stations.  On the contrary, the 

PPP solution is independent of the base station and so was unaffected. Figure 5.3 shows 

the trajectory of the test.  

Figure  5.3 Land veh
Base station
 

icle trajectory 
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Figures 5.4, 5.5, and 5.6 depict the quality of the DD solution through illustrating the 

rover forward and reverse DD position separations and the ambiguity fixing status for the 

DD forward and reverse solutions. These figures are produced by GrafNavTD software. 

The gaps in the mentioned figures indicate that the accuracy of the DD solution was more 

than the 10 cm threshold. 

t

Figure 
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 5.4 Difference between DD forward and reverse solutions 
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Figure  5.5 Ambiguity fixing for the forward solution 

 

Figure  5.6 Ambiguity fixing for the reverse solution 

Figure 5.7 shows the difference between the PPP forward solution and DD combined 

solution. The figure does not include the first 10 minutes of PPP processing, which 
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depicts the PPP’s convergence behavior. The final IGS precise orbit and clock were used 

in this test and have sampling intervals of 15 and 5 minutes, respectively. The 30 second 

clock solution was unavailable at that date because the IGS analysis centers started to 

produce this clock solution on April 4, 2004, and this vehicle test was done on September 

30, 2003. Therefore, the positioning results could be further enhanced with the 

availability of higher rate of clock corrections. The consistency between the two results 

excluding the first 10 minutes is shown in Table 5.3. 
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Figure  5.7 Positioning difference with respect to the DD solution 

Table  5.3 Summary of vehicle positioning accuracy with respect to DD solution 

 Latitude error (cm) Longitude error (cm) Height error (cm) 

Bias 1 -3 18 
STD 4 10 15 
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Figure 5.8 depicts the 3D positioning difference between the epochs of the GPS double 

difference solution that has accuracy better than 10 cm and their counterbalance from the 

PPP solution. The colors of the trajectory show the 3D positioning difference between the 

PPP forward solution and the GrafNav DD combined solution. The degradation of the 

colors shows the convergence behaviors of the solution. The figure shows that the 

positioning accuracy enhances as the time elapsed. A part of the trajectory was masked 

because a large portion of the DD positioning accuracy exceeded the 10 cm.  

 

Figure  5.8 PPP-DD 3D offset of the vehicle trajectory 

Accordingly, it is important to understand the expected practical accuracy of DD solution 

in kinematics mode. Figure 5.9 illustrates the height profile of the rover and the base-

rover separation. From the figure, it can be concluded that the portion of the DD solution 

with base line separation less than 10 km was the one used in the comparison. In other 
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words, the DD solution when the baseline separation was larger than 10 km was not 

good. A discussion for the DD reference trajectory is presented at the end of the chapter.  
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Figure  5.9 Base-rover distance and the height profile of the rover station 

5.3 Positioning with Marine Data 

For this purpose, 6 hours of 1 second GPS marine data were collected by C&C 

Technology on August 13, 2003. The receiver used in this test was C-Nav receiver. The 

GPS constellation during this 6 hours observations period has an average GDOP value of 

2.2. An estimation scheme that assumed spectral density for the GPS station horizontal 

and height components of 10 and 0.2 m2/s was used. The spectral density of troposphere 

was assumed to be 10-12 m2/sec. Station coordinates and troposphere were assumed 

known with accuracy of 2 km and 0.5 m, respectively. The reasons for the selection of 

these values are the slow motion of the marine vehicle and the small changes in height 
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profile. A DD solution obtained from processing the marine vessel with respect to a 

known base station was used to assess the accuracy of PPP solution. The trajectory of the 

marine vessel is shown in Figure 5.10.  

Figures 5.11,

and reverse p

obtained usin

of the time. 

 

Base station
 

 

Figure  5.10 Marine vessel trajectory 

 5.12, and 5.13 depict the accuracy of the DD solution in terms of forward 

ositioning differences as well as ambiguity fixing status. These figures were 

g GrafNav software. During this test, ambiguity fixing was successful most 
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e  5.11 Difference between DD forward and reverse position solutions 

 

Figure  5.12 Ambiguity fixing for the forward solution 



 

  

92

 
Figure  5.13 Ambiguity fixing for the reverse solution 

The consistency between the DD and the PPP solutions is depicted in Figure 5.14. This 

figure shows the positioning differences between the PPP and DD solutions with 

positioning accuracy of the latter is better than 10 cm. The statistics of the results 

suggested biases of 1, 1, -5 cm in addition to standard deviations of 4, 10, and 14 cm for 

latitude, longitude, and height, respectively. A part from the position errors can be 

attributed to the DD solution because different GPS antenna brands were used for the 

rover and the base. As mentioned, the base GPS station consists of C-Nav receiver and its 

antenna where the base was equipped with ASHTECH UZ-12 and unknown antenna. The 

3D error shown on the trajectory is provided in Figure 5.15.  
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Figure  5.14 Marine dataset positioning accuracy with respect to DD solution 

 

 
Figure  5.15 Marine trajectory PPP-DD 3D offset  
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The red color shown in Figure 5.15 originated, mostly, from the beginning of the vessel 

motion (north west to south east) which can be observed also at the beginning of Figure 

5.14, where a noisy horizontal solution is observed compared with the rest of the 

solution. The other two remaining portions of the trajectory that are colored in red are 

mainly due to changes in satellites geometry. 

5.4 Positioning with Airborne Data 

Four hours of airborne GPS data collected on August 28, 2003 by Applanix Corporation 

were used in this test. The data has frequency of 1 Hz and an average GDOP value of 2.4. 

NovAtel GPS receiver and antennas were used at the rover stations. The trajectory of the 

aircraft is shown in Figure 5.16. This dataset contains several states of dynamics: static 

when the airplane was on the run way; high dynamics during take off, landing, and 

maneuvering; and high speed but stable during the remaining portions of the flight. A 

different estimation scheme compared to that of the land vehicle was used herein. In this 

scheme, large spectral densities of 104 and 103 m2/sec were considered for the horizontal 

and the height parameters of the station to consider the high dynamics of the aircraft. The 

troposphere and clock spectral densities were chosen to be 10-9 and 105 m2/s, respectively. 

The values of the chosen spectral density are corresponding to the best positioning result 

and the empirical method given at the end of Section 4.6. The data of the airplane are 

processed in DD mode with respect to a base station operating NovAtel GPS receiver 

using GrafNav software. The positioning results obtained from PPP were compared with 

the counterpart from the DD processing that has a positioning accuracy better than 10 cm 
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and characterized with successful ambiguity fixing. Figures 5.17, 5.18, and 5.19 illustrate 

the reliability of the DD solution. Compared to the other datasets, the difference between 

the forward and backward solutions is small which reflects better DD results.  
Base station
 

 
 Figure  5.16 Airborne GPS station trajectory 
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Figure  5.17 Difference between DD

Figure  5.18 Ambiguity fixing
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 forward and reverse solutions 

 

 for the forward solution 



 

  

97

 

Figure  5.19 Ambiguity fixing for the reverse solution 

The statistics of the results shown in Figure 5.20 suggested biases of -1 cm, -1 cm, and 1 

cm in addition to standard deviations of 3 cm, 6 cm, and 15 cm for latitude, longitude, 

and height, respectively. The trajectory overlaid by the 3D positioning error is shown in 

Figure 5.21. 
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Figure  5.20 Airborne dataset positioning accuracy with respect to DD solution 

 
Figure  5.21 PPP-DD 3D offset of the airborne trajectory 
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5.5 Positioning with Helicopter Data 

Two and half hours of 1 second GPS data that were obtained from a receiver carried by a 

helicopter is used in this section to assess the PPP performance. The GDOP value during 

the observations period was 2.6. The same estimation scheme that used for airborne data 

was used here because both of them include high dynamics. Only the spectral density of 

the troposphere was chosen to be 10-8 m2/s. The reason for choosing larger value of 

troposphere spectral density compared to the airborne dataset is to allow larger 

tropospheric delay change because the helicopter dataset has sever and fast change of  the 

height. The trajectory of the data is shown in Figure 5.22. The position of the GPS 

receiver was estimated using IGS final products at 15 and 5 minutes for orbit and clock, 

respectively. A base station near the site was used to perform GPS double difference 

positioning to determine the reference trajectory of the helicopter receiver. NovAtel GPS 

receivers were used at the base and rover stations. The DD solution epochs with accuracy 

better than 10 cm were used to produce the results. The quality of the DD solution is 

illustrated through the forward and backward solution separation and ambiguity fixing as 

shown in Figures 5.23, 5.24, and 5.25. 
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Figure  5.22 Helicopter trajectory 
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Figure  5.25 Ambiguity fixing for the reverse solution 

Figure 5.26 depicts the offset between PPP and the reference trajectory. The PPP-DD’s 

difference statistics show biases of 5 cm, 16 cm, and 12 cm in addition to standard 

deviations of 4, 16, and 17 cm for latitude, longitude, and height, respectively. One of the 

characteristic of this data set is a rapid change in height profile as shown in Figure 5.27. 

This variation could reach 600 meters within a few minutes. By studying Figure 5.27, it 

can be concluded that large positioning differences between the PPP and DD solutions 

occurred during the peak of the helicopter maneuverings. Also, these maneuverings 

includes large height change. The trajectory overlaid by the vector error is presented in 

Figure 5.28. 



 

  

103

-2.00

-1.50

-1.00

-0.50

0.00

0.50

1.00

1.50

2.00

22:16:53 22:49:18 23:11:32 23:26:32 23:41:32 23:56:37 00:17:08

UTC time

Po
si

tio
ni

ng
 e

rr
or

 (m
)

1

2

3

4

5

6

7

8

G
D

O
P

North error East error Height error GDOP

 
Figure  5.26 Helicopter dataset positioning accuracy with respect to DD solution 
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Figure  5.27 Height, height error, and 3D error for the helicopter dataset 
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Figure  5.28 PPP-DD 3D offset of the helicopter trajectory 

5.6 Summary 

This chapter presented the numerical results from using PPP along with the final IGS 

orbit and clock products. Out of all the datasets shown in this chapter, the 5 minutes orbit 

and 5 minutes clock correction are used. Satellite clock corrections at 30 seconds were 

not available at the time of data collection. Based on the data used and considering the 

worst case, a bias of better than two decimeters can be achieved for the weakest 



 

  

105

component, the height. Better accuracy could be obtained if clock corrections at short 

intervals were available as will be shown in Chapter 6. The kinematics results presented 

in this chapter are with respect to a GPS DD solution with precision of 10 cm. Processing 

GPS data using commercial DD software depends on the nature of the GPS data, 

processing parameters, and the baseline length. The baseline length for the land, marine, 

airborne, and helicopter datasets were about 12, 16, 30, 8 km, respectively. It is necessary 

to understand that part of the positioning errors (difference) can be attributed to the 

reference trajectory and that the accuracy of the DD solution is in fact a precision. Bruton 

et al. (2001) addresses the positioning accuracy and the variability of different DD 

commercial carrier phase differential GPS software. Based on the comparison of eight 

industrial carrier phase DGPS, Bruton et al. (2001) observed position differences that can 

reach meter level among these software. Another important issue, which will be tacked in 

the next chapter, is that PPP needs time to converge, especially when using clock data 

with large sampling intervals. This time of convergence is needed at the beginning of the 

solution or in the case that the solution is weakened due to geometry, undetected cycle 

slips, or signals loss. This can explain why long GPS datasets, the marine and the 

airborne datasets demonstrated high positioning accuracy compared to the shorter 

datasets. 
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CHAPTER 6 

SOME ASPECTS OF PPP 

This chapter addresses three aspects of PPP. The first is the ambiguity in PPP and the 

factors affecting it. The second is the convergence of PPP based on the analysis and 

investigation of several precise data products. The final aspect addresses the ambiguity 

equivalence of the two PPP models. 

6.1 Ambiguity and Biases in PPP 

GPS satellites move with a speed of about 4 km/s with respect to the GPS users on the 

earth’s surface at a distance of about 20,000 km. Therefore, the geometry of the GPS 

constellation changes very slowly with respect to an observer occupying a point on the 

earth’s surface. Consequently, GPS observations at short intervals do not add much to the 

GPS solution and act only as a kind of redundant or correlated measurement. This slow 

change poses a challenge for the estimation filters that use a sequential approach. To 

overcome this challenge in traditional double difference GPS processing (DD), a 

constraint is applied which strengths the solution instantaneously. The long established 

way in the case of DD is to constrain the ambiguities to integer values. However, this 

case is different from PPP as will be explained in detail in the following subsections. 



 

  

107

6.1.1 Ambiguity and the Non-zero Initial Phase 

The GPS receiver can observe the change in distance between a GPS satellite and a 

receiver after locking to the signals. Thus, at any given time, the distance to the GPS 

satellites consists of a number of complete cycles that appeared at the zero time (time of 

signals lock) of observations, the value of measurements at GPS carrier phase counter, 

and fractions of cycle at satellite and receiver antennas. These small fractions of cycles 

are known as non-zero initial phases and traditionally cancelled by double difference 

operations. As a result, the non-zero initial phases don not affect double difference carrier 

phase positioning techniques.  

This section gives an explanation for the carrier phase non-zero initial phase. It might 

appear confusing that some GPS researchers doubt the existence of non-zero initial 

phase, while others think that this is an error related to the hardware (Gabor, 2000). 

Nevertheless, the non-zero initial phase is neither an observation error nor an equipment-

related phenomena. It is a part of the basic model of carrier phase observations, simply 

because GPS signals reach receiver antennas at random phase, and this random phase is 

not necessarily nil. Propagating this signal back to the satellite antenna will produce a 

signal phase which does not have to be zero. Therefore, the carrier phase measurements 

will include a non-zero initial phase at both receiver and satellite. The value of this non-

zero initial phase is constant for continuous receiver-satellite lock; however, because of 

the difference in the oscillators’ quality at satellite and receiver, this non-zero initial 

phase might change with time. The value of this offset will be less than a cycle. This can 
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be explained mathematically using a simple model (Goad, 1997) as depicted by 

Equations 6.1, 6.2, and 6.3. 

)()/()( rRr
S

r
S
R tcrtt Φ−−Φ=Φ           ( 6.1) 

where 

)( r
S
R tΦ    - satellite and receiver signal phase difference at receipt time 

)/( crtr
S −Φ   - satellite signal phase at emission time 

)( rR tΦ  - receiver signal phase at receipt time 

r   - distance traveled by GPS signal 

c  - speed of light 

rt   -  receipt time 

 

Knowing that a perfect oscillator has the following relation, 

tfttt ∆+Φ=∆+Φ .)()(         ( 6.2) 

where 

t∆   - time offset (time of propagation) 

f   - frequency 

 

Equation 6.1 can be rewritten in the following form: 

Ntrcftt rRr
S

r
S
R +Φ−⋅−Φ=Φ )()/()()(       ( 6.3) 

where 

N  - carrier phase ambiguity 

)( r
S tΦ    - satellite signal phase at receipt time 
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Consequently, the non-zero initial phase offset is independent from hardware or any 

system defect, and, because it is a part of the observation model, it will always exist in 

the un-differenced carrier phase equations.  

6.1.2 The Observability of Non-zero Initial Phase Offset by Different GPS Receivers 

The receiver non-zero initial phase will be different for each GPS receiver depending on 

the location and time (Abdel-salam, 2004). This difference is illustrated in Figure 6.1. 

The figure depicts a GPS satellite sending a signal at time ts; different receivers acquire 

the signal at a sampling time tr. Therefore, the distance between satellite and receiver at 

any epoch can be expressed in term of an initial phase offset at satellite and receiver at 

the first time of signals’ lock, a number of complete cycles, and the value of carrier phase 

in the receiver counter. By using this concept, the non-zero initial phase can be 

considered unique for each satellite receiver pair or a constant value inherited from the 

first instant of receiver signal lock.  
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zero initial phases, an ambiguity, and the value of the carrier phase in the receiver 

counter. However, the meaning of the non-zero initial phase will be different, and precise 

time synchronization for both satellite and receiver is necessary. This case fits the DD 

process, as every GPS receiver will observe the same non-zero initial phase. This can be 

expressed in Equation 6.5: 

0)()/()()( Ntrcftt riRiri
S

ri
S
R +Φ−⋅−Φ=Φ       ( 6.5) 

6.1.3 Satellite Antenna Phase Offset 

The GPS measurements refer to the electronic center of the antenna. As stated in Section 

3.3.1, the precise orbit product refers to the center of mass, not the electronic center. Each 

GPS frequency has a different antenna phase center. The values of this offset are 

“somehow” agreed on for Blocks II, IIA, IIR for the purpose of IGS clock solution 

consistency (Zhu, 2003). An example of the discrepancy of these values is given in NGA 

(2004); Mader, (2001); Ray and Senior (2005); and Kouba and Heroux, (2000). In 

addition to the discrepancy, the antenna phase center has a variable component, which 

functions in the off-axis angle.  

6.1.4 Inter-frequency Bias 

The inter-frequency bias is a delay of L1 and L2 signals because of the different 

modulation of the L1 and L2 signals. The broadcast ephemeredes message provides 

values for this inter-frequency bias, while a more precise value can be obtained from JPL. 

This term must be applied to any autonomous GPS observation models except for the 



 

  

112

ionosphere free combination (IDC, 2001). The day-to-day stability of the inter-frequency 

bias is 0.1 ns (Hugentobler et al., 2000).  

6.1.5 Precise Satellite Clock Correction 

As shown by the GPS interface document and the IGS analysis centers, the satellite clock 

correction corresponds to the ionosphere-free frequency. The reason is related to the 

method by which the orbit and clock correction is estimated. For precise orbit and clock 

determination, the orbit is first estimated through constructing a double difference 

ionosphere-free combination, then the orbit is fixed and GPS clock corrections are 

estimated by using zero differencing (Zumberge et al., 1995; NGA, 2004). Another 

technique to estimate the orbit and clock is to use an ionosphere-free zero difference in 

one step to estimate all parameters simultaneously. Both of these techniques are used by 

IGS. The reason for using the ionosphere-free combination in both cases is that it has the 

ability to mitigate the ionospheric delay and the uncertainty of the inter-frequency bias. It 

is worth mentioning that each Analysis Center (AC) derives the clock corrections relative 

to individual reference clock which leads to different results. The IGS combined these 

clock corrections and aligned them with IGS time. Therefore, the uncertainty from the 

satellite phase center and the non-zero initial phase will be absorbed by the clock and 

ambiguities. It is evident, therefore, that only one clock correction will be available from 

the estimation process at ionosphere-free frequency and this correction should fit the GPS 

pseudocode and carrier phase observations on the GPS L1 and L2 frequencies. 
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Consequently, the precise clock cannot be considered as an inherent representative of the 

non-zero initial phase for the L1 and L2 carrier phases.  

6.1.6 Ambiguity Resolution in PPP 

One of the limitations of precise point positioning is that long time of convergence is 

necessary to achieve the targeted positioning accuracy. Ambiguity resolution is the fastest 

way to achieve fast convergence. In this section, we will discuss the possible models of 

PPP and its ability to perform any ambiguity resolution, but, first, the concept of 

constraint optimization is briefly highlighted. 

In double difference GPS processing, the estimated parameters can be classified into two 

different sets. The first is the baseline parameters, and the second is the ambiguities. The 

second can be characterized with its integer nature. This integer nature is met in the case 

of double difference when certain conditions are satisfied, such as the absence of 

multipath and negligibility of atmospheric conditions difference for both the base and 

rover stations. Mathematically, the constrained estimation process can be expressed as 

given in Equation 6.6. 

min          ( 6.6) Nxxxf ∈221 |),(

where 

x1  - the baseline parameters 

x2  - the ambiguity parameters 

N  - the integer numbers domain 
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The applicability of the integer condition to the ambiguity parameters will strengthen the 

solution only if the vector x2 belongs to the integer numbers. This holds true for the case 

of double difference GPS processing but not for the case of un-differenced observation 

because the ambiguities are not integers as will be shown in the next two subsections.  

Ionosphere-free Code and Carrier Phase Combination 

The model as previously shown in Section 4.1 has two interesting characteristics. It can 

mitigate the errors caused by the ionosphere and the uncertainty resulting from the inter-

frequency bias. However, the ambiguities on the two frequencies are estimated as a lump 

term. Thus, the lump sum ambiguities become real number and a constraint such as 

ambiguities are integers is void. Therefore, the float nature of the ambiguities to be 

estimated in PPP prevents the applicability of ambiguity resolution. 

The UofC Model 

The UofC model, shown in Equations 4.10 to 4.12, has the capability to estimate the 

ambiguities on L1 and L2 separately. However, the two unaccounted quantities for non-

zero initial phase and inter-frequency difference for pseudocode and carrier phase 

observations do not cancel in general. These errors will be observed into the ambiguity 

estimate making the ambiguity parameter no longer integers. Moreover, one value for the 

satellite antenna phase center is adopted by IGS. This contradicts the fact that every 

satellite has different phase center offsets as mentioned in Section 3.3.1. Consequently, 
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these biases will prevent the applicability of ambiguity resolution. Both PPP models in 

the best case will not be able to resolve the ambiguity. 

6.2 PPP Convergence Analysis 

In this section, the convergence of PPP solution is analyzed by addressing three aspects. 

The first is the effect of observations and precise data intervals on convergence; the 

second aspect investigates the effect of stopping estimating the accurate ambiguities on 

convergence time. The third aspect tackles the convergence behavior through 

investigating the effect of tropospheric delay estimation and modeling on the 

convergence time.  

6.2.1 Effect of Observations and Satellite Sampling Intervals 

To study the first aspect, the effects of observation and precise data intervals on 

convergence, two types of GPS datasets are used. The first data set is from twelve IGS 

stations distributed around the world as shown in Figure 6.2. 

 
Figure  6.2 Map of the IGS stations 
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These IGS datasets are high quality GPS observations with intervals of 30 seconds and 

collected on June 1st, 2004. The second set of data consists of 6 days with a data rate of 1 

Hz collected in Calgary on May 10 through 15, 2004. The receiver antenna phase center 

was considered for the two datasets. The PPP static estimation scheme that used in 

section 5.1 is adopted because the GPS datasets are static. For precise data, the available 

IGS precise products are shown in Table 6.1. The use of this precise data will be divided 

into three cases according to the satellite clock intervals. The reason for the existence of 

several clock-sampling intervals is the demand of GPS community for higher satellite 

clock rate. Satellite clock corrections at sampling intervals of 15 and 5 minutes are 

obtained from the IGS orbit and clock estimation process, while the satellite clock 

corrections at sampling rate of 30 seconds are obtained based on “an efficient phase-

consistent interpolation of 5-minute precise clock results using phase time differences” 

(IGSmail #4913, 2004). 

Table  6.1 Types of precise data 

Type of precise data Accuracy Sample 
interval latency 

Orbit <5 cm 15 min Case-1 , Final Clock < 0.1 ns 30 sec ~13 Days 

Orbit < 5 cm 15 min Case-2, Final Clock < 0.1 ns 5 min ~13 days 

Orbit < 5 cm 15 min Case-3, Final Clock < 0.1 ns 15min ~13days 
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6.2.1.1 IGS Stations: Case-1  

Figures 6.3 through 6.5 depict the convergence behavior of PPP for latitude, longitude 

and height when using the IGS orbit and clock at sampling intervals of 15 minutes and 30 

second, respectively. 
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Figure  6.3 IGS Case-1: Latitude error repeatability 
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Figure  6.4 IGS Case-1: Longitude error repeatability 
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Figure  6.5 IGS Case-1: Height error repeatability 

The time required for each coordinate component to converge to better than 50, 30, 20, 

and 10 cm is given in details in Table 6.2. The calculation of the convergence time is 

defined in a way that no single epoch of positioning errors exceeds the threshold. 

Accordingly, when interpreting these results, it should be understood that the 

convergence time can be less than the tabulated values because the positional errors can 

oscillate around the threshold with a very small amplitude. In Table 6.2, the values in the 

brackets are the average with the extreme values excluded.  
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Table  6.2 IGS Convergence time statistics (Case-1, units: epochs) 

  Algo AMC2 Bogt Hrao Madr Mas1 Mobn Nnor Pol2 Sant Tidb Usud 
12 1 3 1 7 1 1 1 3 2 1 4 Latitude <50cm Average:3 epochs 
18 15 12 1 13 11 67 8 4 5 1 18 Latitude <30cm Average:14 epochs 
30 56 19 3 18 15 73 10 4 46 7 65 Latitude <20cm Average:29 epochs 
36 68 25 4 28 26 84 17 5 74 20 79 Latitude <10cm Average:39 epochs 
4 1 6 1 1 54 71 15 71 4 1 58 Longitude 

<50cm Average:24 epochs 
7 68 62 58 15 64 81 59 100 18 1 70 Longitude 

<30cm Average:50 epochs 
11 79 75 73 60 71 90 74 157 20 6 75 Longitude 

<20cm Average:66 (54) epochs 
156 109 166 158 82 338 102 311 184 67 21 82 Longitude 

<10cm Average:148 (113) epochs  
29 6 64 19 7 55 3 16 4 4 3 67 Height <50cm Average:23 epochs 

138 17 77 21 12 59 12 60 5 5 15 73 Height <30cm Average:41 (32) epochs 
177 60 92 25 25 62 15 68 11 66 19 77 Height <20cm Average:58 (47)epochs 
521 67 206 50 132 66 46 81 16 99 62 162 Height <10cm Average:119 (90) epochs  

( ) indicates averaging excluding the red values 
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6.2.1.2 IGS Stations: Case-2  

Figures 6.6 to 6.8 show the convergence behavior when using the second case of precise 

data (Case-2). The figures show an increase in the convergence time compared to Case 1. 

Table 6.3 summarizes these figures. 
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Figure  6.6 IGS Case-2: Latitude error repeatability 
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Figure  6.7 IGS Case-2: Longitude error repeatability 
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Figure  6.8 IGS Case-2: Height Latitude error repeatability 

Table  6.3 IGS Convergence time statistics (Case-2, units: epochs) 

  Algo AMC2 Bogt Hrao Madr Mas1 Mobn Nnor Pol2 Sant Tidb Usud 
14 10 9 17 9 14 43 7 11 20 7 60 Latitude <50cm 18 epochs 
18 30 9 29 31 20 55 16 23 23 11 67 Latitude <30cm 28 epochs 
29 33 12 33 33 21 57 31 40 27 31 79 Latitude <20cm 36 epochs 
36 81 18 49 52 44 58 34 44 64 34 148 Latitude <10cm 56 epochs 
23 63 26 23 12 49 54 22 78 54 21 65 Longitude 

<50cm 41 epochs 
24 65 44 25 13 61 57 32 92 77 52 75 Longitude 

<30cm 51 epochs 
53 105 76 31 53 64 57 73 94 157 56 82 Longitude 

<20cm 75 epochs 
220 134 210 135 64 99 102 235 192 306 60 155 Longitude 

<10cm 160 (118) epochs 
118 50 26 30 35 59 32 57 33 39 22 68 Height <50cm 47 (45) epochs 
186 53 27 49 54 62 33 65 34 65 32 143 Height <30cm 67 (57) epochs 
227 71 33 53 133 71 72 68 35 85 41 182 Height <20cm 105 (81) epochs 
623 142 227 867 146 181 185 88 161 124 52 187 Height <10cm 257 (160) epochs 

( ) indicates averaging excluding the red values 
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6.2.1.3 IGS Stations: Case-3  

Figures 6.9 to 6.11 illustrate the convergence behavior using the third case of precise 

data, Case-3. There are an increase in the convergence time compared to Case-1 and 

Case-2. The convergence behavior is summarized is given in Table 6.4 

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

1 31 61 91 121 151 181 211 241 271 301 331 361 391 421 451 481 511 541 571

Epoch

E
rr

or
 (m

)

Algo Amc2 Bogt Hrao
Madr Mas1 Mobn Nnor
Pol2 Tidb Sant Usud

 
Figure  6.9 IGS Case-3: Latitude error repeatability 
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Figure  6.10 IGS Case-3: Longitude error repeatability 
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Figure  6.11 IGS Case-3: Height error repeatability 

Table  6.4 IGS Convergence time statistics (Case-3, units: epochs) 

  Algo AMC2 Bogt Hrao Madr Mas1 Mobn Nnor Pol2 Sant Tidb Usud 
5 10   16 37 55 21 59 4 19 20 8 107 Latitude <50cm 31 

65 58 19 59 75 35 78 57 21 42 10 155 Latitude <30cm 57 
90 62 26 68 81 54 81 62 217 64 30 164 Latitude <20cm 84 (71) epochs 

213 129 44 156 131 80 125 67 316 79 53 173 Latitude <10cm 131(104) epochs 
76 118 81 61 23 61 59 65 247 49 37 85 Longitude 

<50cm 80 (65) epochs 
83 172 84 74 62 67 98 71 304 64 90 106 Longitude 

<30cm 106 (89) epochs 
233 118 86 78 73 80 101 189 321 170 143 160 Longitude 

<20cm 142 (120) epochs 
286 198 200 110 93 84 182 203 342 250 156 205 Longitude 

<10cm 192 (168) epochs 
227 107 67 27 80 70 81 69 235 89 77 164 Height <50cm 108 (84) epochs 
256 174 179 31 83 101 112 110 306 106 251 170 Height <30cm 157 (118) epochs 
612 191 489 37 134 202 126 128 1087 397 286 282 Height <20cm 331 (262) epochs 
768 561 572 1008 181 314 228 396 2635 599 459 292 Height <10cm 668 (400) epochs 

( ) indicates averaging excluding the red values 
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Examining the results of the three cases of precise clock corrections, it can be concluded 

that the satellite clock correction interval is a major factor that affects the convergence 

behavior. Accordingly, the satellite clock correction at sampling intervals of 30 seconds 

is recommended compared to other sampling intervals, 5 and 15 minutes. An interesting 

observation can be also drawn when comparing the results of Algo and Pol2 IGS stations 

to the other used IGS stations as shown in Table 6.4. These stations showed worse 

convergence degradation when using clock corrections at sampling intervals of 15 

minutes compared to the other stations. This could be attributed to the irregularities of the 

clock corrections of some of the GPS satellites that are observed at this station. Because 

of the large distances among the used IGS station, these irregularities may not affect the 

other IGS station convergence results because different satellites are observed at different 

IGS stations. These irregularities of satellite clock corrections when occur between the 

clock sampling points become hard to be interpolated. More general factors that affect 

convergence can be pseudocode quality and satellite geometry. The following section 

will study the convergence behavior using GPS datasets with a sampling rate of 1Hz. 
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6.2.1.4  Calgary Datasets: Case-1: 

In this section, the convergence behavior of 1 second datasets is investigated. For this 

purpose, a GPS station was installed at the University of Calgary for six days. The data of 

this station has a sampling interval of 1 second and an elevation cut off angle of 10 

degrees. The estimation scheme of Section 5.1 was also used to process the Calgary 

datasets. The same three sets of precise data that are shown in Table 6.1 used in this 

investigation. Figures 6.12 to 6.14 show the convergence behavior for these 1 second 

GPS datasets. 
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Figure  6.12 Calgary Case-1: Latitude error repeatability 
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Figure  6.13 Calgary Case-1: Longitude error repeatability 
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Figure  6.14 Calgary Case-1: Height error repeatability 

 

It can be concluded from the last three figures that a large number of epochs are needed 

compared to the case of IGS datasets that have a sampling rate of 30 second intervals, but 

a smaller convergence time is needed. The summary of the convergence behavior is 

shown in Table 6.5.  
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Table  6.5 Calgary Convergence time statistics (Case-1, units: epochs) 

 10-May 11-May 12-May 13-May 14-May 15-May 
144 2 118 5 160 58 Latitude <50cm 81 epochs 
200 67 278 246 346 192 Latitude <30cm 222 epochs 
380 73 595 382 462 266 Latitude <20cm 360 (313) epochs 
568 427 736 485 668 1022 Latitude <10cm 651(577) epochs 

2 2 86 2 94 2 Longitude <50cm 31 epochs 
4 129 178 2 145 98 Longitude <30cm 93 epochs 

247 174 237 229 184 546 Longitude <20cm 270 (214) epochs 
733 579 402 331 1885 1788 Longitude <10cm 953 (511) epochs 
220 73 95 96 113 73 Height <50cm 112 epochs 
357 228 389 117 1535 1512 Height <30cm 690 (273) epochs 
474 285 587 1779 1922 1885 Height <20cm 1155 (449) epochs 
570 571 2139 2256 4987 4941 Height <10cm 2577 (1384) epochs 

  ( ) indicates averaging excluding the red values 
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6.2.1.5 Calgary Datasets: Case-2  

Using the second set of precise data, Case-2, the convergence of the 1 second GPS data 

was investigated. The convergence behavior is illustrated in Figures 6.15 to 6.17. 
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Figure  6.15 Calgary Case-2: Latitude error repeatability 
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Figure  6.16 Calgary Case-2: Longitude error repeatability 
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Figure  6.17 Calgary Case-2: Height error repeatability 

Table  6.6 IGS Convergence time statistics (Case-2, units: epochs) 

 10-May 11-May 12-May 13-May 14-May 15-May 
182 455 880 276 795 606 Latitude <50cm 532(378) epochs 
482 497 1123 301 1485 1502 Latitude <30cm 898(427) epochs 

1120 515 1438 961 1600 1580 Latitude <20cm 1202(866) epochs 
1309 1643 1825 2232 1674 1665 Latitude <10cm 1725(1542) epochs 
136 125 704 544 30 680 Longitude 

<50cm 370(208) epochs 
169 1821 924 765 1575 1039 Longitude 

<30cm 1049(317) epochs 
381 1979 1004 849 2249 1191 Longitude 

<20cm 1275(857) epochs 
1287 2583 2998 2500 3404 1306 Longitude 

<10cm 2346(1919) epochs 
621 586 651 498 783 1512 Height <50cm 775(628) epochs 

1834 813 692 1253 976 2216 Height <30cm 1297(934) epochs 
1991 849 1481 1808 1855 2466 Height <20cm 1742(1597) epochs 
2218 2245 1740 4890 10249 4440 Height <10cm 4297(2067) epochs 
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6.2.1.6 Calgary Datasets: Case-3  

This section discusses the results using the third set of precise data, Case-3. Figures 6.18 

to 6.20 illustrate the convergence behavior. The summary of the convergence of these 

datasets are shown in Table 6.7. 
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Figure  6.18 Calgary Case-3: Latitude error repeatability 
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Figure  6.19 Calgary Case-3: Longitude error repeatability 
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Figure  6.20 Calgary Case-3: Height error repeatability 

Table  6.7 Calgary Convergence time statistics (Case-3, units: epochs) 
 10-May 11-May 12-May 13-May 14-May 15-May 

700 2003 1689 2664 2692 1115 Latitude <50cm 1850 epochs 
2799 2851 1910 3006 2916 2640 Latitude <30cm 2687(2624) epochs 
2977 4635 2053 3232 3024 2818 Latitude <20cm 3123 epochs 
3132 8405 2312 5620 4588 3913 Latitude <10cm 4662(3119) epochs 
691 902 2624 104 2862 1036 Longitude 

<50cm 1370(684) epochs 
1958 1183 3083 117 3228 2342 Longitude 

<30cm 1985(1400) epochs 
3235 1312 3484 4384 3446 2748 Longitude 

<20cm 3101(2848) epochs 
4190 4767 5701 4862 3743 3772 Longitude 

<10cm 4506 (4267) epochs 
621 2021 2405 659 448 889 Height <50cm 1174 (655) epochs 

2264 11010 6084 7746 6486 1201 Height <30cm 5798 (4009) epochs 
2378 13314 8615  9390 8087 1256 Height <20cm 7173 (3065) epochs 
4983 16413 9443 19494 10249 4263 Height <10cm 10807 (6229) epochs 
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One of the observations for the Calgary datasets convergence results is the short time of 

convergence needed compared to IGS GPS datasets. This difference in convergence time 

is attributed to the small sampling intervals of the Calgary datasets. Also, the 

convergence time varies form one day to another and this variation could be attributed to 

the difference in precise data for each day and the exclusion of one satellite during some 

days (May 12 and 14 in Table 6.5). The first two days of the data achieved height 

positioning accuracy better than 10 cm in less than 10 minutes.  

6.2.1.7 Convergence Summary 

The last six subsections gave a detailed description of the convergence behavior. The 

following paragraph presents an overall summary and analysis. First, it is evident that the 

effect of small observation and precise satellite clock correction intervals on the 

convergence is large. The effect of observation intervals can be observed by comparing 

the results obtained from IGS and Calgary datasets when the same precise data is used. It 

is also worth mentioning that the effect of satellite clock correction is large. This can be 

observed from the convergence time needed when using different types of precise data. 

The available 30 second corrections are definitely the best. In PPP, the orbit and satellite 

clock corrections are interpolated at the corresponding observation time. The error from 

orbit interpolation is negligible because the orbit has a very smoothed behavior. 

Conversely, clock interpolation is critical because the satellite clock corrections lack any 

smooth trend. Accordingly, there is a strong demand for high rate clock correction in all 
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space state based systems. In contrast to orbit interpolation, satellite clock corrections 

interpolation may be not accurate because of the high level of irregularity. This 

irregularity cannot be attributed to the defect of the interpolation strategy but to the nature 

of clock corrections. A study of broadcast and precise orbit and satellite clock are 

presented in (Roulston et al., 2000; Abdel-salam et al., 2002). An example for the nature 

of these irregularities is given in Figure 6.21. The figure illustrates the satellite clock 

corrections at sampling rate of 5 and 15 minutes. Only clock corrections at the mentioned 

sampling intervals can be compared because they have the same reference time. The 

satellite clock corrections at sampling intervals of 30 seconds have a different time 

reference.  
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Figure  6.21 Irregularity of satellite clock corrections 
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6.2.2 Effect of Tropospheric Delay Modeling Instead of Estimation on the 

Convergence 

One of the characteristics of standalone positioning is the existence of a strong 

correlation between height and tropospheric delay components. This correlation can be 

seen in Figure 6.22 for the first four IGS stations that have been used in the previous 

section.  
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Figure  6.22 Height and tropospheric delay correlation coefficient resulting from the IGS 

static data 

 
Accordingly, this section describes an investigation of the effect of using surface 

meteorological parameters to model the troposphere for the first 10 minutes of the 

solution. It is assumed that within these ten minutes the surface meteorological 

parameters will not change. This assumption will give users some flexibility and will help 

in avoiding using any expensive surface meteorological instruments; instead, these 

parameters can be retrieved for free from many meteorological websites. The Hopfield 

model and Niell mapping function is used to model the tropospheric delay (Misra and 
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Enge, 2001; Leick, 2004). The models of the Hopfield model and Neill mapping function 

are presented previously in Section 3.2.2. The details of troposphere estimation using 

PPP will be discussed in Chapter 7. 

The data used for this section are 1 second interval GPS datasets collected in August 10 

to 15, 2004. Precise orbit and clock corrections at sampling intervals of 15 minutes and 

30 seconds were used. An elevation cut off angle of 10 degrees was used. A static 

processing scheme similar to the one given in section 5.1 was used. Figures 6.23 through 

6.28 depict the results of this investigation. Surface meteorological parameters are 

necessary for troposphere modeling and were obtained using a MET3A sensor. 
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Figure  6.23 Height convergence for May 10 dataset 
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Figure  6.24 Height convergence for May 11 dataset 
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Figure  6.25 Height convergence for May 12 dataset 
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Figure  6.26 Height convergence for May 13 dataset 
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Figure  6.27 Height convergence for May 14 dataset 
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Figure  6.28 Height convergence for May 15 dataset 

 

From comparing Figures 5.23 through 5.28, it can be concluded that modeling the 

troposphere at the beginning of the processing instead of the estimation can enhance the 

convergence slightly. However, it is highly unlikely that it could have a great potential 

effect on convergence time.  

6.2.3 Proposed Hybrid Solution 

Because of the non-integer nature of PPP ambiguity and the slow change in GPS 

geometry constellation, a long time of convergence is necessary. In this section, the 

concept, results, and limitations of a proposed method to accelerate the convergence at 

the beginning of the solution are presented (Abdel-salam, 2004). PPP suffers from a long 

time of convergence, but after the convergence, the positioning results become highly 

accurate. Therefore, if a few decimeters of positioning accuracy can be secured at the 
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beginning of the processing, this can present a solution for the long time of convergence. 

The idea of this hybrid solution is not to wait for the complete convergence of the 

ambiguities but to stop estimating any ambiguities that are believed to be not far from the 

final solution. Stopping estimating the ambiguities implies removing the successful 

ambiguities on L1 and L2 from the state vector. This process will have two impacts: the 

first is to increase the observability of the system because the number of parameters 

decreases, and the second is to enhance the accuracy because the removed ambiguity is at 

a sufficient accuracy. It is worth mentioning that this solution will be biased, but this bias 

should not be a problem because the biased solution could be better than the available 

float solution.  

There are two proposed strategies to integrate this solution with the original solution of 

PPP. The first is to use the biased solution for a predefined convergence time, then switch 

directly to PPP, as shown in Figure 6.29. However, this strategy can suffer from position 

jump owing to the difference between the two solutions. 

 

Hybrid 

Biased Solution

PPP Solution 

Time Span

 

 

 

 

Figure  6.29 The first integration strategy 

The second strategy includes the use of a weight scale (0-1) between the two solutions, 

giving a high weight to the biased solution at the beginning of processing and gradually 
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reducing this weight to zero at the predefined convergence time. Simultaneously, the PPP 

solution will have zero weight at the beginning and gradually be increased to one at the 

predefined convergence time. This strategy is illustrated in Figure 6.30.  
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Figure  6.30 The second integration strategy 

The hybrid solution can be calculated from Equations 6.7 to 6.9.   

PPPBiased XWXWX ⋅+⋅= 21                         ( 6.7) 

)/1( Pr1 TtW −=               ( 6.8) 

)/( Pr2 TtW =                   ( 6.9) 

where 

 X  - hybrid position vector 

 XBiased  - biased position vector 

 XPPP  - PPP position vector   

PrT   - predefined convergence time (10 minutes) 

1W   - weight of the biased solution 

2W   - weight of the PPP solution 

 t           - elapsed time which should be less than the predefined convergence time 
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The following numerical results are based on the testing of three static datasets. Two of 

them were obtained from the IGS network on January 1st, 2003 while the third was 

collected at Calgary on September 30, 2003. The two IGS GPS datasets belong to CHUR 

and WHIT IGS stations with a sampling interval of 30 seconds, while the Calgary dataset 

has an interval of 1 sec. An elevation cutoff angle of 10 degrees was used. The static data 

processing scheme that is used in Section 5.1 was employed in this section. Figures 6.31 

to 6.34 present the PPP float and biased solutions of the first two IGS static datasets; 

Figures 6.35 and 6.36 show the results of the Calgary static dataset. The figures also 

provide statistics about the positioning accuracy. 

 
Figure  6.31 PPP solution for the CHUR IGS static dataset 
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Figure  6.32 Biased solution for the CHUR IGS static dataset 

 

By comparing Figure 6.31 with 6.32, it is evident that the proposed biased solution has 

reduced the positioning error in latitude and height to half their original values, while it 

reduced the positioning errors in longitude direction by 15%. At the same time, the biased 

solution has converged within a few epochs. Figures 6.33 and 6.34 show similar results in 

the position and time domains. The reduction of the errors in the position domain was 

almost 50% of the corresponding PPP float solution. Figures 6.33 and 6.34 present the 

result of the second IGS static dataset. 
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Figure  6.33 PPP solution for the WHIT IGS static dataset 

 

 
Figure  6.34 Biased solution for the WHIT IGS static dataset 

 

For the two IGS datasets, when the estimated variance of the float ambiguities was in the 

range of 10 cycles, the proposed biased solution produced positioning results comparably 

better than the PPP float solution. However, for ranges far from this variance, the 
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accuracy could be significantly different. As a result, the selection of the variance value is 

a challenging task and can be achieved by testing several variance values.  

The results obtained from the Calgary static dataset showed a better biased solution in 

latitude and longitude directions compared with the PPP float solution as shown in 

Figures 6.35 and 6.36. There is a reduction in latitude and longitude errors of 3% and 

63%, respectively. However, a positioning error increase in the height direction was 

observed. This increase could be caused by the improper selection of the variance value. 

It is worth mentioning that a different variance value is used for this dataset. The reason 

for changing the variance value is the dissimilarity in observation intervals and data 

quality between the IGS and Calgary datasets. Experimental results show that a unit value 

(cycle) for the variance corresponds to the best biased solution.  

 

 

Figure  6.35 PPP solution for Calgary static dataset 
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Figure  6.36 Biased solution for Calgary static dataset 

The numerical results show an interesting characteristic of the stochastic properties of the 

PPP parameters. These stochastic properties need scaling to express the accuracy of the 

parameters. This is the reason why constraining an ambiguity with a variance value of 10 

produces good positioning results. Nevertheless, this proposed biased solution depends 

on the optimum value of the variance. As can be observed from the results, this method 

will always be a function of the chosen variance threshold. Consequently, this method is 

not general and works only in some datasets, so it is not recommended. 
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6.3 Ambiguity Comparison in the two PPP Models 

This section describes an investigation to compare the ambiguities obtained from the 

traditional and the UofC models. This comparison was done by transforming the absolute 

ambiguities on L1 and L2 from the UofC model (Section 4.3.2) to the traditional model 

(Section 4.3.1) as illustrated in Equation 6.10. 

2
2

2
1

2
2

21
2

1

ff
NfNfN lTraditiona −

−
=               ( 6.10) 

where 

1N   - Ambiguity on L1  

2N   - Ambiguity on L2  

1f   - L1 frequency 

2f   - L2 frequency 

lTraditionaN  - Reconstructed ambiguities for the traditional model 

 

Data from the IGS station AMC2 collected on August 1, 2004 was used for this purpose. 

Precise orbit and clock data at intervals of 15 minutes and 30 seconds were used. An 

elevation cutoff of 10 degrees was chosen. A static estimation scheme similar to the one 

used in Section 5.1 was adopted. Figures 6.37 and 6.38 show the results of the ambiguity 

transformation for the case of two satellites. The two figures show that the two models 

are essentially equivalent in ambiguities parameterization. The difference between the 

ionosphere free ambiguities obtained from UofC and the traditional models is negligible. 

This can be interpreted in two ways. The first interpretation is that the inter-frequency 

bias on L1 and L2 of the UofC model joined the ambiguity in the estimation process and 
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cancelled when constructing the ionosphere-free ambiguities. This interpretation can 

contradict itself because on one hand it implies that the ambiguities in Equations 4.22, 

4.23, and 4.24 are the same in the estimation filter. On the other hand, it assumes the 

ambiguities in Equations 4.22 and 4.23 are different from 4.24. The ambiguities in 

Equations 4.22 and 4.23 contain the inter-frequency bias whereas the ambiguities in 4.24 

are free from the inter-frequency bias. Accordingly, the difference of the ambiguity re-

parameterization should show up in Figures 6.37 and 6.38, even if the given weight of 

Equation 4.24 is assumed large. The second interpretation is that the inter-frequency bias 

of code and carrier phase may have the same value but with different sign. This fading 

effect will be confirmed in Chapter 7 when analyzing the results of a new approach for 

estimating the ionospheric delay. 
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Figure  6.37 PRN 5 ionosphere-free ambiguity representation 
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Figure  6.38 PRN 15 ionosphere-free ambiguity representation 

6.4 Summary 

In this chapter, several aspects have been investigated and analyzed. These aspects 

include the non-zero initial phase of carrier phase, the applicability of ambiguity 

resolution in PPP, the convergence, and the ambiguity representations in both PPP 

models. It has been concluded that it is highly unlikely that the un-differenced ambiguity 

can be fixed because it lost its integer nature due to the non-zero initial phase and the 

other systematic errors such as satellite antenna phase center offset. The use of satellite 

clock corrections and observation measurements at small intervals enhance the 

convergence of PPP. Stopping estimating the accurate ambiguity can, in some cases, 

enhance the convergence and the accuracy but it is highly unlikely to be a generic 

solution. Modeling the troposphere instead of estimating it at the beginning of the 
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solution can enhance the solution slightly. The two functional PPP models showed the 

equivalences of the ambiguity representation.  
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CHAPTER 7 

PRECISE ATMOSPHERE SENSING FROM PPP 

7.1 Introduction 

Recent research has shown that GPS can be used as a powerful sensor to monitor 

tropospheric and ionospheric delays (Abdel-salam and Gao, 2004). Numerous 

applications rely on these delays, including weather forecast, wireless communication, 

and many geophysical applications such as earthquake prediction (Abdel-salam, 2005). 

This chapter, therefore, investigates PPP based absolute tropospheric and ionospheric 

delay estimation and their associated accuracies.  

7.2 PPP Zenith Tropospheric Delay Estimation Scheme 

Troposphere is a major source of GPS errors and can cause delays of a few meters at 

zenith to a couple of meters at low elevations (Jense, 2002; Mendes, 1999; Misra and 

Enge, 2001). It can be considered as the largest error in PPP after the mitigation of 

ionosphere, orbit, and clock errors. In order for PPP to obtain a high positioning 

accuracy, the delay error caused by the troposphere must be accounted for through 
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estimation. Therefore, a combination of stochastic and functional models for the 

tropospheric delay was developed. The functional model uses Niell’s mapping function 

and the Hopfield model, while the stochastic model considers the tropospheric delay error 

as a Random Walk. The Niell mapping function and Hopfield model are given in Section 

3.2.2. The selection of this functional model is based on several publications and 

recommendations as well as on the merits of the Niell’s Mapping function, such as its 

ability to perform well in both low and high elevations and its independence from 

meteorological parameters (Leick, 2004; Witchayangkoon, 2000). The deterministic and 

stochastic models are presented in Equations 7.1 and 7.2 for convenience.  

∆Trop = ∆wet Mwet + ∆dry Mdry           ( 7.1)  

)(twTrop =∆&             ( 7.2) 

where, 

∆wet - the wet component 

∆dry - the dry component 

Mwet - the wet mapping function 

Mdry - the dry mapping function 

)(tw  - white noise 

 

From the Kalman filter’s implementation point of view, this model takes on a slightly 

different form. First, at the first epoch of processing an initial total zenith tropospheric 

delay can be estimated based on rough surface meteorological parameters. Afterwards, a 

correction part estimated from the Kalman filter is added to the total zenith tropospheric 

delay at each epoch. The Kalman filter’s state vector includes one value for the 
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tropospheric delay correction. Either the wet or dry mapping function can be used to map 

the tropospheric delay correction. The wet tropospheric delay component is usually hard 

to model; therefore, the state vector element corresponding to the tropospheric delay 

correction can be considered as a correction to the wet component as well as to the total 

tropospheric delay when using a wet mapping function. By this way, a single correction 

value is considered each epoch for the tropospheric delay. The Niell’s wet mapping 

function was used in the functional model to map the zenith value of the tropospheric 

correction to slant delay, as given in Equation 7.3. This method of tropospheric delay 

estimation was used in Chapter 5 and in Section 6.2.7 to compare the effect of 

tropospheric delay estimation and modeling on the convergence behavior.  

∆Trop Slant Delay Correction = ∆wet correction Mwet        ( 7.3)  

where 

∆wet correction  - kalman filter troposphere state element  

7.3 Effect of Input Parameters on the Estimated ZTD 

This section addresses the effect of stochastic and initial meteorological parameters on 

the accuracy of zenith tropospheric delay. First, zenith tropospheric delay estimated using 

different initial meteorological parameters is addressed. Afterwards, the effect of 

stochastic parameter selection is investigated and analyzed. A one-day static GPS dataset 

from the IGS ALGO station was used for this purpose. The used dataset was collected on 

January 31, 2003, and the sampling interval of the observations is 30 seconds.   
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7.3.1 Initial Meteorological Parameters 

This section describes the results of using two sets of initial meteorological parameters to 

study their influence on the zenith tropospheric delay estimation. These two sets are 

illustrated in Table 7.1. Using the IGS ALGO dataset, collected on January 31, 2004, the 

zenith tropospheric delay was estimated for the two sets of meteorological parameters. A 

cutoff angle of 10 degrees was used. Position, receiver clock bias, and ambiguity 

parameters are modeled according to the static estimation scheme used in section 5.1. 

Table  7.1 Two sets of initial meteorological parameters 

 Pressure Temperature Humidity A priori variance Spectral density 

Met-I 1010 mbar 15 c 50% 40 cm 10e-9 m2/s  
Met-II 800 mbar -15 c 70% 40 cm 10e-9 m2/s  

Figure 7.1 shows the resulting ZTD using both meteorological datasets. The figure 

illustrates that the initial meteorological parameters have an effect only on a couple of 

epochs at the beginning of processing. For the used dataset, this effect extends to about 

10 epochs but afterward there is no remarkable effect. However, this conclusion should 

be observed along with the value of the a priori variance given to the tropospheric delay. 

The independence of the estimated ZTD from the initial meteorological parameters gives 

additional merit to PPP. Therefore, users using PPP do not need to worry about deploying 

any meteorological sensors or guessing accurate meteorological parameters. However, if 

a user is interested in retrieving the tropospheric wet delay component, meteorological 

data would be essential. 
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Figure  7.1 ALGO ZTD using two sets of meteorological parameters 

7.3.2 Stochastic Parameters  

This section gives the analysis of the tropospheric zenith delay that was estimated using 

four scenarios of stochastic parameters. The analysis done shows the difference in the 

estimated zenith tropospheric delay when using values of 10-10 m2/s, 10-9 m2/s, and 10-8 

m2/s for the troposphere spectral density and values of 40 cm and 10 cm for the ZTD a 

priori variance. These values of spectral density are the common value used by many 

research works to model the stochastic properties of tropospheric delays (Zumberge et 

al.., 1998; Kouba and heroux, 2000; Jin and Wang, 2004; Niell et al.., 2001). These 

parameters are summarized in Table 7.2.  

Table  7.2 ZTD initial and stochastic parameters 

 Pressure Temperature Humidity A priori variance Spectral density
Stoch-I 1010 mbar 15 c 50% 40 cm 10e-10 m2/s 
Stoch-II 1010 mbar 15 c 50% 40 cm 10e-9 m2/s 
Stoch-III 1010 mbar 15 c 50% 40cm 10e-8 m2/s 
Stoch-IV 1010 mbar 15 c 50% 10cm 10e-9 m2/s 
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Based on the analysis of ZTD for the ALGO dataset, Figure 7.2 shows the difference in 

ZTD when Stoch-I and Stoch-II are applied; Figure 7.3 shows the difference in ZTD 

when Stoch-I and Stoch-III are applied. The graphs show nearly the same trend, with the 

latter showing a noisier trend. Therefore, it is important to choose the right spectral 

density based on the meteorological characteristics of the region containing the GPS 

station and the mode of observations. A spectral density of value 10e-9 m2/s for the 

troposphere was observed to perform well with many datasets. 
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Figure  7.2 ZTD difference between the Stoch-I and Stoch-II 
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Figure  7.3 ZTD difference between the Stoch-I and Stoch-III 

The statistics corresponding to Figure 7.3 show a bias of -3.73 mm and a standard 

deviation of 10 mm, whereas the statistics corresponding to Figure 7.4 show a bias of -

8.37 mm and a standard deviation of 19.4 mm. Generally speaking, larger difference in 

the spectral density will result in larger difference in the estimated ZTD.  

Figure 7.4 shows that there is an insignificant difference in ZTD delay from using 

different values of the ZTD a priori variance. The statistics show a bias of -4 mm and a 

standard deviation of 11.5 mm. It is worth mentioning that the effect of the initial a priori 

variance can cause problems, especially if the chosen value was very small. This is 

because the Kalman filter will tend to allow very little tropospheric delay variation from 

the initial values. Thus, the situation can look more like modeling than estimation. It is 

preferable to use a large a priori variance (50 cm) for tropospheric delay if 

meteorological data is not available.  
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Figure  7.4 ZTD difference resulting from the Stoch II-IV parameter set 

7.4 Troposphere Estimation from PPP and IGS Analysis Centers 

IGS produces several tropospheric delay products. The most accurate one is the final 

product, which has an accuracy of 4 mm at an interval of two hours, and a latency of four 

weeks. The tropospheric delay format is known as SINEX_TROPO; it contains 

tropospheric zenith delay and its accuracy every two hours (IGS, 2004b; 

SINEX_TROPO, 2004). When meteorological surface parameters are available at the 

IGS station, their values appear in the SINEX_TROPO file as well as the corresponding 

precipitable water vapor (IGS, 2004b). However, it seems that this format is designed for 

future expansion. Currently, it contains only the zenith tropospheric delay and its 

accuracy, whereas the meteorological surface parameters are recorded in a different file 

when the IGS site is equipped with instruments that measure them. The three IGS stations 

marked in Figure 7.5 are used here. 
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Figure  7.5 Used IGS stations (http://igscb.jpl.nasa.gov/images/nam.jpg) 

 

The zenith tropospheric delay of the three IGS stations was estimated for the period of 

time from January 1 to January 31, 2003. The resulting tropospheric delay from PPP was 

compared with the corresponding IGS final zenith tropospheric delay for each of the 

three IGS stations. The used IGS datasets have a sampling interval of 30 seconds and an 

elevation cutoff angle of 10 degrees was used. The static processing scheme that was 

used in Section 5.1 is adopted in this section. The IGS final orbit and clock corrections at 

intervals of 15 and 5 minutes were used. The stochastic and meteorological parameters 

used for this purpose are shown in Table 7.3. 

Table  7.3 Troposphere initial and stochastic parameters 

Parameter Pressure Temperature Humidity A priori variance Spectral density 
Value 1010mbar 15c 50% 40 cm 10e-9 m2/s  



 

  

159

7.4.1 IGS ALGO Station’ ZTD 

Figure 7.6 shows the consistency of the zenith tropospheric delay obtained from the PPP 

UofC model and IGS. The graph illustrates a bias of 13.7 mm and a standard deviation of 

18.8 mm.  
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Figure  7.6 ZTD Difference for ALGO station using UofC model 

In contrast, the ZTD difference resulting from the PPP traditional model shows a bias of 

3.3 mm and a standard deviation of 18 mm, as shown in Figure 7.7. When conservative 

spectral density values are used, or when long parts of the data are excluded at the 

beginning, the bias and standard deviation could be greatly reduced. In this section, two 

hours of data were excluded at the beginning of each day. 
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Figure  7.7 ZTD Difference for ALGO station using traditional model 

7.4.2 IGS AMC2 Station’ ZTD 

Figure 7.8 shows the ZTD difference between PPP and IGS zenith tropospheric delay for 

the month of January 2003 using the UofC model.  
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Figure  7.8 ZTD Difference for AMC2 station using PPP UofC model 

The AMC2 station zenith tropospheric delay difference shows a better agreement with 

IGS compared with the previous results for the ALGO IGS station. The bias is -11.3 mm, 
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and the standard deviation is 10.8mm. For the case of the PPP traditional model, as 

illustrated in Figure 7.9, the bias was -2.2 mm and the standard deviation was 10.7 mm. 
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Figure  7.9 ZTD Difference for AMC2 station using PPP traditional model 

 

7.4.3 IGS PIE1 Station’ ZTD 

In this section, the zenith tropospheric delay was estimated for the whole month of 

January and compared with the final product obtained from IGS for the IGS PIE1 station. 

The results shown in Figure 7.10 show a bias and a standard deviation of -13.8 mm and 

14.5 mm, respectively. 
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Figure  7.10 ZTD Difference for PIE1 station using PPP UofC model 

Using the PPP traditional model, a bias of 1.4 mm and a standard deviation of 19 mm are 

achieved. The ZTD difference is shown in Figure 7.11. 
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Figure  7.11 ZTD Difference for PIE1 station using PPP traditional model 

The results of zenith tropospheric delay obtained from the three stations show differences 

better than two centimeters. Troposphere zenith delay obtained from the ALGO station 

performs poorly compared with the other two IGS stations. The reason for this could be 
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attributable to the difference in satellites geometry and the exclusion of five days of 

ALGO station data that suffered from multiple short periods of insufficient numbers of 

satellites. It is worth mentioning that the biases resulting from the PPP traditional model 

are significantly less than that of the UofC model, while the standard deviations of the 

two models are comparable. This bias difference can be attributed to the long 

convergence time needed for ZTD obtained based on the UofC model. The big values 

appeared during several days can be attributed to GPS datasets and the 5 minutes clock 

corrections. The 4 mm accuracy reported for the final IGS tropospheric delay is actually 

the precision of different IGS troposphere solutions with respect to each others and is not 

an absolute accuracy. The tropospheric delay convergence is a function of many issues 

such as the PDOP values, quality of code observations, and cycle slips. Depending on 

these issues, the convergence can vary from day to day. This day to day variation can be 

observed in Figures 7.6 to 7.11 above. Figure 7.12 shows the difference of the number of 

satellites and the PDOP values for AMC2 station on January 1st and 31, 2004. 
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Figure  7.12 PDOP and the number of satellite at AMC2 station   
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It can be concluded from Figure 7.12 that January 31 dataset has a weaker geometry at 

the beginning of the day compared to January 1st. This difference in geometry could be 

the cause for the big tropospheric delay difference that is observed during January 31 as 

depicted in Figures 7.8 and 7.9.  

7.5 Tropospheric Delay from PPP and WVP 

The atmosphere particles radiate microwave signals that can be retrieved at the Earth’s 

surface. These emitted microwave signals have different characteristics based on their 

height from the Earth’s surface. A water vapor profiler (WVP) is a passive sensor that 

receives these microwave radiations at several frequencies. By observing this radiation at 

selected frequencies, accurate atmospheric temperature, water vapor and cloud liquid 

distribution up to a height of 10 km can be obtained (Radiometric Corporation, 2004). 

At the University of Calgary, a GPS station was installed beside a WVP and a 

meteorological sensor (MET3A). Data from the three mentioned instruments was 

collected and the wet zenith tropospheric delay was derived. The difference between the 

two solutions is compared as will be shown in the next sections.  

7.5.1 Wet ZTD Obtained from WVP 

The University of Calgary has a water vapor profiler, WVP-1500, Radiometrics 

Corporation. The WVP observes five frequency channels between 22 and 30 GHz to 

determine the vertical water vapor distribution. In addition to the WVP, a surface 
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meteorological sensor is available that allows for the observation of temperature, 

pressure, and humidity. To compare the zenith tropospheric delay obtained from PPP and 

the WVP, the WVP retrieves the wet tropospheric delay component for the GPS 

constellation by aiming at each individual GPS satellite. The WVP can provide the wet 

tropospheric delay every several minutes for the same satellite and about one minute for 

different satellites. The accuracy of zenith wet tropospheric delay obtained from WVP 

can reach few millimeters when WVP instrument is subjected to continuous calibration 

and maintenance (Niell et al.., 2001). Figures 7.13 and 7.14 show the WVP slant and 

zenith tropospheric delay as well as the satellite elevation with respect to time for PRN 1 

and 29. The two figures illustrate that the Wet Zenith Delay (WZD) changes by a few 

centimeters with respect to the elevation angle. Conversely, the Wet Slant Delay (WSD) 

is significantly affected by the elevation angle. A close look at the slant and zenith delays 

shows that the used mapping function is “sin(elevation)” 

 

     

0

10

20

30

40

50

60

23:52:01 0:41:11 1:31:09 2:20:36 3:16:12 4:06:55 4:58:42 5:54:34

Local Time

D
el

ay
 (c

m
)

10

20

30

40

50

60

70

80

90

E
le

va
tio

n

WSD WZD Elevation

 
Figure  7.13 Zenith and slant WVP data for PRN1 
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Figure  7.14 Zenith and slant WVP data for PRN29 

7.5.2 Wet PPP and WVP ZTD differences  

Several days of WVP-1500 data and their corresponding GPS as well as meteorological 

data were obtained from a MET3A surface meteorological sensor, and a Javad GPS 

receiver respectively. These days are May 12, 13, 14, 15, 16, and 18, 2004. The Javad 

GPS datasets have a sampling interval of 1 second and an elevation cut off angle of 10 

degrees. Receiver antenna phase center offset and variation effects were considered. 

Precise IGS final orbit and clock correction at intervals of 15 and 5 minutes are used. A 

static estimation scheme similar to what used in section 5.1 is adopted for the static GPS 

datasets that are used in this section. The used meteorological data contains temperature, 

pressure, and humidity at an interval of 30 seconds. To estimate the wet zenith 

tropospheric delay from PPP, the total zenith tropospheric delay was estimated every 

epoch and the dry component was calculated using the Hopfield model as illustrated 

previously in Equation 3.3. The dry component was then removed from the zenith 
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tropospheric delay, resulting in an estimation of the wet component. The accuracy of 

modeling the dry zenith tropospheric delay is very accurate (Hofmann et al.., 2001; 

Mendes, 1999) and can reach mm level when using accurate meteorological surface 

parameters (Misra and Enge, 2001).  

Figures 7.15 and 7.16 show the consistency between the wet zenith tropospheric delays 

obtained from the WVP and PPP using the traditional and UofC models. The PPP based 

UofC model shows a difference bias of 5 mm and a standard deviation of 20 mm; the 

PPP based traditional model shows a bias of 8 mm and a standard deviation of 19 mm. If 

a very conservative troposphere spectral density of 10-18 m2/s is used, the difference 

between PWV data and PPP traditional model troposphere results reaches 3 and 7 mm, 

for the bias and standard deviation respectively. There are a few spikes in the results. 

These spikes can mainly be attributed to many reasons such as the epoch matching 

process and the WVP data. As mentioned earlier, WVP provide the data every a few 

minutes and without a fixed sampling rate. Different from WVP data, GPS and 

meteorological data have a fixed sampling interval. Because of the limited number of 

matching epochs, the corresponding epochs from WVP and PPP solutions that are within 

30 second are compared. No interpolation within these 30 seconds was necessary because 

the value of tropospheric delay was assumed unchanged during this short time. In 

addition, some of the spikes are mainly caused by the WVP behavior as shown in Figure 

7.17. A close examination of the figure shows that the spikes in the WVP are responsible 
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for spikes in the WZTD difference. These spikes can be attributed to the existence of 

water drops at the service of the WVP instrument (Skone, 2005). 
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Figure  7.15 WZTD difference based on the PPP UofC model 
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Figure  7.16 WZTD difference based on the PPP Traditional model 
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Figure  7.17 Used WVP zenith tropospheric delay 

 

7.6 WZTD Modeling and Estimation 

With the availability of surface meteorological parameters, the tropospheric dry 

component can be modeled with high confidence, but the wet component is more difficult 

to model. This section shows the comparison of the WZTD obtained from modeling and 

from the WVP. The Hopfield model is used for the wet tropospheric component as 

depicted previously in Equation 3.2.  

The WVP data of May 12, 13, 14, 15, 16, and 18, 2004 is used in this section. Data from 

the surface meteorological data was obtained from the MET3A instrument that exits near 

the WVP. 

The results of comparing the modeled and WVP wet zenith tropospheric delay are shown 

in Figure 7.18. The summary of statistics shows a bias of -9 mm and a standard deviation 
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of 8 mm. This agreement is promising, but it should be noted that it is related to the 

station height above sea level. This station is at a height of about one kilometer above sea 

level, which represents about 10% of the wet tropospheric layer. 
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Figure  7.18 Modeled and WVP WZTD 

In summary, the merits of PPP as a tool for troposphere estimation are that neither a 

position constraint, nor a meteorological sensor is necessary. Only when the wet 

component is sought, precise meteorological data is needed. Accordingly, it can be used 

as a mobile tool for troposphere monitoring. 
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7.7 Precise Ionospheric Delay Estimation Using Un-differenced Carrier 

Phase Observations 

The long established way for estimating the absolute ionospheric delay or total electron 

content is to use a combination of dual frequency GPS pseudo-code observations. The 

accuracy of this method is usually in the order of 1-5 TEC due to code noise and 

multipath, where one TEC is equivalent to 14 and 27 cm on the L1 and L2 frequencies, 

respectively (Skone, 2001). To date, only a precise differential (not absolute) ionospheric 

delay can be obtained based on carrier phase observations. With the emergence of PPP 

technology, it is possible to estimate the absolute carrier phase ambiguities with high 

confidence. Consequently, it is feasible to calculate the absolute ionospheric delay 

directly with the use of carrier phase observations. In the following sections, the 

derivation of absolute ionospheric delay from pseudocode and carrier phase observations 

is presented along with their expected accuracies. The latter were obtained using the 

concept of error propagation.    

7.7.1 Absolute Ionospheric Delay from Pseudocode Observations   

Using pseudocode observations on L1 and L2, the absolute ionospheric delay can be 

estimated. An example of the delay on L1 and L2 are illustrated in Equations (7.4) and 

(7.5). 
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where 

1f   - frequency of L1

2f   - frequency of L2 

P1  - pseudo range on L1

P2  - pseudo range on L2  

TEC      - total electron content 

c  - speed of light 

rGDT ,   - receiver inter-frequency bias 

sGDT ,   - satellite inter-frequency bias 

Special attention should be paid to the details associated with the consistency between the 

pseudocode on L1 and L2 as well as the inter-frequency bias. In the context of the 

ionospheric delay, the value of the inter-frequency bias reflects also all other hardware 

delays because they are inseparable as mentioned before. Accordingly, the words of inter-

channel bias or DCBs can be used (Skone, 2001; Leick, 2004). The anticipated accuracy 

from this method is given in Equations (7.6) and (7.7). 
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where 

2
1Pσ    - variance of the pseudocode on L1  

2
2Pσ    - variance of the pseudocode on L2
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2
,rGDTσ    - variance of receiver inter-frequency bias 

2
,sGDTσ    - variance of satellite inter-frequency bias 

2
1LonDelayIonosphereσ  - anticipated variance of the ionospheric delay on L1 

2
2LonDelayIonosphereσ  - anticipated variance of the ionospheric delay on L2

Substituting for f1=1575.42 MHz and f2 = 1227.6 MHz in the equations above, a 

simplified form of the equations describing the accuracy of ionospheric delay can be 

expressed in Equations (7.8) and (7.9). The limiting factor for this method is the accuracy 

of the inter-frequency bias and the noise in the code observations. 
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7.7.2 Absolute Ionospheric Delay from Carrier Phase Observations   

Carrier phase is the most precise GPS observation. The expression for obtaining the 

absolute ionospheric delay can be written as given in Equation (7.10). 
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where: 

1Φ   - phase measurements on L1 (m) 

2Φ   - phase measurements on L2 (m) 

1N   - ambiguity on L1 (cycles) 
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1λ   - L1 wavelength (0.19m) 

2N   - ambiguity on L2 (cycles) 

2λ   - L2 wavelength (0.24m) 

rGDT ,′   - receiver inter-frequency bias for carrier phase 

sGDT ,′   - satellite inter-frequency bias for carrier phase 

Similar to pseudo-code ionospheric delay estimation, the error propagation concept can 

be applied to obtain the expected accuracy as given in Equations (7.11) and (7.12). 
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where 
2

1Φσ    - variance of the carrier phase observation on L1 (m) 

2
2Φσ    - variance of the carrier phase observation on L2 (m) 

2
1Nσ    - variance of the carrier phase ambiguity on L1 (cycles) 

2
2Nσ    - variance of the carrier phase ambiguity on L2 (cycles) 

2
,rGDT ′σ    - accuracy of receiver inter-frequency bias, 

2
,sGDT ′σ    - variance of satellite inter-frequency bias, 

2
1LonoDelayCarrierIonσ  - anticipated variance of the ionospheric delay on L1

2
2LonoDelayCarrierIonσ  - anticipated variance of the ionospheric delay on L2
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There are three advantages of using carrier phase observations to estimate the ionospheric 

delay instead of pseudocode observations: the carrier phase observations are much more 

accurate, less noisy, and less vulnerable to the errors caused by multipath than 

pseudocode observations. However, there is one disadvantage of using carrier phase 

observations. The users need to wait for the convergence of the carrier phase ambiguities 

to get the best accuracy. Tables 7.4 and 7.5 list the anticipated accuracy of the absolute 

ionospheric delay obtained from pseudocode and carrier phase observations based on the 

concept of error propagation. They also illustrate the anticipated ionospheric delay 

accuracy with respect to different variance values of pseudorange observations and 

carrier phase ambiguities. These error propagation results are obtained based on the 

assumption that the accuracy of the inter-frequency bias is 0.03ns as reported normally in 

the JPL-IONEX file (JPL, 2004). In this section, the inter-frequency delays for code and 

carrier phase observation are assumed the same but with different signs. It is worth noting 

that this value is better than the inter-frequency bias day-to-day stability as reported by 

Hugentobler (2002). It is evident that with the use of high quality pseudocode 

observations, the ionospheric delay estimation is limited in the best case to about four 

decimeters on L1. In contrast, using the carrier phase method can produce higher 

accuracy estimates based on the converged ambiguities. If the accuracy of the converged 

ambiguities is a small fraction of one cycle, then the anticipated accuracy of the 

ionospheric delay can be significantly better than two decimeters, mainly because of the 

limitation imposed by the accuracy of the inter-frequency bias. The accuracy of the 

proposed ionospheric delay estimation method using un-differenced carrier phase is more 
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precise than the IGS ionosphere TEC product. The latter has accuracy of 2-8 TEC (IGS, 

2004). 

Table  7.4 Anticipated accuracy of code based ionospheric delay 

1Pσ (cm) 2Pσ (cm) 2LonlayCodeIonoDeσ  (cm) 1LonlayCodeIonoDeσ  (cm) 

10 10 36 21 

20 20 71 43 

30 30 107 65 

 

Table  7.5 Anticipated accuracy of carrier phase based ionospheric delay 

1Φσ  

(mm) 

2Φσ  

(mm) 

1Nσ  

(cycles)

2Nσ  

(cycles)

2LonoDelayCarrierIonσ  

(cm) 

1LonoDelayCarrierIonσ  

(cm) 

1 1 0.01 0.01 2 1 

1 1 0.10 0.10 8 5 

1 1 0.10 0.10 8 5 

1 1 0.10 0.10 8 5 

1 1 0.20 0.20 15 9 

1 1 0.30 0.30 23 14 

1 1 0.40 0.40 31 19 

7.7.3 Comparison between Code and Carrier Phase Ionospheric Delay Estimates 

This section presents the numerical results and analysis of ionospheric delay estimation 

from code and carrier phase observations, respectively. It focuses on the consistency of 

the two solutions, their behavior with respect to the satellite elevations, and their noise 

characteristics. The results presented here are based on GPS datasets obtained from IGS 

network stations WHIT and PIE1 on January 31, 2003. The data has a sampling interval 
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of 30 seconds and an elevation cutoff angle of 10 degrees.  A static dataset processing 

scheme similar to the one given in Section 5.1 is used in this section. The ionospheric 

delay was calculated for the medium frequency f1f2. Figures 7.19 and 7.20 represent the 

ionospheric delay for two satellites at different times of the day. Figure 7.19, shows the 

ionospheric delay estimation for PRN 6 during its two visibility periods at the beginning 

of PPP processing and after the convergence. Here appears to be consistent between the 

ionospheric delay obtained from pseudocode and carrier phase observations. However, 

there is a notable bias between the two solutions at the start of processing. The 

ionospheric delay obtained from the carrier phase is less noisy compared with the code 

estimate, and it does not show any severe noise behavior at low elevations.  
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Figure  7.19 Ionospheric delay estimation for PRN 6 at WHIT station 
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Figure  7.20 Ionospheric delay estimation for PRN 29 at WHIT station 

Figures 7.21 and 7.22 show the ionospheric delay for the same satellites but for the PIE1 

station. Results are comparable to those obtained from the WHIT station. 
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Figure  7.21 Ionospheric delay estimation for PRN 6 at PIE1 station 

 



 

  

179

0

5

10

15

20

25

30

17:30 18:01 18:31 19:01 19:31 20:01 20:31 21:02

UTC Time

Io
no

sp
he

re
 d

el
ay

 (m
)

0
10
20
30
40
50
60
70
80
90

E
le

va
tio

n

Code Carrier Phase Elevation

 
Figure  7.22 Ionospheric delay estimation for PRN 29 at PIE1 station 

 

For several satellites, the WHIT station ionospheric delay shows a bias between the code 

and carrier phase solutions, as shown in Figure 7.23.  
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Figure  7.23 Ionospheric delay estimation for PRN 1 at WHIT station 

The ionospheric delay bias for these satellites cannot be attributed to any difference in the 

inter-frequency offset between pseudocode and carrier phase because the same satellites 

at the PIE1 station do not show this bias (Figure 7.24).  
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Figure  7.24 Ionospheric delay estimation for PRN 1 at PIE1 station 

It is more likely that this bias is caused by the ambiguities of the satellites. It is possible 

that the ambiguities corresponding to these satellites have absorbed most of the error 

caused by precise orbit and clock interpolation. The two solutions for all the satellites at 

the WHIT station have a bias of 12 cm and a standard deviation of 59 cm, whereas the 

bias and standard deviation values for the PIE1 station are 2 cm and 134 cm, respectively. 

The large standard deviation between the ionospheric delay obtained from the code and 

carrier phase can be attributed to the noise in the code observations. 

In summary, the proposed carrier phase based absolute ionospheric delay has low noise 

and high accuracy. The agreement between ionospheric delay obtained from the 

pseudocode and carrier phase methods suggests the reliability of the ionospheric delay 

obtained from the carrier phase method and the conformity of the inter-frequency bias for 

the code and carrier phase observations, which was highlighted in the Chapter 6. 
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7.8 Summary 

This chapter illustrates the use of GPS as a tool for atmosphere sensing. The merits of 

using GPS are the mobility and the cheap cost. The chapter presented the accuracy of 

tropospheric delay estimated from PPP with respect to the IGS and WVP. Also, the 

chapter presented a new method for ionospheric delay estimation.  
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CHAPTER 8 

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 

8.1 Summary 

The development, analysis, and investigation of Precise Point Positioning using un-

differenced code and carrier phase observations in addition to precise orbit and clock data 

were the major goals of this study. These goals were met. The existence of such a system 

eliminates the need for base stations and provides competitive accuracy to the current 

GPS positioning system.  The development was necessary as this system is only available 

for large organizations such as JPL and NRcan. The analysis and investigations done in 

this research have contributed toward a better understanding of several ambiguous areas 

in the PPP’s field.  

The specific contributions of this research can be summarized as follows: 

 Development of  Precise Point Positioning algorithms that use IGS products 

 Comprehensive analysis of PPP functional and stochastic models 

 Analysis of the nature of non-zero initial phase and its relationship to 

ambiguity resolution in the case of un-differenced observations 
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 Comprehensive study for the PPP convergence and its relation with clock and 

troposphere modeling instead of estimation 

 Development of a hybrid solution that can reduce the convergence in certain 

cases 

 Ascertainment of the equivalence of inter-frequency bias for code and carrier 

phase in magnitude but with different signs.  

 Verification the equivalence of ambiguity re-parameterization in traditional 

and UofC models through numerical results 

 Development of a new method for absolute ionospheric delay estimation from 

carrier phase observations 

 Development of a scheme for PPP’s tropospheric delay estimate and 

validation 

These contributions have been supported by numerical results, and the system has been 

tested under several conditions. 
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8.2 Conclusions 

Based on the research and analysis carried out in the course of this thesis, the following 

findings can be drawn.  

8.2.1 Accuracy 

PPP is capable of achieving centimeter positioning accuracy level in the case of static 

positioning when using IGS final orbit and clock products. This absolute accuracy is both 

seamless and highly repeatable, independent of the station location. The static results 

obtained from PPP showed centimeter positioning accuracy. Kinematic positioning 

accuracy cannot be assessed absolutely; the only solution is to compare the PPP 

positioning solution with commercial software that performs GPS double difference. 

Therefore, all the kinematics positioning accuracy presented here is with respect to the 

double difference solution accuracy. The kinematics positioning results that are obtained 

based on the use of IGS final orbit and clock corrections at intervals of 15 and 5 minutes 

showed positioning accuracy better than 3 decimeters for many cases of kinematic 

behavior that include land vehicle, marine and airborne GPS dataset. With the availability 

of 30 second satellite clock corrections, this level of error can be greatly reduced. 

8.2.2 Performance 

Like any system estimating ambiguities as float values, PPP needs time to converge to 

cm positioning accuracy. Therefore, this study has analyzed and investigated the concept 
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of ambiguity resolution in the case of un-differenced observations. It has been concluded 

that the ambiguity resolution in the case of PPP is highly unlikely to be applicable 

because of the nature of the ambiguities. The research has also concluded that the satellite 

clock corrections cannot represent the non-zero initial phase. The thesis has investigated 

the effect of satellite clock correction intervals on the convergence and positioning. It has 

been concluded that it has a potential effect on both convergence and accuracy. 

Moreover, the research has developed and investigated a hybrid solution that can be used 

to enhance the positioning results at the beginning of processing. This hybrid solution and 

its limitations have been presented and highlighted. The research also concluded that 

modeling the tropospheric delay at the beginning of the processing is highly unlikely to 

enhance the positioning accuracy significantly. 

8.2.3 Ionosphere 

A new approach for estimating a precise absolute ionospheric delay has been developed 

and demonstrated high accuracy and low noise compared with the available technique. 

This approach has never been used before.  

8.2.4 Troposphere 

The thesis presented a method for absolute tropospheric delay based on PPP. Estimation 

and evaluation of the PPP’s tropospheric delay were investigated. The evaluation of this 

tropospheric delay was done with respect to  accurate IGS delay and WVR data.  
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8.2.5 Ambiguity Re-parameterization and the Inter-frequency Delay 

The research dealt with unconventional issues such as the ambiguity re-parameterization 

and the inter-frequency delay on code and carrier phase observations. It has been 

concluded that the ambiguity estimates in the two PPP functional models are equivalent. 

Based on the results of the ambiguity re-parameterization and the carrier phase 

ionospheric delay, it has been concluded that the inter-frequency delays for code and 

carrier phase are likely to be the same in value but with different signs. Accordingly, the 

effect of this delay is likely to be canceled in the UofC model. The thesis research work 

addressed another possibility for the equivalence of this ambiguity re-parameterization 

which could be the absorption of the inter-frequency delay in the estimated ambiguities 

of the PPP UofC model and the fading of the values of the inter-frequency delay when 

constructing the ambiguities of the PPP traditional model. 
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8.3 Recommendations 

Further to this research, many points can be suggested. Among these are the following: 

 With the emergence of realtime precise orbit and clock corrections from 

several organizations such as NRcan and JPL, the PPP should move to the real 

time mode.  

 To integrate the DARTS method and PPP to allow backing the PPP in case of 

unavailability of precise data 

 To investigate the possibility of modeling GPS orbit and estimating satellite 

clock corrections between epochs. This can be helpful in the case of using 

precise data with large intervals or in the case of suffering from a precise data 

gap. The suggestion above will benefit from using only one starting point for 

the precise orbit and clock. 

 To investigate neutrally the kinematics accuracy of PPP with respect to other 

positioning techniques that do not use IGS orbit and clock data. 

 With the availability of the precise GLONASS orbit and with the recent 

Russian support, it would be important to incorporate GLONASS signals in 

the PPP system. 

 To investigate the effect of GPS signal modernization and the emergence of 

Galileo system on PPP. This can be done by analyzing the possible signal 

combinations, which will be available in the near future.    
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Appendix A 
 

Niell’s Mapping Function Coefficients (Leick, 2004) 

 

 

Dry Mapping Function Coefficients 

φ ⋅a~ 103 ⋅b~ 103 ⋅c~ 103 ⋅pa 103 ⋅pb 105 ⋅pc 105 ⋅ha 105 ⋅hb 105 ⋅hc 103

15 1.2769934 2.9153695 62.610505 0 0 0 

30 1.2683230 2.9152299 62.837393 1.2709626 2.1414979 9.0128400 

45 1.2465397 2.9288445 63.721774 2.6523662 3.0160779 4.3497037 

60 1.2196049 2.9022565 63.824265 3.4000452 7.2562722 84.795348 

75 1.2045996 2.9024912 64.258455 4.1202191 11.723375 170.37206 

2.53 5.49 1.14 

 

Wet Mapping Function Coefficients 

φ a ⋅104 b⋅103 c⋅102

15 5.8021897 1.4275268 4.3472961 
30 5.6794847 1.5138625 4.6729510 
45 5.8118019 1.4572752 4.3908931 
60 5.9727542 1.5007428 4.4626982 
75 6.1641693 1.7599082 5.4736038 
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Appendix B 
 

GPS Receiver Delays and their Sources 
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Appendix C 
 

Design Matrix of Traditional Model 
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Appendix D 

Design Matrix of UofC Model 
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Appendix E 
 

Smoothed Code and Carrier Phase Correlation  
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Appendix F 

Observations Correlation (UofC model) 
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