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ABSTRACT 

 
Integrated multi-sensor systems, with their major progress in terms of sensor resolution, 

data rate and operational flexibility, have become a very attractive mapping tool over the 

last decade. In the aerial mapping application, for example, exterior orientation parameters 

(EO) of the imaging sensors are required. Using the measurements from a Differential 

Global Positioning System (DGPS) integrated with an Inertial Measurement Unit (IMU), 

the direct determination of the EO parameters can be obtained. This process is referred to as 

Direct Georeferencing (DG). On the other hand, conventional Aerial Triangulation (AT) 

uses a block of images with well distributed and sufficient number of Ground Control 

Points (GCP) for estimating the EO parameters. The DG provides substantial benefits over 

AT, which include the ability to map remote and inaccessible areas and significantly 

reducing the cost of the overall project, especially for corridor mapping, or orthophoto 

generation using existing Digital Elevation Models (DEM). However, the accuracy 

achieved when using DG is limited by the accuracy achievable by DGPS, IMU and any 

remaining residual camera/boresight/datum calibration errors. Typically these errors can be 

as large as 10 cm RMS, which is not sufficient for some large scale mapping applications. 

However, by combining the direct EO data in a traditional block adjustment, these errors 

can be minimized. This technique is known as Integrated Sensor Orientation (ISO) which 

has been promoted for a few years now. ISO has several advantages over traditional AT, 

primarily since; the stable geometry provided by direct EO can reduce the number of 

required GCP and tie-point to a minimum. At the same time, ISO provides excellent means 
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to control the quality of the estimated EO parameters from a DG system. Furthermore, 

while ISO can be used to improve direct EO performance, it provides an opportunity to use 

less accurate IMU/DGPS navigation systems for projects that have a well structured block 

of imagery. 
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CHAPTER ONE:  INTRODUCTION 
 

1.1. Background and Objective 
 

During the recent years in aerial mapping, two major components have undergone major 

research and development. First, the use of digital imaging sensors, large format digital 

frame and line scanning cameras as alternatives to the traditional film-based cameras. As 

well, there is a plethora of new imaging sensors appearing on the market: medium format 

digital cameras, multi and hyperspectral imagers, Light Detection and Ranging (LIDAR), 

and Synthetic Aperture Radar (SAR). Second, the direct determination of exterior 

orientation parameters (EOP). This allowed the mapping industry to move from traditional 

aerial triangulation (AT) techniques to integrated multi-sensor systems using Differential 

Global Positioning System (DGPS) and Inertial Measurement Units (IMU). The first 

component focuses on the data acquisition format in which the digital mapping 

environment has played an important role. Using IMU instead of the conventional image 

positives, direct digital sensors provide imagery ready to map, saving on film development 

and scanning cost. The second component provides a major change in aerial mapping 

applications by providing direct measurements of the EOP regardless of the type of 

imaging sensor being used. This is very important especially for new sensors such as line 

scanners, SAR and LIDAR where the EOP cannot be obtained using the traditional AT 

techniques. Therefore, the use of integrated DGPS/IMU systems allows the estimation of 

the EOP directly from the output of the integrated navigation systems. This is known as 



  2 

 
 

Direct Georeferencing and provides a total solution for the problem. Such integrated 

solutions are also known as Mobile Mapping Systems (MMS). 

In traditional large area mapping projects, there always exists a block of images with side 

and end-laps. Having such blocks of images, make it possible to combine the advantages of 

both direct georeferencing systems and aerial triangulation by using Integrated Sensor 

Orientation (ISO). The ISO concept has been discussed widely in the last few years, most 

extensively by the OEEPE test in 2001 [Jacobsen and Wegmann (2001), Heipke et al 

(2001a)]. This thesis investigates the use of ISO for processing blocks of images, collected 

by different imaging sensors namely; Film camera, Large and Medium format digital 

camera. The investigation looks into the performance of ISO when applied on different 

quality of GPS/IMU data from a DG System and analyses the ways to optimize the 

processing procedure. Further, the impact of DG technology on map production 

(particularly on fast orthophoto generation) is addressed. The major objectives of the thesis 

are summarized as following: 

• Investigating the error sources of image Georeferencing 

• Discussing the concept of ISO and its extended use in Quality Control 

• Analyzing the performances of ISO using different frame camera systems integrated 

with high end GPS/IMU systems 

• Analyzing the possibility of using less accurate GPS/IMU system in conjunction 

with ISO to achieve similar performance as high end GPS/IMU systems 

• Demonstrating the impact of direct georeferencing on map production  
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1.2. Thesis Outline 
 
 
In Chapter 2, airborne image georeferencing is introduced, focusing on the determination 

and acquisition of EOP. Two major approaches are presented and compared. For the use of 

both approaches, error sources in image georeferencing are reviewed. Error models are 

formulated based on time-dependent and time-independent variables, and finally some 

examples are presented. 

 

In Chapter 3, the need for quality control for direct georeferencing is discussed. This is an 

important step and is closely related to ISO. Some current methods on how quality control 

is being used are discussed. In addition, the optimization and integration of quality control 

process are demonstrated.  

 

In Chapter 4, the GPS/IMU dataset to be used in Chapter 5 is described. An algorithm 

towards less accurate GPS/IMU data simulation is formulated and some examples are 

presented. For each dataset, project information, imaging sensor type and system 

performance are discussed 

 

In Chapter 5, the ISO analysis in comparison with direct Georeferencing is described. The 

relationship between GPS/IMU data quality and ISO performance is discussed through 

examples. Also, analysis is carried out to optimize the ISO workflow. 
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In Chapter 6, methods by which direct georeferencing can be used for fast Digital Elevation 

Model (DEM) extraction and fast orthophoto generation are demonstrated. Then, an on-

going development of near real-time data for rapid response is discussed. 

 

In Chapter 7, the research results and recommendations for future work are presented and 

summarized. 
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CHAPTER TWO: IMAGE GEOREFERENCING FOR AIRBORNE 
APPLICATIONS 

 

2.1. Background 
 

Typically image georeferencing is defined as the transformation of the 3D coordinate 

vector  of a point, with respect to the image frame (i-frame), to its corresponding 3D 

ground coordinate vector  with respect to the mapping frame (m-frame). This requires 

two quantities to be known – the coordinates of the camera’s lens perspective centres in the 

m-frame,  and the rotation matrix between the i-frame and the m-frame, . The 

3D ground coordinate vector of any point (p) in the m-frame, , can be written as [El-

Sheimy (1996b)] 

ir

mr

)(tr m
pc )(tR m
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Where (t) is the time of exposure and (s) is the scale factor 

 

)(tr m
pc  and  are usually called the exterior orientation parameters. These three 

translations and three rotations essentially describe a rigid-body motion in space. Figure 2-1 

illustrates the relationship between the camera and the mapping frame. For details, see [El-

Sheimy (1996b), Mostafa et al (1997) and Schwarz et al (1993)]. 

)(tR m
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Figure 2-1:  Illustration of the Relationship between Image and Mapping Fame 

   

2.2. Direct Georeferencing, Indirect Georeferencing and Integrated 
Sensor Orientation 

 
There are three basic approaches for computing the EOP of an imaging sensor, they can be 

described as: 

 
• Determining the EOP directly using suitable positioning and orientation sensors. 

This approach is referred to here as DG, also known as Direct Sensor Orientation 

• Determining the EOP indirectly by extracting them from a block of images using a 

sufficient number of well-distributed known ground control points and Aerial 

Triangulation 
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• Determining the EOP using a combination of a block of images, positioning and 

orientation sensors’ measurements, and , when necessary, ground control points 

(GCPs)  This approach is referred to as ISO. 

2.2.1. Direct vs. Indirect Georeferencing 
 

The DG approach is most commonly achieved using an integrated DGPS/IMU. Such 

approaches have been introduced by [Schwarz et al (1984), Schwarz et al (1993)] where the 

mathematical model and proposed applications were presented Later on, studies on the 

implementation of DG in many applications [see for example,  Abdullah (1997), El-Sheimy 

(1996a,b), Mostafa et al (1997), Schwarz (1995), Skaloud et al (1996) and Toth and 

Grejner-Brezezinska (1998)] and in commercial products [see for example, Bossler et al 

(1996), El-Sheimy and Lavigne (1998), Reid et al (1998), Mostafa et al (2001a,b), Mostafa 

and Hutton (2001), Toth (1997)].  

 
The Indirect Georeferencing approach uses AT, which relies on adjusting a network of tie 

points in a block of images with a sufficient number of well distributed known GCPs.  

 
When the availability of ground control points is in question, such as within forests, snow-

covered grounds, desert, or along a coastline, the ability to resolve the EOP indirectly is 

limited. Often these areas are also very important when emergency response application is 

required, such as in the case of a forest fires, flooding and hurricanes. Such an application 

requires fast orthophoto generation, and there is insufficient time and resources to extract 
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the EOP using traditional AT. In addition, some projects only require a single strip or single 

photo orientation. For instance, in the case where there is an existing DEM, the use of 

traditional AT to determine the EOP is unpractical because it requires excessive GCPs and 

additional overlapping photos. Hence in many applications direct georeferencing is either 

the only practical solution, or the most cost effective solution [Schwarz and El-Sheimy 

(2004)]. 

 
The ground accuracy of objects coordinates, when using a direct georeferencing system, is 

dependent upon the GPS accuracy for position and the IMU accuracy for orientation. The 

orientation error produces a position error on the ground as a function of the flying height 

(or photo scale). At best, GPS provides about 5 - 10 cm RMS when using dual frequency 

differential processing with highly accurate GPS basestation data. For a high end direct 

georeferencing system using ring-laser gyros (RLG), fibre optic gyros (FOG) or dry-tuned 

gyros (DTG), the orientation accuracy is typically about 0.005 deg RMS for roll and pitch, 

and about 0.008 deg RMS for the heading. For traditional large scale mapping projects that 

are flown relatively low above the ground, the ground accuracy becomes dominated by the 

DGPS position error [Mostafa et al (2001b)]. Therefore, for large scale mapping (> 1:1000) 

projects requiring centimetre accuracy, direct EO usage from DG system is marginal for 

film camera system [Dardanelli et al (2004)]. To improve the GPS positioning accuracy, 

further research has to been done [Bruton et al (2001)]. However, using AT to improve the 

photo centre positioning accuracy has long been considered by researchers as an acceptable 



  9 

 
 

solution, and has been introduced in OEEPE tests as the Integrated Sensor Orientation (ISO) 

[Jacobsen and Wegmann (2001), Heipke et al (2001a)]. 

2.2.2. Integrated Sensor Orientation 
 

GPS/IMU assisted AT or ISO combines benefits from both DG and traditional AT, when 

the imagery is flown in a block configuration with sufficient overlap. By using the EOP 

from DG systems as an initial approximation for AT, only a limited number of tie points in 

the overlapping area are needed. GCPs are only required to check for datum shifts and 

correct for systematic residual errors in the DGPS. Furthermore, using the direct EOP in the 

tie-point matching process reduces the computational time and number of blunders, making 

the entire process truly automatic. While the DG system allows direct determination of 

exterior orientation parameters with high accuracy and reliability, there exist some projects 

which require higher accuracy. Such projects will require the directly estimated EOP to be 

refined before they can be used in these mapping projects, since they are limited in 

accuracy to the accuracy of the DGPS. In this case, ISO can be performed to refine the 

accuracy of the EOP in order to improve both absolute and relative accuracy [Heipke et al 

(2001b), Cramer et al (2001a,b), Jacobsen et al (2001), Honkavaara et al (2002), Casella et 

al (2004), Casella (2004) and Henskin et al (2002)]. In terms of the ISO mathematical 

model it is based on the well known collinearity equations. But, instead of solving for the 

EOP as unknowns, initial approximate with proper standard deviation are provided. More 

information about the mathematical model is presented in section 2.3. 
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Except for large scale engineering projects which are limited by the accuracy of DGPS, a 

high end DG system is sufficiently accurate to perform all types of projects such as: 

corridor mapping, single photo orientation, mapping in remote areas, or large area mapping. 

This total solution provides the flexibility of being able to do any project without the 

limitation of needing to fly in a block configuration. However, it is useful to investigate if a 

lower accuracy DG system, hence lower cost, can achieve similar accuracy of a high end 

system when ISO is used.  

 
One may argue that the collection of tie points in a block of images is a time consuming 

process, and hence this limits any benefits that ISO with a lower cost/lower accuracy DG 

system might achieve. However, the seeded EOP given by the less accurate DGPS/IMU 

system provides an important piece of information for the automatic tie point collection 

process. The search areas for potential tie point locations can be narrowed down, and 

therefore both performance and accuracy is significantly improved. In addition, if the 

number of tie point required to perform ISO can be optimized hence processing time can 

also be minimized. 
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Table 2-1 lists the advantages and disadvantages of the three approaches; DG, Indirect 

Georeferencing and ISO,  

 

Table 2-1:  Characteristics of different Image Georeferencing approaches  
 

Approach Advantages Disadvantages 

Direct 
Georeferencing 

• Aerial Triangulation is not 
required (except for system 
calibration) 

• Control free environment 
(except for quality control) 

• Corridor, remote area 
mapping, and single photo 
orientation 

• Position accuracy is limited by 
GPS solution 

• High accuracy GPS/IMU is 
recommended 

• Increase system cost 
• Precise system calibration 

parameters are required 

Indirect 
Georeferencing 

• Redundant solution using 
additional GCP 

• Robust solution against error 
in interior orientation 
parameters 

• Well distributed GCP is 
always required 

• Block of imagery is always 
required 

• High operation cost 

ISO 

• Combine all advantages from 
both approaches 

• Potential possibility of using 
less accurate GPS/IMU system

• Block of imagery is always 
required 

• Unpractical for projects where 
orthophoto is generated using 
existing DEM 

 

2.3. Error Sources in Image Georeferencing 
 

After introducing the different techniques for estimating the EOP and the way to improve it, 

this section discusses why a perfect system is not possible, and what parameters are critical 

for the operation of a Mobile Mapping System (MMS) [Grejner-Brezezinska (2001), Ip et 

al (2004b), Ellum et al (2003) and Yastikli (2004)]. An airborne MMS consists of two 
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major components; an imaging component and a georeferencing component, in addition to 

a flight management system and an on-board controlling unit. The imaging component may 

be a film or digital camera, a multi-spectral pushbroom scanner, an interferometric radar 

system, or a scanning laser system. If a digital camera is used as the imaging component 

and fixed to the same rigid body as an IMU and a GPS antenna (i.e. to the aircraft), then the 

EOP can simply be determined by interpolating the translation and rotation vectors at the 

moment of exposure. These parameters can be stamped on each digital image. In this way, 

the complex time-dependent positioning problem is transformed into a spatial problem 

from which time has been eliminated as a variable. This obviously requires very accurate 

time synchronization in the millisecond level (one millisecond is equivalent to 3.33 cm 

position error at a velocity of 120 km/h) between the different sensors [Grejner-Brezezinska 

(2000)]. The resulting georeferenced digital images obtained in this way become the 

building blocks for the digital mapping program. It should be noted that a multi-sensor 

system defined in this way is completely self-sufficient, i.e. only data collected in the 

platform is needed to solve the georeferencing problem. It is independent of GCPs because 

GPS, by linking into a system of Earth orbiting satellites, will output all its results in an 

Earth-fixed Earth-centered coordinate frame – the WGS 84 [Titterton (1997)] (see Figure 

2-2 for an example of the concept of airborne-based MMS). MMS thus provides an 

integrated problem solution, rapid data acquisition, fully digital data storage, and great 

flexibility in post-mission data processing. 
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Figure 2-2:  An Airborne Mapping System 
[Mostafa and Schwarz, 2001] 

 

The main components of a DG system for mobile mapping applications are composed of 

different technologies. GPS uses range measurements from satellites, and IMU uses gyros 

and accelerometers to measure angular velocity and specific force. Table 2-2 lists the 

characteristics of a stand-alone GPS, a stand-alone IMU and an integrated GPS/IMU. 
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Table 2-2:  General difference between GPS and IMU  
[Schwarz et al, 1994 ;El-Sheimy, 1996b] 

 

 Advantage Disadvantages 

IMU 

• Self contained and independent 
system 

• Continuous data acquisition 
• Three positioning and three attitude 

components 
• High data sampling rate (up to 600 

Hz) 

• Sensor errors grows with time 
causing positioning error 
divergence 

DGPS 

• High accuracy of position and 
velocity estimation 

• Time-independent error model 

• Losses of lock causing gaps in the 
trajectory 

• Low data sampling rate (1-20 Hz) 
• Slow ambiguity resolution time 

over long baseline and/or in 
presence of higher ambient noise 

IMU / 
DGPS 

• Combine all advantages of both 
systems 

• Redundant and complementary 
data (both systems’ errors are 
separately observable) 

• Navigation through GPS outages 
• GPS fixes allow IMU error 

estimation 

• No significant limitations 
• Precise time synchronization 

needed 

 

As depicted in Table 2-2, the low noise and high bias of the IMU, and the high noise and 

low bias GPS are complementary systems. Their integration, therefore, reduces or 

eliminates their limitations. The DG mathematical model has been used for numerous 

applications in land, airborne and marine applications [Schwarz et al (1993) El-Sheimy 

(1996a) and Mostafa (2003)]. Several forms of the mathematical model have been 

previously presented to accommodate certain applications. In this section, the basic unified 



  15 

formula is re-visited. As shown in Figure 2-3, the georeferencing basic model can be 

expressed by Equation (2.2), (2.3) and (2.4). Different terms being used in the equations are 

explained in Table 2-3: 
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Figure 2-3:  Concept of Direct Georeferencing Model 
[El-Sheimy, 1996b] 

 
 
 
 
 
 
 
 
 

 
 



  16 

Table 2-3:  Terms in the Direct Georeferencing Equation 
 

Variable Description 
m
pr  Position of the point of interest represented in the 

mapping frame 
)(tr m

GPS  GPS antenna position represented in the mapping frame 

)(/ tr m
INSGPS  GPS antenna position presented in mapping frame after 

GPS/IMU data post-processing and interpolation 

)(tRm
b  Rotation matrix between the IMU body frame and the 

mapping frame 

s Scale factor between the image space and the object 
space 

b
iR  Rotation matrix between the image frame and the IMU 

body frame 
i
pr  Location of the point of interest represented in the image

frame 
ba1  Lever arm offset between the IMU body frame and the 

image frame 
ba2  Lever arm offset between the IMU body frame and the 

GPS antenna 
 

While the DG model is based on the determination of EOP using positioning and 

orientation sensors, the ISO is to improve the EOP using image measurement collected 

from stereopairs. Therefore, the well known collinearity equation is required; see Equations 

(2.5) and (2.6): 
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Table 2-4:  Terms in the Collinearity Equation 
 

Variables Description 
yx,  Image coordinate of the measured tie points or GCPs 

f  Calibrated focal length 
ZYX ,,  Tie point coordinates  in the mapping frame )( m

pr

000 ,, ZYX  Position of the camera perspective centre  in the mapping 
frame 

)( m
ir

ijr  Elements of the rotation matrix between the imag),,( κϕωm
iR e

frame and the mapping frame 
 

 

Since initial approximates are provided for both  and  using the EOP from 

the DG system, image measurements from GCPs are no longer a mandatory requirement in 

the GPS/IMU assisted bundle adjustment. However, the use of proper standard deviation 

over the initial EOP is very important, and such information should be available from the 

Kalman Filter after GPS/IMU data post-processing. More discussion on the use of proper 

standard deviation is discussed in Chapter 4. Although one of the conditions about the use 

of ISO is the sensor calibration should be pre-determined, under operational conditional 

system self calibration can also be performed [Wegmann (2002)]. This will be further 

discussed in Chapter 3. 

m
ir ),,( κϕωm

iR

 
For a MMS, a number of parameters play a role when the system performance, accuracy, 

and reliability are concerned. These parameters can be classified into the following 

categories: sensor error, integration error and calibration error. 
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2.3.1. Sensor Errors 
 

Three major sensors are used in airborne mobile mapping systems: Imaging sensor, GPS 

and IMU. All these sensors contain different error sources which will be discussed 

separately. 

 

Imaging Sensor 
 

Current frame-based imaging sensors can be categorized into three types: analog film 

camera, large format digital camera and medium format digital camera. Analog film camera 

has been used for decades, such as the Leica RC series and the Z/I Imaging LMK&RMK 

series. These cameras usually have two types of lens cones: 153 mm (6”) wide angle and 

305 mm (12”) normal angle. Their large coverage and geometry stability have made them 

standard imaging sensors in large area aerial mapping projects. Since film cameras use film 

negatives for image acquisition, the film must be developed first before they can be used 

either in analog or analytical photogrammetric plotters or even scanned into digital format 

for use in digital photogrammetric workstations. Scanning resolution usually ranges from 7 

to 28 microns depending on the scanning devices and the application. After the 

transformation into digital format, interior orientation must be performed using fiducial 

marks to relate the image coordinate system to the pixel coordinate system. This 

transformation is known as the 2-D transformation which consists of 2, 4, 6, or 8 

parameters. The performance of the interior orientation process is based on the 
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measurement accuracy of the fiducial marks. Most commercial tie points matching modules 

support automatic fiducial marks collection after the user input a template of measurements. 

 
Large format digital cameras are especially developed as a replacement for analog film 

cameras. Using arrays of Charge Couple Device (CCD), images can be directly acquired in 

digital form, saving numerous costs in film development and scanning process. In addition, 

these sensors are capable of collecting multispectral data which enhances the applications 

for these sensors. Large format digital cameras include the Leica Geosystems’s Airborne 

Digital Sensor (ADS), the Z/I Imaging’s Digital Mapping Camera (DMC) and the Vexcel’s 

UltraCam. In addition to large format digital frame camera, medium format digital camera 

is also available for different applications. Using Commercial Off-The-Shelf (COTS) 

components, these types of cameras are especially designed for mobilization, allowing fast 

orthophoto generation for emergency applications. The Applanix’s Digital Sensor System 

(DSS) is an example of these types of cameras. Figure 2-4 shows different airborne digital 

camera systems and Table 2-5 lists some information about these cameras. Appendix B-1 

provides detailed information about these cameras. 
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Figure 2-4:  Aerial Digital Camera Systems  
[Courtesy of Leica Geosystems, ZI/Imaging, Vexcel and Applanix, respectively] 

 

Table 2-5:  Information on Airborne Digital Camera Systems 
 

Imaging Sensor Focal 
Length Image Size Pixel Size Sensor Type 

Airborne Digital Sensor 
(ADS) 62.5 mm 2k x 12k 6.5 µm 3-Line Scanner 

Digital Mapping Camera 
(DMC) 120 mm 14k x 8k 12 µm Multiple Frame 

UltraCam 100 mm 11.5k x 7.5k 9 µm Multiple Frame 
Digital Sensor System 

(DSS) 35, 55 mm 4k x 4k 9 µm Single Frame 

 

When images are collected in digital form, the fixed CCD size and location allow the same 

pixel coordinate system on each acquired image, with respect to the camera’s perspective 

center; i.e. the 2D-affine transformation is no longer required to create the relationship 

between image and pixel coordinate system. However, no camera is built without errors, 

calibration reports are usually available to compensate for some of these errors, e.g. 

principle point offset and lens distortion. While the large format digital camera combines 
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several CCDs to deliver the large ground coverage, the calibration becomes more 

complicate than single CCD camera systems (e.g. the DSS system). Therefore, camera 

calibration is very important as it is highly correlated with image measurement accuracy. 

More information about camera calibration is discussed in section 2.3.3. Since all these 

digital camera systems are designed for aerial mapping, their rigid mounting provides 

stable camera parameters. In addition, these sensors are compatible to use with the DG 

system and therefore the IMU is mounted inside or onto the camera’s frame.  

 

Global Positioning System (GPS) 
 

The GPS is deployed by the United States Department of Defense. It provides accurate 

position, velocity and time anywhere on or near the Earth. This is achieved by the 

measurement of range between the satellites and the receiver on the mapping platform, 

using continuously broadcast signals on two L-band carrier frequencies. The first is L1 

frequency of 1575.42 MHz and the other is the L2 frequency of 1227.60 MHz. At any 

location on the Earth’s surface, four or more satellites are always visible through the 24 

(full constellation) operational GPS satellites at an altitude of about 20,200km above the 

Earth’s surface. Upon the removal of Selective Availability in May 2000, GPS accuracy 

has been improved by ~70%. However, for single point positioning (SPP) using single 

frequency data, GPS cannot provide sub-metre accuracy due to the effect of satellite orbit 

and clock errors as well as atmospheric attenuation and receiver errors. Table 2-6 

summaries the contribution of these factors on the achievable accuracy of GPS SPP. 
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Table 2-6:  GPS Error Source in Single Point Positioning using Single Frequency 
[Olynik et al, 2002] 

 
Error Source Approximate Magnitude 

Satellite Orbit and Clock ~ 2.3 m 
Atmospheric (Ionosphere and 
Troposphere) ~ 2.7 m 

Receiver (Multipath and Noise) 0.01 – 10 m 
Total Error ~ 5 m – 15 m 

 

To overcome these limitations, dual frequency GPS receivers in Differential GPS (DGPS) 

processing mode are typically used. The additional frequency (L2) data can be used to 

model the ionosphere effect which significantly improves the position accuracy. In addition, 

the differencing between two receivers allows the removal of both satellite and receiver 

clock errors. Table 2-7 summaries the approximate magnitude of different errors sources 

for the DGPS mode of operation. 

 
Table 2-7:  Error Sources in Differential Dual Frequency GPS (DDFGPS) 

[Olynik et al, 2002] 
 

Error Source Approximate Magnitude 
Satellite and Receiver Clock Differenced Out 

Atmospheric ~ 0.4 ppm 
Orbital ~ 0.5 ppm 
Noise  ~ 2 mm 

Multipath ~ 3 mm 
Total Error ~ 0.5 mm + 0.9 ppm 

 

Based on the approximate total error for DDFGPS, an airborne mapping project usually has 

a baseline separation between 50 km – 100 km. Therefore, 5 cm – 10 cm root-mean-square 

(RMS) position accuracy can be achieved. Notice that this requires highly accurate base 
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station data with well known coordinates. In remote area where GPS base station cannot be 

setup, Continuously Operating Reference Stations (CORS) can be used [see Bruton et al 

(2001), Soler et al (2003) and Snay et al (2002) for more details on CORS]. However, data 

rate and quality of CORS data may not be suitable for aerial mapping applications, 

especially when baseline separation is >50km. Since GPS base station data is very 

important for DGPS solution, integration with the Wide Area Differential Global Position 

System (WADGPS) is currently under research to improve long baseline solutions. 

Examples of such services are the OmniSTAR and the NavCom’s Starfire [Cannon et al 

(2002)]. 

 

Inertial Navigation Systems (INS) 
 

While INS are self-contained and independent systems, performance of INS are categorized 

by its Inertial Measurement Unit’s (IMU) gyro drift rate and accelerometer bias. Table 2-8 

lists the characteristics of three types of IMUs commonly used in the market: navigation, 

tactical and Micro-Electro-Mechanical-Sensors (MEMS). 

 

Table 2-8:  Characteristics of IMUs 
[El-Sheimy, 2000] 

 
IMU Type Navigation Tactical MEMS 

Gyro Drift Rate (deg/hr) 0.005 – 0.015 1 – 3 100 – 300 
Accelerometer Bias (µg) 50 – 100  100 – 1000  1 - 10  

Cost (USD) 70 – 100 k 10 – 20 k 0.8 – 3 k 
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Navigation grade IMU has very low gyro drift rate such that in the case of GPS outage or 

jamming, the position error can remain at a very low level. Less expensive commercial type 

navigation grade IMUs are currently being used in commercial aircraft for accurate attitude 

determination. Furthermore, they are used in land based MMS as a bridging system to 

maintain high level of position accuracy when GPS position is affected by blockage or 

multipath [Lithopoulos et al (1996) and Reid et al (1998)]. Most DG applications use 

tactical grade IMU. Although its performance is lower than the navigation grade IMU, 

through the integration with GPS, both position and attitude determination can remain at 

high accuracy [Mostafa and Hutton (2001), Grejner-Brezezinska (2000) and El-Sheimy 

(1996a,b)]. In addition , the target application is in an environment in which GPS blockage 

and multipath influence is minimal (e.g. airborne and land-based rural mapping). MEMS 

IMU is the new generation which provides small (chip size) and low cost alternative. 

However, stability for such sensors sometimes is in question, especially in the scale factor. 

Research of MEMS is still in progress to continuously improve the performance [Abdel-

Hamid et al, (2004)]. Such sensors have been used in several applications such as vehicle 

and personal navigation. 

 

The performance characteristics of inertial sensors can be summarized by four categories: 

Sensor Bias, Sensor Scale Factor, Axes Misalignment and Noise [Titterton (1997) and El-

Sheimy (1996b)]. First, sensor bias consists of two parts – deterministic and stochastic. The 

deterministic part is a constant offset which can be determined by calibration. While the 
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stochastic part is a drift such that sensor error accumulates over time; this error is random 

in nature and should be modeled as a stochastic process. Through proper modeling the error 

is left with the angular random walk over the random bias of the sensor. Second, scale 

factor is the relationship between the output signal of the sensor and the physical quantity 

being measured. Since scale factor error is deterministic in nature, it therefore can be 

determined by calibration. Third, the imperfection of sensor mounting may result in a non-

orthogonality of the axes defining the IMU body-frame. Such imperfection will affect each 

axis by the measurements of the other two axes. Generally speaking, axes misalignment can 

be calibrated or modeled in the IMU error equation. Finally, the sensor noise includes noise 

from the sensor itself or other electronic equipment. While noise is non-systematic, it can 

only be modeled by a stochastic process. Fourth, as a property of white noise, the noise 

level is proportional to the square root of the measurement bandwidth. As there is an 

inverse relationship between the bandwidth and measurement time, noise decreases with 

the square root of the measurement time. This is an important relationship which applies to 

a process called initial alignment to minimize system noise through Kalman Filtering. More 

information about initial alignment is discussed in Section 2.3.4. 
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2.3.2. Integration Errors 
 

In order to combine measurements from multiple sensors, three parameters must be 

considered: sensor placement, synchronization and filtering technique [Skaloud (1999) and 

Grejner-Brezezinska (2001)].  

 

Sensor Placement 
 

Due to the operating condition between sensors, they are placed in different locations on 

the airborne MMS platform. First, the imaging sensor is placed at the bottom of the aerial 

photography aircraft to allow maximum visibility for image acquisition. Also, with the help 

of a gimbal system, maximum possibility of acquiring true vertical imagery can be 

achieved, in which tilting of imagery can be minimized. Second, to allow continuous GPS 

signal reception at all times, the GPS antenna is placed outside of the platform. It is always 

preferable to mount the GPS antenna directly above the centre of the imaging sensor to 

improve the calibration efficiency. But, the aircraft wings must be taken into consideration, 

as GPS blockage might happen during large banking angles. Practically, pilots will have to 

take wider turns (<20 deg) to minimize banking angles. Third, as the IMU is a self 

contained instrument, it does not have specific installation requirements except for being 

rigidly mounted to the imaging sensor. Rigid mounting of the IMU is a key factor to 

maintain the constant rotation matrix between the IMU body frame and the camera frame, 

as defined by the Direct Georeferencing formula in Equation (2.4) [Skaloud (1999)]. 
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Therefore, it established a calibration parameter called boresight mis-alignment (the 

angular misalignment between the IMU and camera frames). Boresight calibration is 

periodically done at system installation and is a quality control check for the entire system. 

On the other hand, the spatial offset between sensors after installation is referred to as the 

lever arm. This includes the lever arm between the GPS antenna and the IMU and the lever 

arm between Imaging Sensor and the IMU. The IMU is rigidly mounted on the imaging 

sensor and therefore the lever arm offset can be calibrated easily. Information about 

boresight and GPS/IMU lever arm calibration is discussed in section 2.3.3. 

 

Synchronization 
 

For high accuracy position and orientation determination by MMS, precise synchronization 

of the different data streams is very important. The three sensors: GPS, IMU and imaging 

sensor operate at their own time frame and frequency. The synchronization of all different 

components is an essential assumption in the direct georeferencing case. In principle, GPS 

provides the best time reference with GPS time. IMU comes with an integrated timing 

module, but is rarely to be directly synchronized with the GPS. On the other hand, imaging 

sensors do not come with any timing module, and the acquisition of imagery does not occur 

at a fixed time interval. To resolve this timing problem, newer imaging sensors provide a 

linkage to the data logging computer or GPS receiver, in order to time-tag the imagery 

exposure time and synchronize with the Pulse Per Second (PPS) signal from the GPS 

receiver. For example, to determine the imaging sensor time tag in GPS time frame 
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ragingSensoT when it is connected to the data logging computer, three pieces of information 

is required; computer time when the logging computer responds to the PPS , GPS 

position record time tagged in GPS time frame  and the imaging sensor time tag in 

the computer frame . Once the offset between the GPS time frame and the 

computer time frame  is known,  can be determined using 

Equation 2.7 [El-Sheimy (1996b)]. 
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Whether it is real-time or post-processing integration, interpolation is used to synchronize 

all the measurements from different sensors. Since all measurements are collected by the 

controlling computer system, data transmission delays must be considered. Such delays can 

result from cable length, computer clock error or Analog to Digital (A/D) conversion. For 

precise system design, these delays can be determined easily and calibrated [Skaloud 

(1999)]. 

 

Filtering Technique 
 

Filtering is the heart of the GPS/IMU integration which handles both GPS and IMU data 

streams and provides the necessary error estimation and correction. In GPS/IMU 

Integration, Kalman Filtering (KF) is the most popular technique due to its recursive form 
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and prediction capability [Titterton (1997), Britting (1997) and Scherzinger (1997)]. In 

addition to KF, Neutral Network and Unscented Kalman Filter (UKF) Data Fusion are 

considered by some researchers as alternative to improve both performance and accuracy 

[Chian et al (2004), Eun-Hwan and El-Sheimy (2004), and Reda et al (2003)]. For Kalman 

Filtering, there are a few integration mechanisms such as loosely, tightly and deeply 

coupled. The use of design architecture is based on the application and the operation 

environment. For example, in the deeply coupled integration the structure is more complex 

and requires more computational power. Overloading the system might lead to data gap and 

possible performance degradation might occur. Therefore, in airborne application with little 

GPS blockage and multipath, loosely coupled (GPS aided) is commonly used with a closed 

loop feedback for cycle slip detection. With this de-centralized approach, the IMU Kalman 

Filter gives systematic error modeling of the IMU measurements and provides feedback to 

the navigator, which continuously improves the accuracy of the system. However, the 

performance of error modeling is based on the number of states included in the Kalman 

Filter state vector. The minimum number of states that the KF requires is 6 states which 

define the change in velocity and acceleration along the three axes. But, if additional states 

are included such as gyros drift, accelerometers bias and gyros/ accelerometers scale factors, 

the estimation is more accurate and the performance of the system will be better. Some 

Kalman Filter designs may include up to 32 states of error estimation, but high 

computational power is required. Figure 2-5 illustrates the de-centralized loosely coupled 
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Kalman Filter design architecture [Wei et al (1990), Titterton (1997) and El-Sheimy 

(1996b)]. 

 
 

Figure 2-5:  De-Centralized Loosely Coupled GPS/IMU Integration Mechanism using 
Kalman Filtering Technique 

[El-Sheimy, 1996b] 
 

2.3.3. Calibration Errors 
 

Through the earlier discussion on the use of sensors, there are a number of parameters 

which need to be calibrated to complete the system design and maintain certain system 

accuracy. This includes sensor errors, lever arm offset, boresight mis-alignment, 

synchronization and initial alignment.  

 

Sensor Errors 
 

Sensor errors such as GPS and IMU can be calibrated using proper modeling of the 

deterministic part through Kalman Filtering. Furthermore, the GPS receiver and IMU 
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manufacturers provide accurate information about the deterministic parameters. But, the 

stochastic part such as noise and random walk are difficult to model, this requires long term 

stability testing to build up a proper model [Titterton (1997), Britting (1997) and 

Scherzinger (1997)]. 

 
On the other hand, frame-based imaging sensor calibration contains two categories: film-

based and digital-based calibration. As mentioned in Section 2.3.1, both type of sensors 

contain interior orientation parameters, which are typically chosen as focal length, principal 

point offset and lens distortion parameters. The only exception is the fiducial coordinates 

which are only available in film-based cameras. The calibrations of film-based cameras are 

usually controlled by government agencies such as U.S. Geological Survey (USGS) and 

have relatively high accuracy with long term stability. While the digital camera format has 

not been standardized, the calibration relies on the manufacturer, this requires terrestrial, 

airborne or both Large format digital frame cameras have similar camera body designs as 

the film camera, and therefore the camera stability is better than the small and medium 

format digital cameras when COTS components are used. Evaluation of the digital 

camera’s stability is based on repeating calibration and therefore new calibration algorithms 

are developed to calibrate digital cameras efficiently. Also, some researches have been 

carried out to analyze the correlation between the accuracy of camera parameters and the 

performance of direct georeferencing [Habib et al (2004), Habib et al (2002), Fraser 

(1997)]. For frame cameras, terrestrial calibration is better because of the calibration site 

setup and the ability to determine lens distortion parameters. By measuring targets on a 
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calibration cage from different angles, change of scale is available to allow de-correlation 

between the camera focal length, principal point offset and lens distortion parameters 

[Mostafa (2001)]. An example of a calibration cage is shown in Figure 2-6, and an 

illustration of camera positions for parameter de-correlation is shown in Figure 2-7. 

Providing similar de-correlation of parameters as in airborne calibration, imagery from at 

least three flying heights are required and therefore it is a not a cost-effective procedure. 

However, differences in temperature, pressure and refraction may render calibration 

parameters that are not valid from terrestrial calibration. Therefore airborne calibration is 

usually carried out afterwards to refine camera parameters when necessary (excluding lens 

distortion parameters because the lack of scale variation). But, not every imaging sensor 

can be calibrated terrestrially. In the case of digital line scanners, airborne calibration must 

be carried because post-processed GPS/IMU data is required to calibrate the system, which 

can only be collected in airborne environment [Henskin et al (2002)]. After camera 

calibration, user-side quality control on calibration parameter might need to be monitored 

every once in a while (for example every few missions) to ensure system stability. 
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Figure 2-6:  Terrestrial Calibration Cage (left – special setting for signalized target, 
right – standard setting for airborne environment) 

 (Courtesy of Applanix) 
 

 

 

Figure 2-7: Illustration of Terrestrial Calibration’s Camera Locations 
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Lever Arm Offset 
 

While the IMU is usually mounted rigidly to the Imaging Sensor, the exact dimensions of 

the IMU/Imaging Sensor lever arm should be well known through installation, and 

therefore the error of this component is negligible. For the GPS/IMU lever, only an 

estimated value can be obtained through installation or the use of total station because the 

exact location of the GPS phase centre and imaging sensor’s perspective centre must be 

considered. To determine this parameter, two methods are available [Skaloud (1999)]. First, 

indirectly computing the lever arm using the photogrammetric bundle adjustment. In this 

method, the lever arm components are modelled as unknown parameters. It, however, 

increases the complexity of the bundle adjustment algorithm and might introduce 

correlation with the GPS-derived antenna position [Ackermann (1992)]. Therefore, such an 

approach is not entirely favourable from the photogrammetric stand point. The second 

method is indirectly computing the lever arms using the GPS and IMU measurements 

during data collection. Kalman filter is used for that purpose in either real-time or more 

accurately in post-mission. Practically speaking, initial values are fed into Kalman filter 

because the calibration requires direction and elevation changes of the platform, and 

providing initial values will shorten the calibration time. Therefore, adjacent strips are 

recommended to be flow in opposite directions to allow better determination of the lever 

arm offset, in order to separate the correlation with attitude error; and elevation changes are 

already available after takeoff and before landing. Figure 2-8 shows the values of the 

GPS/IMU lever arm as estimated by Kalman Filtering in GPS/IMU data post-processing 
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using the dataset described in Appendix A-6. In this experiment, initial lever arm values for 

all axes are set to zero to illustrate the efficiency of Kalman Filtering. Lever arms in both x 

and y axis converge to a relatively constant value after about 15 minutes of data collection 

while the z-lever arm takes at least 40 minutes to become relatively stable. Explaining this 

requires the understanding of two factors: first, the magnitude of z-lever is much greater 

than x and y-lever arm. In real missions, initial values of lever arms are roughly determined 

(by tape measurements with sub-meter accuracy) and provided to data real-time or post-

processing softcopy. Therefore, lever arm calibration is much faster. Second, image 

acquisition starts approximately 15 minutes after takeoff. Without initial value of the z-

lever arm, the flight dynamics in vertical direction makes the z-lever arm even harder to 

resolve. 

 

Figure 2-8:  GPS/IMU Lever Arm computed by Kalman Filtering 
(Ip et al, 2004b) 
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Boresight Mis-Alignment 
 

Boresight mis-alignment is due to the imperfect alignment between the imaging sensor and 

the IMU during hardware integration, as shown in Figure 2-9. From Equation (2.4), the 

boresight value is constant over time and is one of the key definitions in Direct 

Georeferencing. While the boresight angle cannot be determined directly, two 

determination methods are available: 

 
• Comparing the GPS/IMU-derived angles with those independently computed using 

Aerial Triangulation [Skaloud (1999)]. The constant difference between the two sets 

of angles is extracted as the three components of the boresight angles 

• Computing the boresight angles as additional unknown parameters in the 

GPS/IMU-assisted Bundle Adjustment [Mostafa (2001)].   

 
When comparing the two methods, the first method has been used as a standard process in 

the 1990s, where AT-derived EO is compared to the GPS/IMU directly measured EO.  On 

the other hand, the second method is more flexible and efficient because the assisted 

GPS/IMU bundle adjustment can be performed in the absence of ground control point. To 

perform either type of boresight calibration method, a block of aerial imagery is collected 

for a calibration area in which GPS or land survey ground control points are evenly 

distributed. Although only relative accuracy is mainly concerned in boresight calibration, 

an absolute accuracy check using ground control points allows a redundant check on 
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camera parameters. If necessary, camera parameters can be self-calibrated depending on the 

airborne calibration block configuration. 

 

 

Figure 2-9:  Imaging Sensor / IMU Boresight 

 

Sensor Synchronization 
 

Sensor Synchronization is typically carried in static condition to minimize noise and 

systematic error. Alternatively, synchronization can also be calibrated in-flight using 

opposite flight lines. However, the strong correlation with the GPS/IMU lever arm makes it 

unpractical. Therefore, calibrating in static mode is usually recommended with a highly 

accurate Input/Output (IO) timing board [El-Sheimy (1996b)]. 
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IMU Initial Alignment 
 

Finally, IMU initial alignment is a very important procedure to calibrate the system into 

certain level of attitude accuracy before using it for typical image acquisition. Initial 

alignment is accomplished by two steps; levelling and gyro-compassing. Levelling refers to 

obtaining the roll and pitch of the IMU using the accelerometer outputs and gyro-

compassing refers to obtaining the heading information using the gyroscope outputs. In the 

IMU alone system, the initial alignment accuracy is dependent on alignment time, 

especially on the Heading angle (H) due to angler random walk of the inertial gyroscopes, 

[Titterton (1997) and El-Sheimy (1996b)]. Equation (2.8) expresses the relationship 

between alignment error in Heading angle (δH) with Angular Random Walk (ARW) in the 

z-gyro, the alignment time (Ta), the latitude (φ) at location of initial alignment and the earth 

rotation (ωe).  

 

ae T
ARWH

φω
δ

cos
=        (2.8) 

 
Such relationship requires static data to be collected to allow enough alignment time to 

minimize the heading error, usually between 10 min to 15 min. But, this only applies to the 

IMU-alone environment where no aiding sensor is available. Such environments include 

terrestrial calibration because the camera position is at a fixed location during image 

acquisition and no GPS measurement is required. Also, terrestrial calibration is performed 

in-door, in which the GPS signal is usually unavailable. However, in the airborne 
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environment, the GPS aiding provides a procedure, which allows in-flight alignment. 

Levelling and gyro-compass are performed in kinematic mode because such processes are 

intended to provide coarse levelling (few degrees) and heading alignment (<10 degrees) 

only. Since heading error causes the acceleration of the IMU to be misresolved in the 

navigation, such error will be integrated into very large position and velocity errors that are 

observable against the GPS measurements. Thus, Kalman filter can estimate the heading 

error to fractions of a degree [Mostafa and Hutton (2001)]. 

 

2.3.4. Time-Dependent vs. Time Independent Errors 
 

All the above errors influence the direct georeferencing results obtained from Equation 

(2.4). It is also important to understand that these errors can be separated into two 

categories: Time-Dependent and Time Independent Errors. 

 

Time-Dependent Errors 
 

Although the errors mentioned in previous sections involve the time variable (t), not all of 

them are considered as time-dependent error. The navigation error, for example, will 

change with time and flight dynamics and therefore can be classified as a time-dependent 

error. Synchronization error is also time-dependent because the magnitude of error is 

directly proportional to the velocity of the aircraft. Environmental condition varies with the 

aircraft speed and therefore synchronization error changes throughout the mission [Skaloud 
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(1999)]. Based on Equation (2.4), the error model of synchronization error (δt) is presented 

in Equation (2.9) [Ellum et al (2003)]: 

 
)])(()([ 21

bbi
p

b
i

m
b

m
p aarsRtRtvtr −−+= δδ     (2.9) 

 
Where v(t) is the flying speed 

 
To illustrate this, a 1 millisecond synchronization error is introduced in the DSS flight 

described in Appendix A-6 (flight trajectory and dynamics). The corresponding position 

and attitude errors are shown in Figure 2-10 and the statistical report is listed in Table 2-9. 
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Figure 2-10:  Navigation error due to 1 millisecond Synchronization Error 
[Ip et al, 2004b] 
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Table 2-9:  Statistics of Synchronization Error Influence on Navigation Position and 
Attitude in Post-Processing, 1 millisecond simulation 

 
Navigation error Min Max Mean RMS 

Northing (m) -0.02 0.03 0.00 0.01 
Easting (m) -0.03 0.03 0.00 0.02 
Vertical (m) -0.00 0.01 0.00 0.00 
Roll (amin) -0.84 0.70 0.00 0.14 
Pitch (amin) -0.28 0.32 0.02 0.06 

Heading (amin) -0.39 0.34 -0.02 0.11 
 

Notice that Table 2-9 reflects the absolute value of the simulation results. Although the 

original data was available at 200Hz data rate, Figure 2-10 was plotted using a 1 Hz data 

rate to avoid large quantity of data presenting in a single plot, which allow the trend of 

changes to be observed clearly. 1 millisecond is chosen to be used in the simulation 

because it is a small quantity when compared to a typical 1 MHz of the data logging 

computer. This value is far less than the actual IMU data rate reported (typically 600-1000 

Hz). This would also result in centimetre level errors in position which is adequate for the 

presentation shown here. Although the results and statistics shown in Figure 2-10 and Table 

2-9 are insignificant in comparison to map production standards, these only reflect a 

simulation where synchronization error is small in the system. Due to the nature of 

electronic systems, some CCDs require up to several seconds for a single image acquisition; 

in this case synchronization error is relatively large. In addition, these errors will be 

projected to the ground which is directly related to the system dynamic and project scale. 

Therefore synchronization error is very important especially on small scale projects with 

high flying attitude and/or flights with high dynamics. For example, in the DSS camera, 



  43 

 
 

there is a known delay (through calibration) in the CCD chip of about 2 milliseconds. 

When this delay is inserted in Equation (2.9) with the same simulation data, a 2 millisecond 

synchronization error should introduce twice of the error as in the 1 millisecond simulation.  

The result of the 2 milliseconds simulation is presented in Table 2-10.  

 

Table 2-10:  Statistics of Synchronization Error Influence on Navigation Position and 
Attitude in Post-Processing, 2 millisecond simulations 

 
Navigation error Min Max Mean RMS 

Northing (m) -0.04 0.06 0.00 0.03 
Easting (m) -0.06 0.06 0.00 0.05 
Vertical (m) -0.01 0.01 0.00 0.00 
Roll (amin) -1.69 1.40 0.00 0.28 
Pitch (amin) -0.51 0.61 0.05 0.12 

Heading (amin) -0.74 0.63 0.00 0.20 
 

From Table 2-10, expected results are achieved with twice the navigation error experienced 

under 1 milliseconds synchronization error. Both Table 2-9 and Table 2-10 clearly indicate 

that the mean values in navigation error are close to zero. This is a result of opposite flight 

lines where the errors are cancelled by each other. This shows that synchronization error is 

flight direction related and therefore change in flight direction helps to capture 

synchronization error in flight environment. In the existence of synchronization error, error 

in navigation presents a opposite sign when flight line direction changes by 180 degrees. 

However, when the project is flown in the same direction on each flight line, 

synchronization error cannot be captured directly as it is correlated with the local datum 

shift and/or GPS base station coordinate error [Skaloud (1999) and Grejner-Brezezinska 



  44 

 
 

(1998)]. Therefore, calibration of synchronization error is usually carried out in lab 

environments where static mode can be achieved. Using accurate timing equipment, 

synchronization error can be captured in static mode without the influence from system 

dynamics.  

 
Another component that is categorized into time-dependent error is alignment error. Initial 

alignment accuracy of the Heading angle (H), Equation (2.8) is dependent on the inverse of 

the square-root of the alignment time. Therefore, with longer alignment time, attitude 

accuracy will continue to improve by observing the gravity signal in each accelerometer 

and the earth rotation from the gyro measurement, until the estimation reaches the noise 

and residual bias level of the sensors. But, such residual error will continue to introduce 

attitude error and therefore IMU orientation should be changed once in a while to update 

the measurement. This can be easily achieved when the camera position changes during 

terrestrial calibration.  

 
In airborne in-flight alignment, the condition is similar because attitude errors will grow at 

a rate defined by the noise and residual bias from the IMU. Through the aid of GPS, an 

error reset will occur when a significant acceleration is experienced. During straight-and-

level flight, there is little or no acceleration information and therefore attitude errors 

continue to grow without limit until flight manoeuvre. Therefore, periodical flight 

manoeuvres are recommended every 10 to 30 minutes, depending on the quality of the IMU 

to allow Kalman Filter smoothing in the GPS/IMU data post-processing. Figure 2-11 
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illustrates the heading error improvement after manoeuvres in both the forward and 

smoothed solutions. In an aerial survey mission with a block of imagery, this is typically 

not a problem. However, in strip/corridor mission that focuses on straight-and-level flight, 

the manoeuvre interval will be longer and therefore a higher quality of IMU is 

recommended [Mostafa and Hutton (2001)]. In either case, error in initial alignment is 

treated as attitude error throughout the mission, and the error model is expressed in 

Equation (2.10). 
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Figure 2-11:  Heading Error Improvement after maneuvers 
[Mostafa and Hutton, 2001] 

 

Time-Independent Errors 
 

To be considered as time-independent errors, the navigation errors being generated from 

these components will be constant throughout the mission. Lever arm error and boresight 

error are constant position offset and angular mis-alignment, and therefore, they are 

considered in this category. As mentioned in Section 2.3.2, two types of lever arm exist 
 

 



  46 

(section 2.3.2) in the aerial MMS platform: the IMU/Imaging Sensor lever arm and the 

GPS/IMU lever arm. However, lever arm error usually refers to the GPS/IMU lever arm 

because it cannot be directly measured like the IMU/Imaging Sensor. instead, it is 

estimated by Kalman Filtering and therefore residual error exists. Even though the error 

might be a small magnitude using an advanced Kalman Filtering technique, such error 

should not be ignored. The error model of lever arm error is presented in Equation (2.11), 

based on Equation (2.4). Demonstrating the effect of lever arm error in navigation, the 

same dataset in Appendix A-6 is used to perform a simulation. A 10 centimetre x-axis 

(flight direction) lever arm offset is introduced in GPS/IMU data post-processing, and the 

resulting navigation error is shown in Figure 2-12, with respect to the imaging sensor. 

Corresponding statistical report of the lever arm error simulation is listed in Table 2-11. A 

similar test has also been performed on phase residual error [Grejner-Brezezinska (2001)]. 
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Figure 2-12:  Navigation Position Error due to 10 centimetre Lever Arm Error in 
flight direction 

[After Ip et al, 2004b] 
 

Table 2-11:  Statistics of Lever Arm Error Influence on Navigation Position in Post-
Processing, 10 centimetre simulation in flight direction (x-axis) 

 
Navigation error Min Max Mean RMS 

Northing (m) -0.11 0.08 0.00 0.05 
Easting (m) -0.10 0.10 0.00 0.01 
Vertical (m) 0.00 0.00 0.01 0.01 
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Although the lever arm usually has a magnitude from centimetre to sub-metre level, 

especially in the z axis, this simulated result can describe the relative influence of lever arm 

error. From Figure 2-12, lever arm error appears in maximum magnitude in the Northing 

component during the banking of the aircraft, and to the Easting component when the flight 

direction is parallel to x-axis. Further, the aircraft pitches occasionally in this DSS flight, 

thus the vertical position component has also been influenced but with insignificant 

magnitude. Therefore, lever arm error can be projected in any direction depending on the 

dynamics of the flight. Similar to synchronization error, lever arm error is flight direction 

dependent and therefore it can be captured through opposite flight lines. 

 

When all sensors are mounted rigidly on the platforms, the 3-D position offset in the lever 

arm is constant over time. The only exception is when a gimbal system is installed with the 

camera. Through the motion compensation, the tilting of the imaging sensor is minimized, 

providing nearly vertical imagery all the time. However, the rotation of the gimbal system 

makes the IMU/GPS lever arm offset change over time, creating a time-dependent variable. 

To compensate for the change of lever arm offset, the gimbal motion is recorded and 

applied as correction during the GPS/IMU post-processing. 

 

Boresight error results from residual error after boresight calibration as the calibration 

procedure is based on indirect determination using Aerial Triangulation or the GPS/IMU 

assisted bundle adjustment (section 2.3.3). Especially in GPS/IMU assisted bundle 
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adjustment, the accuracy of calibrated boresight is correlated with the accuracy of the 

GPS/IMU data being used. However, for high end DGPS/IMU systems having arc minute 

attitude accuracy, boresight residual error is relatively small in magnitude. For example, 

when a system provides an accuracy of ~0.005 degree in roll and pitch and ~0.008 degree 

in heading, the corresponding boresight is less than 1 arc minute which is nearly negligible. 

Although boresight mis-alignment error is time-independent with the error level being 

constant in the navigation frame, it has similar behaviour as attitude error. When the error is 

projected to mapping frame, higher the flying height (h), more error will be introduced. 

Formulating from Equation (2.4), boresight error can be expressed by Equation (2.12) 

[Ellum et al (2003)] and illustration of the error is shown in Figure 2-13.  
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Figure 2-13: Illustration of Boresight Error on Ground Position 
[Ip et al, 2004b] 

 

To demonstrate the effect of boresight error on the navigation results, a simulation is 

performed using the dataset described in Appendix A-6. A 10 arc-minute boresight error is 

introduced on each IMU axis independently. This value is chosen because the typical 
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magnitude of boresight residual is insignificant and therefore the corresponding error 

behaviour cannot be presented clearly. instead this value is based on the typical boresight 

angle found on a Direct Georeferencing Systems. Therefore, this simulation generates a 

condition that the boresight calibration has been mistakenly forgotten by operator when 

generating EO parameters from the GPS/IMU data. The resulting parameters are then used 

to perform space intersections for 7 ground control points within the project area shown in 

Figure A-12. Table 2-12 lists the RMS of the checkpoint residuals computed as the 

difference between the check point coordinates computed by space intersection (using the 

EO Analysis function in ISAT) and their values measured by land surveying techniques. 

The first entry of the table which is labelled “no error” shows the RMS of check point 

residuals of the 7 points without any intentional boresight error. The second entry labelled 

“x-axis” shows the RMS when an error of 10 arc-minutes in the boresight x-component is 

introduced. Note that the Northing component has increased about twenty times due to the 

intentionally introduced boresight error. Similarly, the introduction of a boresight error of 

10 arc-minutes on the y-component of the boresight results in increasing the Easting error 

about 16 times and increasing the error in the vertical component by twice as much. This is 

due to the fact that the intentional boresight error is projected on the mapping frame and it 

affected all coordinate components. In the third entry, labelled “z-axis”, an intentional 

boresight error of 10 arc-minutes has been introduced to the z-component of the boresight 

angle and it resulted in degrading the Easting and Northing components 2-3 times. Through 
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this simulation, the importance of the boresight calibration is very important toward the use 

of Direct Georeferencing.  

 

Table 2-12:  Statistics of Boresight Error Influence on Check Point Coordinate 
Computational Accuracy by Direct Georeferencing 

 
Check Point RMS Boresight 

error on  Easting (m) Northing (m) Vertical (m) 
no error 0.15 0.15 0.66 
x-axis 0.14 2.89 0.74 
y-axis 2.46 0.19 1.20 
z-axis 0.49 0.40 0.76 

 
 
Through the above sections, the theory of Image Georeferencing was reviewed and the use 

of GPS/IMU technology in conjunction of latest imaging sensor was discussed. In addition, 

the limitations of each sensor in the Mobile Mapping System Platform were illustrated and 

these systematic errors lead to the overall accuracy of the system. In addition to systematic 

errors, random noise and operational errors such as local datum shift and incorrect base 

station coordinates also exist in the data. They must be minimized to provide maximum 

accuracy of the system. This brings an important step in post-mission data processing 

which is the Quality Control of Direct Georeferencing Data. 
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CHAPTER THREE: QUALITY CONTROL OF DIRECT 
GEOREFERENCING DATA 

 

3.1. The Need for Quality Control 
 

One of the key assumptions in the use of Direct Georeferencing is that the calibrated 

system parameters are constant over the mission. These system parameters include a 

GPS/IMU and IMU/Imaging Sensor lever arm offset, a boresight mis-alignment, camera 

internal geometry and a local datum shift. The calibration of all these parameters has been 

discussed, especially the lever arm offsets and boresight. As for the camera’s internal 

geometry, film and digital cameras usually have very stable residual errors as they are 

designed for aerial usage. Only the focal length of the film cameras might change slightly 

over time as a function of temperature and pressure. In contrast, the geometric stability of 

the calibrated parameters of some small and medium format digital cameras need to be 

monitored on a regular basis because COTS components are used (section 2.3.3). 

 

Although one could run a terrestrial and flight calibration (section 2.3.3) [Ellum et al 

(2003), Hinsken et al (2002), Mostafa (2002), Greening (2000) and Fryer (1996)] before 

every direct georeferencing mission to check both the boresight and camera parameters, 

this is not cost-effective. instead, a cost effective Quality Control (QC) procedure can be 

performed using actual images or additional imagery flown for strip/corridor projects. The 

following summarizes the benefits of such QC procedures: 
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• Minimizing mission specific residual errors from the DG System: including 

boresight and camera parameters 

• Redundant check on DG system performance through check point and boresight 

residuals 

• Detecting calibration error: including values for IMU/Imaging Sensor lever arm and 

sensor synchronization 

• Detecting the following errors when ground control points (GCPs) are available in 

the QC block; 

o Incorrect basestation coordinates 

o Local datum shift 

 

3.2. Methods used for Quality Control 
 

Based on the benefits of QC, it can be understood that the concept comes from the airborne 

calibration, or the GPS/IMU assisted/controlled bundle adjustment (section 2.3.3). Instead 

of flying on a calibration range, the imagery being used in the GPS/IMU assisted bundle 

adjustments is taken directly from part of the mission [Mostafa et al (2001a)]. In airborne 

calibration, relative accuracy is the most important because the calibration parameters to be 

concerned are the  boresight mis-alignment and the camera parameters only. Other system 

parameters like the IMU/Imaging sensor lever arm and sensor synchronization have been 

calibrated precisely. Also, ground control point coordinates and base station coordinates are 
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under strict controlled. However, anything can happen in a real mission and therefore QC 

allows blunder detection on both system and mission specific parameters [Madani and 

Mostafa (2001)]. In some Geodetic and Control Surveys, the control points are not 

surveyed by GPS, therefore Local Space Rectangular (LSR) frame may be used. In such 

cases the ground control point coordinates may disagree with the mapping frame used in 

the exterior orientation parameters such as Universal Transverse Mercator (UTM) or State 

Plane. This is mainly due to the inconsistency between the two mapping frames in which 

scale factor is considered during the transformation from latitude/longitude/height to 

Easting/Northing/Height (Ellipsoid or Orthometric), while LSR is not. The position bias 

introduced by this inconsistency is known as local datum shift. The QC procedure, is 

different from GPS/IMU assisted Aerial Triangulation, or Integrated Sensor Orientation 

because the ISO, , exterior orientation parameters are refined directly without considering 

the GPS/IMU integrated system parameters. Instead, QC focuses on refining the boresight 

and/or camera parameters (excluding lens distortion parameters because of the insufficient 

observability).  Similar to ISO, the good geometry from the initial EO parameters collected 

by GPS/IMU makes GCP is not a mandatory requirement in the GPS/IMU assisted bundle 

adjustment. However, when possible local datum shift exists in the data, one or more GCPs 

must be used to determine the position bias. After QC, the refined system and mission 

specific parameters are used to compute a new set of EO parameters for the whole project. 

The mathematic model of the QC is similar to airborne calibration [Mostafa (2002), 
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Greening (2000) and Ellum et al (2003)] and Figure 3-2 presents how final solution of EO 

parameters is determined through the QC approach and is compared with the ISO approach. 
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Figure 3-1:  Difference in workflow between the QC and ISO approaches 

3.2.1. Quality Control Requirements 
 

Although the size of a QC block does not have a specific requirement, Good geometry is 

necessary. This is the reason why single strip data is not recommended to be used for QC 

because of the lack of side overlap which can lead to an unstable determination of the 

boresight angle, especially about the axis in the flight direction. In addition to block 

geometry, image measurement is also an important factor towards the importance of QC. 
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Ground feature availability has strong correlation with image measurement accuracy. If the 

QC block area covers area with little ground features, such as rural area with vegetation, 

forest, desert or mountains, some measured points might fall into shadows, tree tops or 

even rocks. This happens quite often when using the automatic tie point collection software. 

Although advanced searching strategies are available to avoid or filter suspect measurement, 

such algorithms mainly rely on edge detection and quality of measured points after space 

intersection. Therefore, manual editing might be necessary which requires more time. Thus, 

the selection of the QC block is very important, and the inclusion of some ground features, 

residential or commercial areas is highly recommended. In such a case the automatic tie 

point software can collect accurate image measurement with minimum user interaction. 

 

3.2.2. Optimizing the Quality Control Process 
 

In addition to the QC block size, another factor that affects the cost efficiency of QC is the 

number of image measurements required per image. Illustrating how to optimize the QC 

process, a film camera dataset is used and image measurements are collected through using 

different patterns of tie points and a QC block size. The data consists of a 4x8 block 

(detailed description is available in Appendix A-1). When the full block is used, it 

represents a similar condition to an airborne calibration. By using a dense pattern of a tie 

point collection, the calibrated boresight is treated as a reference. Then, the block size and 

number of tie points are decreases to determine the optimal combination. To control the 

pattern of the tie point collection, ImageStation Aerial Triangulation (ISAT) is used which 
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allows the user to control the approximate number of tie points recorded using the point 

matching process. By dividing the photo into 9 von Gruber (grid) regions, Points Per Von 

Gruber (PPVG) value can limit the number of matched points created in each region. 

Figure 3-2 illustrates the result when PPVG value is seven. 

 

 
 

Figure 3-2:  Tie Point distribution when the number of Points per Von Gruber Section 
is 7 (illustration only) 

[Courtesy of Z/I Imaging] 
 
 

After the QC blocks are processed in ISAT with different PPVG values, the collected tie 

points in each trial are exported into POSCALTM (Applanix’s Calibration and Quality 

Control Softcopy) to calibrate the boresight mis-alignment between IMU and Imaging 

Sensor (Tx, Ty and Tz along x, y and z axis, respectively). Figure 3-3, Figure 3-4 and 

Figure 3-5 represent the difference in boresight value (dTx, dTy and dTz) with the 

reference value (from 4x8 Block with PPVG = 9) using 4, 3 and 2 strips of data, 

respectively.  
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Figure 3-3:  Difference in boresight value using 4 strips of flight data 
(see Appendix A-1) 

 
 
 
 

 
 



  59 

 

  
 

Figure 3-4:  Difference in boresight value using 3 strips of flight data 
(see Appendix A-1) 
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Figure 3-5:  Difference in boresight value using 2 strips of flight data 
(see Appendix A-1) 

 

From the above figures, it is clear that regardless of the numbers of strips used in the QC 

block, having 2 or 4 images per strip cannot provide a stable boresight value, especially in 

the determination of Tx. Resolving this requires a high PPVG value which becomes 

unpractical. In addition, when only 2 strips are used, the boresight value is again unstable. 

No matter how many images are used per strip or how many tie points are collected, Tz is 

unable to reach arc-minute performance. The above test does not consider single strip 

imagery because of its poor geometry. But, the result can be easily predicted through the 
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observation of the result from 2 strips of flight data – which will be even worse.. Therefore, 

to allow arc-minute accuracy in the boresight angle in all three axes, the most cost effective 

combination is the 3x8 block, because boresight residual between sub-second and arc-

minute level is nearly negligible. Such combination gives the minimum number of strips 

for QC, and the 8 images per strips provide redundancy towards ground feature availability 

for tie point collection. Still, it is less expensive to collect more images on the same strip 

than acquiring an addition strip. Currently the determined QC block size from the above 

test is recommended by Applanix Corporation for the Quality Control process using 

GPS/IMU data collected by their system. 

 

Considering the tie point requirement, it is left up to the user’s choice, as the automatic tie 

point software is getting more advanced and sub-pixel accuracy can be easily achieved. In 

addition, Central Processing Unit (CPU) and Random Access Memory’s (RAM) efficiency 

are constantly improving, therefore handling a 3x8 QC block with any tie point pattern does 

not make a lot of difference in processing time. The only exception is for film camera 

images if scanned in a very high resolution, for example on the order of 15 micron. Such 

image files are over 500 Mb each and more processing time will be needed. In such a case 

less PPVG value may be considered to maintain the high efficiency of Quality Control. 
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3.2.3. Integration with Photogrammetry Softcopy 
 

Photogrammetric softcopy vendors have been working to fully integrate the DG technology 

in their softcopies. The availability of the EO parameters allows proper handling of image 

position and orientation, and such information can be used to automatically define the 

image block. Therefore image footprint and stereo viewing can be achieved without EO 

initialization through absolute or relative orientation with manually collected tie points. For 

Quality Controlled DG data, the EO parameter can be used directly for Digital Terrain 

Model (DTM) or Digital Elevation Model (DEM) extraction and Orthophoto Production. 

Figure 3-6 presents a sample of image block footprint for a DSS project in ISAT, using 

quality controlled DG data. Notice that the displayed image is automatically orientated to 

the north-up direction. This characteristic is very useful for feature identification with 

existing maps for GIS and remote sensing application. 
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Figure 3-6:  Image Block Footprint of a DSS mission using Direct EO Data  
[ISAT software, courtesy of Z/I Imaging] 

 
For automatic tie point collection, users will have the option to use the EO parameters from 

DG systems to improve the match point searching strategy. Once a potential target is 

located, any adjacent images that contain the point can be determined and windowed 

through the EO parameters. Such enhancement is better than the window by window 

searching strategy throughout each adjacent image when Direct EO data is not available. 

Thus, processing time is significantly decreased and less blunder match points are produced. 
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On the other hand, algorithms have been developed to integrate the QC concept into 

automatic tie point collection in some softcopy software. Understanding that only a few 

number of tie points are required for the procedure, the softcopy software helps users to 

choose the proper point collection pattern. By focusing on the overlapping areas only, a 

minimum number of tie points are collected without spending time on unnecessary area. 

Figure 3-7 shows the GPS/IMU QC/QA (Quality Control and Quality Assurance) function 

available in ISAT, and Figure 3-8 shows the collected tie points distribution using ISAT 

QC/QA strategy [Madani and Mostafa (2001)]. 

 

 

Figure 3-7:  GPS/IMU QC/QA function in ISAT Automatic Tie Point Collection 
Module 
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Figure 3-8:  Collected tie point distribution using ISAT QC/QA on a DSS data 

(PPVG = 2) 
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CHAPTER FOUR: DATA DESCRIPTION 
 

4.1. Imaging Data 
 

Several types of datasets are used in Chapter 5 to investigate the performance of the 

Integrated Sensor Orientation (ISO). These datasets are collected by different companies, 

imaging sensors, direct georeferencing systems and at different locations. A quick summary 

of the datasets is given in Table 4-1. 

 

Table 4-1:  Summary of the configuration of Datasets used for ISO analysis 

 
Location Imaging Sensor DG System Collected by Collected on 

University of 
Kentucky, 

United States 
Analogue Film POS AV 510 PhotoScience 

Inc. Feb., 2001 

Toyonaka City, 
Japan Analogue Film POS AV 310 PASCO 

Corporation Feb., 2004 

Alaska, 
United States 

Large Format 
Digital (DMC) POS AV 510 ZI/Imaging 

Corporation April, 2003 

Northern New 
Mexico, United 

States 

Large Format 
Digital (DMC) POS AV 510 3001 Inc. Aug., 2003 

Ajax, Ontario, 
Canada 

Medium Format 
Digital (DSS) POS AV 410 

Airborne 
Sensing 

Corporation 
Aug., 2003 

 
 

The datasets being used cover a wide range of sensor types from film camera to large and 

medium format digital cameras. All GPS/IMU data collected for Direct Georeferencing 

were collected by the POS AV Systems and the corresponding post-processing accuracy of 
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each DG system type is presented in Table 4-2. Detailed specification is given in Appendix 

B-1. Basically, POS AV 510 and 410 represent high accuracy DG system and POS AV 310 

represents a less accurate DG system. 

 

Table 4-2:  POS AV Post-Processed Accuracy 
[Courtesy of Applanix Corporation] 

 
Post-Processed Accuracy POS AV 510 POS AV410 POS AV 310 
Position (m) 0.05 – 0.3 0.05 – 0.3 0.05 – 0.3 
Roll and Pitch (deg) / (amin) 0.005 / 0.30 0.008 / 0.48 0.013 / 0.78 
True Heading (deg) / (amin) 0.008 / 0.48 0.015 / 0.90 0.035 / 2.10 

 

4.2. Simulating a Less Accurate Direct Georeferencing Data  
 

One of the objectives of this research is conducting a performance analysis of Integrated 

Sensor Orientation using less accurate GPS/IMU data. The benefits of high accurate 

systems have been realized by the mapping society, especially for the use of strip/corridor 

and single photo orientation projects. Also, the high accurate systems can be integrated to 

any kind of imaging sensor; therefore, less accurate GPS/IMU systems are not commonly 

used in the industry even though they are less expensive (up to 50% less on price). A 

limited amount of actual flight data using a less accurate system is available in the mapping 

industry. But, PASCO Corporation in Japan is interested in the ISO application and 

therefore a dataset using a film camera / POS AV 310 combination collected in early 2004 

is used in this thesis. However, to test a single dataset is not sufficient to define the actual 
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performance of a less accurate GPS/IMU system, especially when different types of 

imaging sensors are used. In addition, another difficulty with analyzing the less accurate 

GPS/IMU performance is the need for reference data – high accuracy GPS/IMU data. The 

ideal environment is to collect both qualities of data in the same mission. This can be 

achieved by mounting both high and less accurate IMU onto the imaging sensor as a single 

configuration. Therefore, both types of IMU data collected are based on the same block 

configuration, flight conditions, trajectories and dynamics. However, the limited funding of 

this research does not allow such configuration to be achieved. Thus, data simulation is 

used as an alternative to acquire both high and less accurate GPS/IMU data under the same 

conditions, by simulating one of them, while using the other one as a reference..  

 

In a GPS/IMU system, the most expensive component is the IMU. Therefore, when a less 

accurate IMU is used, a low cost GPS/IMU is resulted. This strategy is currently used by 

the inertial-navigation industry. While GPS measurements are very accurate in airborne 

environment with minimum influence from multi-path effect, loss of satellite lock and 

ambiguity resolution, both high and less accurate GPS/IMU systems have very similar post-

processed position accuracy but different attitude performance (see Appendix B-1). This is 

the result of GPS/IMU post-processing using different quality of IMU data with the same 

quality of GPS data [Mostafa and Hutton (2001), Mostafa et al (2001a)]. Therefore, one can 

degrade any high accuracy GPS/IMU data into a less accurate one by adding additional 

noise, bias, drift and axis mis-alignment into the raw IMU data (based on the knowledge of 
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difference in IMU performance), and leaving the GPS data untouched. When the simulated 

IMU data is post-processed with the untouched GPS data, the corresponding performance 

should behave similar to a less accurate GPS/IMU system (in comparison to the expected 

accuracy being simulated). 

 

4.2.1. Data Simulation using Monte Carlo Analysis 
 

In theory, to develop a proper model to degrade a high accuracy GPS/IMU data into certain 

accuracy, an infinite number of data samples are required such that the simulation results 

will represent the nature of the system, especially the randomized parameters such as noise 

and random walk. Unfortunately, to collect an infinite number of data samples is nearly 

impossible, especially in airborne environment. Therefore, to statistically evaluate the 

simulation, the Monte Carlo Analysis approach has been used. Monte Carlo Analysis or 

Monte Carlo Simulation is a famous methology for simulation (imitate a real-life system) 

which randomly generates values for uncertain variables over and over to simulate a model. 

[Efron (1982)] 

 
During simulation, the objective is to simulate a model with parameters that contains 

different noises, which is assumed to be random and distributed with a Gussian normal 

distribution about the mean. However, this requires a large number of samples (~10,000 

times) over the same system and becomes nearly impossible in many cases, such as an 

airborne mapping project. As a result, instead of repeating the experiment numerous times, 
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Monte Carlo analysis can be used in which the random number generator will generate 

different distributions of noises for each trial which have the same properties, i.e. is random, 

and has a Gussian distribution with the same standard deviation. The simulated data will 

therefore behave similar to a system that has been run infinite number of times [Koopman 

(2002)].  

 
Simulating a less accurate GPS/IMU system data for this research, Monte Carlo analysis is 

performed using the Applanix Inertial Data Simulator [Scherzinger (1997)] to generate 10 

sets of random numbers for the 10 trials of simulation. In the last section, the POS AV 310 

is considered as a less accurate GPS/IMU system in the commercial market. Therefore, 

such specification is considered to be the post-processed accuracy to be achieved in the 

simulation. But, it is very difficult to directly analyze the relative post-processed accuracy 

of each simulation and evaluate whether it achieves the target accuracy. Thus, an 

alternative approach is formulated. 

 
Notice that the objective of the simulation is to degrade the IMU data only. When both 

original and simulated data are under the flight condition and dynamics, the integration and 

calibration errors between the two datasets should be consistent. Therefore, the relative 

difference between the two datasets can be used to analyze the magnitude of degradion 

achieved by the Monte Carlo Analysis. In this simulation, the relative difference is more 

important than absolute because there is no real definition of the performance of the less 

accurate GPS/IMU system, except based on some commercial systems such as the POS AV 
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310. So, for example, to degrade a POS AV 510 data into a POS AV 310 data, the first step 

is to look at the Root-Mean-Square (RMS) difference in performance between the two 

systems. Table 4-3 represents the specifications of POS AV 510 and 310 systems and their 

relative RMS differences.  

 

Table 4-3: RMS Difference in performance between POS AV 510 and 310 
 

Post-Processed Accuracy POS AV 510 POS AV 310 RMS Difference
Position (m) 0.05 – 0.3 0.05 – 0.3 0 
Roll and Pitch (deg) 0.005 0.013 0.012 
True Heading (deg) 0.008 0.035 0.034 

 

From Table 4-3, the relative RMS Difference ( ) represents the magnitude of 

degradation to be achieved on the POS AV 510 data in order to simulate the POS AV 310 

data. Since 10 sets of trials exist in the Monte Carlo Analysis, each trial produces one set of 

RMS difference ( ). Then, an ensemble RMS difference ( ) can be 

computed based on the result from each trial. Finally, the RMS error of the simulated POS 

AV 310 data is estimated as the Root-Sum-Square ( ) of the ensemble and the 

RMS performance of POS AV 510 system. Such RSS values should represent the post-

processing accuracy of the desired Simulated GPS/IMU data. The following equations 

formulate the algorithms. 

diffRMS

idiffRMS
ediffRMS

310SimulatedRSS
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In addition to the RSS value, the pattern of the RMS difference is also very important to 

ensure the randomness of the simulation. Figure 4-1 presents the RMS difference from one 

Monte Carlo trial of simulation to degrade a film camera GPS/IMU data from POS AV 510 

to POS AV 310 performance. Table 4-4 presents the corresponding statistical report on 

navigation parameters of this trial. 
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Figure 4-1:  RMS Difference of a Film Camera DG data Simulation Trial 
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Table 4-4:  Statistical report of the Simulation Trial 
 

Navigation 
Parameters 

Theoretical RMS 
Difference 

RMS Difference of a 
Monte Carlo Trial 

Northing (m) 0 0.01 
Easting (m) 0 0.01 
Vertical (m) 0 0.02 
Roll (arc minute) 0.72 0.64 
Pitch (arc minute) 0.72 0.71 
Heading (arc minute) 2.10 2.35 

 

From Figure 4-1 and Table 4-4, it is clear that the randomness of the simulation can be 

observed and the position difference is in the centimetre level only. While position 

difference is insignificantly influenced in post-processing, the degraded IMU data with 

untouched GPS data, proves the theory that only the IMU data is degraded. Although the 

RMS difference in Roll is slightly lower than the theoretical value, the above result only 

represents a single trial of the Monte Carlo Analysis. In the datasets to be described, more 

simulations have been performed (10 Monte Carlo trials) with a full statistical report, 

especially the RSS from the ensemble RMS difference are presented. 

 
Through the derivation of the simulation, the number of Monte Carlo trials was selected as 

10 trials. First, it is the maximum number of random numbers that can be generated by the 

simulator. Although there aren’t any guidelines on the number of trials required to 

statistical evaluate a simulation, a rule of thumb if usually followed and states that the 

accuracy should increase with the square-root of the number of trials [Koopman (2002)]. 

Secondly, when the simulator only accepts up to 10 Monte Carlo trials, the difference in 
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accuracy becomes insignificant in comparison to other numbers of trials (e.g. a trial number 

of 5). To evaluate this a test is performed using the simulated data presented in Table 4-4, 

the simulated parameters are determined using Monte Carlo trial numbers of 1, 3, 5 and 10, 

the results are presented in Table 4-5.  

 

Table 4-5:  Simulated parameters using different numbers of Monte Carlo trials 
 

Number of Monte Carlo trials used Simulated Parameters 
1 3 5 10 

Northing (m) 0.03 0.03 0.03 0.04 
Easting (m) 0.05 0.04 0.04 0.05 
Vertical (m) 0.03 0.03 0.03 0.03 
Roll (arc minute) 0.64 0.70 0.70 0.70 
Pitch (arc minute) 0.81 0.78 0.78 0.71 
Heading (arc minute) 2.03 2.11 2.15 2.12 

 

From Table 4-5, it can be seen that the number of Monte Carlo trial has insignificant 

influence on the simulated parameters (+/- 1 cm in position and +/- 0.07 arc-minute in 

orientation). Therefore, the less accurate GPS/IMU simulation can be performed using less 

Monte Carlo trials. However, to ensure maximum accuracy of the simulation, 10 trials are 

used because additional processing time is insignificant when comparing with less number 

of trials. 
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4.3. Film Camera Flights 
 
 
The two film camera datasets used in Chapter 5 were collected at the University of 

Kentucky Campus, United States and Toyonaka City, Japan, using POS AV 510 and a POS 

AV 310 DG Systems, respectively. We will refer to these simply as the PhotoScience UofK 

and PASCO 310 data. Both datasets were collected using a 230 x 230 mm (9 x 9 inch) film 

and 153 mm (6 inch) lens cone. Table 4-6 and Table 4-7 list the properties of the two 

datasets, detailed information such as flight trajectory and block configuration are 

referenced in Appendix A-1 and A-2, respectively. 

 

Table 4-6:  Configuration of the PhotoScience UofK Flight 
 

Dataset PhotoScience UofK 
Location University of Kentucky, 

United States 
Camera Leica RC 20 
Scale 1 : 6000 
# of Strips 4 
# Photo / Strip 8 
Flying Height, AGL (m) 900 
Photo Scan Resolution (µm) 15 
Forward /Side Overlap (%) 60 / 25 
# of Check Points 18 
Mapping Projection StatePlane Zone 1601 
Datum WGS84 
Height  Orthometric 
DGPS/IMU System Applanix POS AV 510 
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Table 4-7:  Configuration of the PASCO Toyonaka City Flight 
 

Dataset PASCO 310 
Location Toyonaka City, Japan 
Camera Leica RC 30 
Scale 1 : 4000 1 : 8000 1 : 20000 
# Strips (forward / cross) 10 / 2 5 4 
# Images / Strip 17 / 19 9 5 
Flying Height, AGL (m) 600 1200 3000 
Scan Resolution (µm) 20 
Forward / Side Overlap (%) 60 / 30 
Mapping Projection Japanese Projection Zone 6 
Datum WGS84 
Height Orthometric 
# of Check Points 272 218 14 
DGPS/IMU System Applanix POS AV 310 

 

4.3.1. PhotoScience University of Kentucky Flight 
 

PhotoScience UofK dataset is boresight calibration data for the RC20 camera and the POS 

AV 510 system. Since it is a calibration flight, the reference boresight is not available. Thus, 

QC is performed under a control-free environment on the whole 4x8 image block to 

determine the boresight value of the system. Table 4-8 presents the QC’s boresight value 

and its corresponding residual. 

 

Table 4-8: Boresight Values and RMS Residuals of the PhotoScience UofK QC 
 

 Tx (deg) Ty (deg) Tz (deg) 
Boresight Values 0.323 -0.004 0.168 
RMS Boresight Residuals 0.004 0.004 0.006 
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The capability of boresight determination is correlated to the system’s performance (section 

2.3.3). Therefore, the RMS boresight residuals can provide some indication about the 

system’s performance. In addition to the RMS boresight residuals, another parameter that 

can be used to monitor the performance of the data is the RMS of the Navigation Errors 

estimated by the Kalman Filter in GPS/IMU data post-processing. These values are very 

important as they are treated as the standard deviation for the initial EO parameters in the 

Integrated Sensor Orientation test which is discussed in Chapter 5. Table 4-9 lists the RMS 

navigation error for PhotoScience UofK Flight. 

 

Table 4-9:  RMS of Navigation Error estimated by the Kalman Filter of the 
PhotoScience UofK Flight 

 
RMS Navigation Error 

Easting 
(m) 

Northing 
(m) 

Vertical 
(m) 

Roll   
(deg) 

Pitch 
(deg) 

Heading 
(deg) 

0.04 0.05 0.05 0.004 0.004 0.014 
 

From Table 4-8 and Table 4-9 an interesting trend is observed. The RMS of boresight 

highly agrees with the POS AV 510 specification but the RMS of the navigation errors does 

not agree in with the Heading component. First, it is necessary to understand the 

determination of the reference boresight for this flight. instead of using an external 

boresight from airborne calibration or other mission data, quality control is performed using 

the mission block. Such procedure will minimize some system residual errors from the data, 

as discussed in Chapters 2 and 3. Therefore, the Quality Controlled performance is 
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expected to be better than the typical Direct Georeferencing – RMS Navigation Errors 

estimated by the Kalman Filter. Also, the specification of the POS AV 510 is only a 

reference value for the overall system, and actual performance may vary slightly due to 

flight condition and dynamics. Therefore, it is not a surprise to see a slightly higher heading 

error in the data. This concept about typical and quality controlled Direct Georeferencing 

data is very important throughout this research and is discussed thoroughly. 

 
While the PhotoScience UofK flight is collected with a POS AV 510 system, a degrading 

simulation (using 10 Monte Carlo trials) is performed targeting to achieve a POS AV 310 

performance. Using the simulation algorithm developed (section 4.2.1), the RMS difference 

for each Monte Carlo Trial is presented in Table 4-10, and the corresponding Ensemble 

RMS and Root-Sum-Square are listed in Table 4-11. 

 

Table 4-10:  Statistical report of Monte Carlo Trials on the PhotoScience UofK POS 
AV 310 Simulation   

 
RMS Difference Monte 

Carlo 
Trial # 

Easting 
(m) 

Northing 
(m) 

Vertical 
(m) 

Roll   
(amin) 

Pitch 
(amin) 

Heading 
(amin) 

1 0.01 0.01 0.01 0.63 0.65 3.52 
2 0.01 0.01 0.00 0.83 0.50 1.50 
3 0.03 0.02 0.00 0.53 0.88 1.69 
4 0.02 0.02 0.02 0.73 0.77 1.92 
5 0.04 0.04 0.03 0.70 0.98 1.94 
6 0.04 0.03 0.01 0.69 0.55 2.25 
7 0.03 0.03 0.02 0.55 0.67 1.60 
8 0.03 0.02 0.01 1.12 0.61 1.74 
9 0.01 0.01 0.02 0.64 0.71 2.35 
10 0.04 0.03 0.02 0.78 0.68 1.46 
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Table 4-11:  Ensemble RMS difference and RSS of the PhotoScience UofK POS AV 
310 Simulation 

 
Navigation 
Parameters 

Theoretical RMS 
Difference 

Ensemble RMS 
Difference 

RSS / Simulated 
Data Accuracy 

Northing (m) 0 0.03 0.06 – 0.3 
Easting (m) 0 0.02 0.06 – 0.3 
Vertical (m) 0 0.02 0.05 – 0.3 
Roll (arc minute) 0.72 0.74 0.80 
Pitch (arc minute) 0.72 0.71 0.77 
Heading (arc minute) 2.04 2.08 2.13 

 
 
From Table 4-11, the ensemble RMS difference is very close to the theoretical RMS 

difference (+/- 3 cm in position and +/- 0.02 arc-min in attitude). Although there is 

centimetre level of degradation in the position ensemble RMS difference, such magnitudes 

are insignificant to result any noticeable changes in the RRS value. On the other hand, in 

the attitude ensemble RMS difference, the randomness of the simulation leads the Monte 

Carlo Analysis to be unable to reach the exact value as the theoretical RMS difference. 

Based on the correlation between attitude error and absolute ground accuracy (section 

2.3.4), the +/- 0.02 arc-minute difference in ensemble RMS has negligible influence (< 5 

mm) on the simulated data. Therefore the simulation is a success. 

 

4.3.2. PASCO Toyonaka City Flight Using a POS AV 310 
 

This dataset is acquired in Japan to analyze the performance of the less accurate Direct 

Georeferencing system. The data is collected on three different scales: 1:4000, 1:8000 and 
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1:20000. While the POS AV 310 is considered as a less accurate GPS/IMU system, 

analysis of such a dataset in Integrated Sensor Orientation is very useful in addition to 

using simulated data only. Since it is a specially designed project, without proper airborne 

system calibration performed on the system, only valid camera calibration is available from 

the USGS and the reference boresight required to be resolved through quality control. 

While three scales of imagery are available, independent boresight calibration can always 

be processed through quality control on each photo scale to deliver maximum accuracy. 

However, in this research only one boresight value will be determined to preserve the 

definition of DG (section 2.3.3). From standard airborne calibration procedure, 1:8000 is 

the recommended scale to calibrate the boresight, to minimize the correlation of the GPS 

accuracy from large scale project, and the correlation of attitude error from the small scale 

project [Mostafa et al (2001b)] Evaluating this is an independent test performed using the 

PASCO 310 data. First, two 3x8 blocks are selected from the center of 1:8000 and 1:20000 

imageries, then five 3x8 blocks are selected from the 1:4000 imageries from the four 

corners and the center of the image block. Furthermore, each corner of the 1:4000 QC 

block is inserted on a cross strip imagery to generate addition block combinations (see 

Appendix A-2 for block configurations of the three photo scales). Table 4-12 represents the 

QC block combination for each scale and Table 4-13 shows the statistics of the boresight 

value determined by the QC blocks and their corresponding RMS boresight residuals. 
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Table 4-12:  QC Block Combinations of the PASCO 310 Flight 
 

Scale Location Cross Strip 
Imagery 

QC Block 
Name 

1 : 20000 Center No 20000 
1 : 8000 Center No 8000 

Bottom Left No 4000S1 
Top Left No 4000S2 

Top Right No 4000S3 1 : 4000 

Bottom Right No 4000S4 

Scale Location Cross Strip 
Imagery 

QC Block 
Name 

Center No 4000S1 
Top Left Yes 4000S1A 

Top Right Yes 4000S2A 
Bottom Left Yes 4000S3A 

1 : 4000 

Bottom Right Yes 4000S4A 
 

Table 4-13:  Boresight Values and RMS Residuals of the PASCO 310 QC using 
different Block Combinations 

 
Boresight Values (deg) Boresight RMS (deg) QC Block 

Name Tx Ty Tz dTx dTy dTz 
20000 -0.040 0.031 -0.157 0.003 0.002 0.005 
8000 -0.037 0.026 -0.167 0.003 0.002 0.003 

4000S1 -0.019 0.024 -0.167 0.002 0.002 0.003 
4000S2 -0.020 0.025 -0.165 0.002 0.003 0.004 
4000S3 -0.022 0.026 -0.163 0.003 0.004 0.004 
4000S4 -0.020 0.027 -0.163 0.002 0.003 0.003 
4000S5 -0.020 0.026 -0.165 0.003 0.003 0.003 

4000S1A -0.020 0.024 -0.170 0.002 0.002 0.006 
4000S2A -0.022 0.026 -0.167 0.002 0.003 0.005 
4000S3A -0.023 0.027 -0.165 0.003 0.003 0.005 
4000S4A -0.020 0.026 -0.165 0.002 0.003 0.005 
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From Table 4-13, the overall boresight values determined from different scale of imagery 

are very close to each other. The Tx determined from the 1:4000 QC blocks are slightly 

different from the 1:8000 and the 1:20000 scale, the <1 arc minute difference will give 

insignificant effects on the EO parameters in such a low flying attitude (section 2.3.4). 

Furthermore, the QC blocks from the 1:4000 scale shows that cross strip images did not 

give significant improvement to the QC process. Therefore, the theory in section 3.2.2 that 

a 3x8 QC block can optimize the QC process is again evaluated. Without significant 

difference in boresight value, the value from the 1:8000 scale images is chosen as a 

reference value. In addition to the boresight RMS, the RMS navigation error estimated by 

the Kalman Filter is observed to understand the typical DG performance of the data; the 

statistical report is listed in Table 4-14.  

 

Table 4-14: RMS of Navigation Error estimated by the Kalman Filter of the PASCO 
310 Flight 

 
RMS Navigation Error 

Easting 
(m) 

Northing 
(m) 

Vertical 
(m) 

Roll   
(deg) 

Pitch 
(deg) 

Heading 
(deg) 

0.02 0.02 0.03 0.010 0.010 0.032 
 

From Table 4-14, the attitude accuracy of the data seems to be little better than the expected 

value (a RMS difference of ~0.008 deg in roll/pitch and ~0.014 deg in heading as compared 

to Table 4-3). This relates to the uncertainty of a less accurate system that cannot be 

controlled. There is no guarantee that the next data collected by the same system can 

achieve similar performance until it is statistically evaluated through a large number of test 



  84 

 
 

data. Base on the magnitude of the RMS navigation errors, this data still falls into a less 

accurate GPS/IMU data category.  

 

4.4. Large Format Digital Camera Flights 
 

The two large format digital camera datasets to be used in Chapter 5 are acquired over 

Alaska and Northern New Mexico, United States, respectively. The large format digital 

camera being used is Digital Mapping Camera (DMC) equipped with POS AV 510 DG 

System. In later sections, they are simply called the DMC Alaska and DMC F-Block. Table 

4-15 and Table 4-16 list the properties of the two datasets, detailed information such as 

flight trajectory and block configuration are referenced in Appendix A-3 and A-4, 

respectively. 

 

Table 4-15:  Configuration of the DMC Alaska Flight 
 

Dataset DMC Alaska 
Location Alaska, United States 
Camera DMC 
Scale 1 : 6000 
# of Strips 3 
# Photo / Strip 13 
Flying Height, AGL (m) 720 
Ground Sample Distance (m) 0.07 
Forward / Side Overlap (%) 60 / 30 
Mapping Projection StatePlane Alaska Zone 04 
Datum WGS84 
Height  Orthometric 
# of Check Points 12 
DGPS/IMU System POS AV 510 
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Table 4-16:  Configuration of the DMC F-Block Flight 
 

Dataset DMC F-Block 
Location Northern New Mexico, United 

States 
Camera RC 30 
Scale 1 : 22000 
# of Strips 4 
# Photo / Strip 1*20 and 3*89 
Flying Height, AGL (m) 2600 
Ground Sample Distance (m) 0.26 
Forward / Side Overlap (%) 60 / 25 
Mapping Projection UTM Zone 13 
Datum WGS84 
Height  Orthometric 
# of Check Points 10 
DGPS/IMU System POS AV 510 

 
 

4.4.1. DMC Alaska Flight 
 

The DMC Alaska dataset is a high resolution DMC project. From the block configuration 

and the check point locations arrangement shown in Figure A-5, it is a calibration flight. 

Since there was no reference information available from ZI/Imaging, QC is carried out to 

determine the reference boresight value. Due to the ground feature availability in some part 

of the image block, instead of the recommended 3x8 QC block size, all images (3x13) are 

used in the control-free QC process. Table 4-17 presents the QC’s boresight value and its 

corresponding RMS residuals. RMS navigation errors are listed in Table 4-18. 
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Table 4-17:  Boresight Values and RMS Residuals of the DMC Alaska QC 
 

 Tx (deg) Ty (deg) Tz (deg) 
Boresight Value 0.038 -0.004 -0.532 
RMS Boresight Residuals 0.003 0.002 0.004 

 

Table 4-18:  RMS of Navigation Errors estimated by the Kalman Filter of the DMC 
Alaska Flight 

 
RMS Navigation Error 

Easting 
(m) 

Northing 
(m) 

Vertical 
(m) 

Roll   
(deg) 

Pitch 
(deg) 

Heading 
(deg) 

0.02 0.02 0.04 0.003 0.003 0.013 
 
 
From the RMS navigation errors in the above table, the performance of the data is similar 

to the PhotoScience UofK Flight which also used a POS AV 510 System. In terms of QC, 

results from Table 4-17, they also have similar performance with other Quality Controlled 

data described earlier (PhotoScience UofK and PASCO 310). While the data has a Ground 

Sample Distance (GSD) less than 0.1m, this large scale mapping project should provide 

very useful result to understand the performance of high resolution data collected by digital 

camera. Therefore, using the same parameters as in the PhotoScience UofK simulation, a 

simulation test is performed and the RMS difference for each Monte Carlo trial is presented 

in Table 4-19, with the corresponding Ensemble RMS and Root-Sum-Square being shown 

in Table 4-20. 
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Table 4-19:  Statistical report of Monte Carlo Trials on the DMC Alaska POS AV 310 
Simulation  

 
RMS Difference Monte 

Carlo 
Trial # 

Easting 
(m) 

Northing 
(m) 

Vertical 
(m) 

Roll   
(amin) 

Pitch 
(amin) 

Heading 
(amin) 

1 0.01 0.01 0.02 0.88 0.58 1.66 
2 0.01 0.01 0.02 0.68 0.70 1.64 
3 0.01 0.01 0.01 0.56 0.51 2.22 
4 0.01 0.01 0.01 0.84 0.49 1.44 
5 0.00 0.01 0.01 0.79 0.74 1.54 
6 0.01 0.01 0.02 0.82 0.69 1.98 
7 0.01 0.00 0.01 0.67 0.69 1.68 
8 0.01 0.01 0.02 0.70 0.56 1.87 
9 0.01 0.01 0.01 0.65 0.80 2.22 
10 0.00 0.00 0.02 0.50 0.72 2.74 

 

Table 4-20:  Ensemble RMS and RSS of the DMC Alaska POS AV 310 Simulation 
 

Navigation 
Parameters 

Theoretical RMS 
Difference 

Ensemble RMS 
Difference 

RSS / Simulated 
Data Accuracy 

Northing (m) 0 0.01 0.05 – 0.3 
Easting (m) 0 0.01 0.05 – 0.3 
Vertical (m) 0 0.02 0.05 – 0.3 
Roll (arc minute) 0.72 0.72 0.78 
Pitch (arc minute) 0.72 0.66 0.72 
Heading (arc minute) 2.04 1.94 1.99 

 

Similar to the PhotoScience UofK POS AV 310 simulation, the results in Table 4-20 show 

that a less accurate GPS/IMU data has been simulated, having similar performance as a 

POS AV 310 system as shown in Table 4-2. Again, the centimetre ensemble RMS 

difference in position results no changes on the corresponding RRS value Therefore, the 
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simulation is a success because it achieved the performance of a less accurate GPS/IMU 

system and is used in Chapter 5’s Integrated Sensor Orientation Test. 

4.4.2. DMC F-Block New Mexico Flight 
 

The DMC F-Block is a special dataset collected for internal research on the performance of 

DMC image georeferencing using GPS with the optional use of the IMU [Madani (2003)]. 

Madani’s paper focused on the comparison of POS-assisted AT and GPS-assisted AT in a 

controlled environment (calibrated system parameters with well established GCPs and 

flight configuration), while this thesis research is focused on the operational point of view 

when using Direct Georeferencing and Integrated Sensor Orientation. Therefore, direct 

comparison is not made between the researches. 

  

Similarly, quality control is performed to determine the boresight value when no reference 

information is available for the dataset. Having a larger image block with >80 images per 

strip, a 3x8 image block is selected from the residential area to ensure that the collected 

image tie points are within acceptable accuracy. Table 4-21 presents the QC’s boresight 

values and its corresponding residual. Navigation RMS of the data is shown in Table 4-22.  

 
Table 4-21:  Boresight Values and RMS Residuals of the DMC F-Block QC 

 
 Tx (deg) Ty (deg) Tz (deg) 

Boresight Value 0.013 -0.020 -0.518 
RMS Boresight Residuals 0.003 0.002 0.006 
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Table 4-22:  RMS of Navigation Error estimated by the Kalman Filter of the DMC F-
Block Flight 

 
RMS Navigation Error 

Easting 
(m) 

Northing 
(m) 

Vertical 
(m) 

Roll   
(deg) 

Pitch 
(deg) 

Heading 
(deg) 

0.03 0.02 0.04 0.003 0.003 0.013 
 

From both tables, the performance of the data are within expectation (POS AV 510 

performance in Table 4-2) and therefore together with the DMC Alaska data, they provide 

excellent examples for both high and less accurate DG systems integrated with a large 

format digital camera for the Integrated Sensor Orientation test in the Chapter 5. 

 

4.5. Medium Format Digital Camera Flight 
 
 
Finally, one dataset is available to represent the Medium Format Digital Camera which 

uses Consumer Off-the-self (COTS) components. This is the Ajax flight acquired by the 

DSS equipped with a POS AV 410 DG system. Table 4-23 lists the properties of the Ajax 

datasets, detailed information such as flight trajectory and block configuration is referenced 

in Appendix A-5. 
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Table 4-23:  Configuration of the DSS Ajax Flight 
 

Dataset DSS Ajax 
Location Ajax, Canada 
Camera DSS 
Scale 1 : 20000 
# of Strips 9 
# Photo / Strip 8 
Flying Height, AGL (m) 1100 
Ground Sample Distance (m) 0.18 
Forward / Side Overlap (%) 60 / 20 
Mapping Projection UTM Zone 17 
Datum WGS84 
Height  Ellipsoid 
# of Check Points 41 
DGPS/IMU System POS AV 410 

 

4.5.1. DSS Ajax Flight 
 

The DSS Ajax flight is a specially designed mapping project to evaluate the performance of 

fast orthophoto production under an actual mapping environment [Ip et al (2004a)]. 

Therefore, as listed in Table 4-23, the side overlap is only 20% while other evaluated 

datasets have at least 25%. This coverage gives maximum ground coverage while providing 

enough overlapping area for stereo viewing, tie point collection or DTM discussion. 

Discussion for further applications using this dataset – fast orthophoto production is 

presented in Chapter 6. For mapping missions, quality control is always recommended to 

mapping companies as the first step. Therefore, the data was collected in a way that the 

boresight value is assumed to be determined using the dataset itself through QC, and 

therefore no reference information is available from airborne calibration or other mission 
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data. Thus, a 3x8 image block is chosen to perform QC under a control-free environment, 

Table 4-24 presents the QC’s boresight value and its corresponding residual, with 

navigation RMS listed in Table 4-25.  

Table 4-24:  Boresight Values and RMS Residuals of the DSS Ajax QC 
 

 Tx (deg) Ty (deg) Tz (deg) 
Boresight Value -0.121 -0.854 0.168 

RMS Boresight Residuals 0.008 0.006 0.008 
 

Table 4-25:  RMS of Navigation Error estimated by the Kalman Filter of the DSS 
Ajax Flight 

 
RMS Navigation Error 

Easting 
(m) 

Northing 
(m) 

Vertical 
(m) 

Roll   
(deg) 

Pitch 
(deg) 

Heading 
(deg) 

0.02 0.02 0.04 0.003 0.003 0.009 
 

From Table 4-25, the result shows that the Kalman Filter reports a better navigation 

performance than the POS AV 410 specification. This result might be related to the mission 

trajectory as shown in Figure A-9. In this flight, images are collected in multiple areas of 

Southern Ontario. When heading accuracy continues to improve throughout heading 

changes [Mostafa and Hutton (2001)], for the data that is being taken over one hour after 

take off, it is not surprising to observe an accurate heading error estimation by the Kalman 

Filter. But, when comparing the boresight RMS listed in Table 4-24, the residual is higher 

than the previous POS AV 510 data results. This is the result of the true performance of a 

POS AV 410, that the capability of attitude determination is still weaker than a POS AV 

510 system, especially in heading accuracy. Based on the above observation, the true 
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performance of a GPS/IMU system is very important. Thus, proper standard deviation for 

the exterior orientation parameters should be always used [Cramer et al, (2001a)]. More 

discussion is given in Chapter 5 during the Integrated Sensor Orientation test. 

 
To understand the performance of less accurate GPS/IMU systems in all types of frame 

cameras described in this thesis (section 2.3.1), simulation is carried out on the  DSS Ajax 

flight. instead of building a new degraded model, the same model used on POS AV 510 

data is used again. The RMS difference for each Monte Carlo Trial is presented in Table 

4-26, and the corresponding Ensemble RMS and Root-Sum-Square are listed in Table 4-27. 

 

Table 4-26:  Statistical report of Monte Carlo Trials on the DSS Ajax POS AV 310 
Simulation  

 
RMS Difference Monte 

Carlo 
Trial # 

Easting 
(m) 

Northing 
(m) 

Vertical 
(m) 

Roll   
(amin) 

Pitch 
(amin) 

Heading 
(amin) 

1 0.03 0.05 0.03 0.64 0.81 2.03 
2 0.10 0.11 0.06 0.73 0.66 2.43 
3 0.03 0.03 0.03 0.61 0.68 2.25 
4 0.03 0.03 0.02 0.62 0.59 1.75 
5 0.03 0.03 0.03 0.70 0.80 1.93 
6 0.03 0.04 0.02 0.73 0.68 1.97 
7 0.03 0.04 0.03 0.79 0.85 2.15 
8 0.04 0.04 0.02 0.72 0.63 1.98 
9 0.02 0.03 0.03 0.74 0.74 2.35 
10 0.03 0.04 0.03 0.71 0.66 2.29 
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Table 4-27:  Ensemble RMS and RSS of the DSS Ajax POS AV 310 Simulation 
 

Navigation 
Parameters 

Theoretical RMS 
Difference 

Ensemble RMS 
Difference 

RSS / Simulated 
Data Accuracy 

Northing (m) 0 0.04 0.07 – 0.3 
Easting (m) 0 0.05 0.07 – 0.3 
Vertical (m) 0 0.03 0.06 – 0.3 
Roll (arc minute) 0.61 0.70 0.85 
Pitch (arc minute) 0.61 0.72 0.86 
Heading (arc minute) 1.90 2.12 2.31 

 
From Table 4-27, it can be seen that similar ensemble RMS difference is achieved when 

performing degradation on the two POS AV 510 data (Table 4-11 for PhotoScience UofK 

and Table 4-20 for DMC Alaska). Based on the results of the three simulations in this 

research, it can be deducted that the corresponding ensemble RMS difference could be 

similar, regardless of the original GPS/IMU data accuracy when a degrading model is 

applied to any GPS/IMU data; which would be.. Although the ensemble RMS difference is 

slightly higher than any other simulation done for the film and DMC data, the RSS of the 

simulation behaves similarly to a POS AV 310 performance (Table 4-2). Therefore, the 

DSS Ajax flight is expected to have similar navigation performance as other simulations. 

This will be evaluated in Chapter 5 through the Integrated Sensor Orientation tests. 

 
In this Chapter, the datasets from three types of imaging sensor have been reviewed: Film 

Camera, Digital Mapping Camera (DMC) and Digital Sensor System (DSS). High accuracy 

GPS/IMU data has been collected using the POS AV Direct Georeferencing systems and 

simulations have been performed to degrade their accuracy in order to obtain a lower grade 

GPS/IMU system data under the same condition. 
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CHAPTER FIVE: DATA RESULTS AND ANALYSIS 
 

Through the OEEPE test, the use of both Direct Georeferencing and Integrated Sensor 

Orientation have been deeply discussed in multiple papers [Heipke et al (2001b), Cramer et 

al (2001a,b) and Jacobsen et al (2001)]. Also, independent tests were performed to further 

discuss the performance of Integrated Sensor Orientation [Casella et al (2004), Honkavarra 

et al (2002), Hinsken et al (2002)]. Recommendations have been given to improve both 

processes and throughout the years they have been instigated  into the operational workflow. 

One example is the QC procedure. This is a step in which camera self-calibration (camera 

focal length and principal point offsets only), boresight mis-alignment refinement and local 

datum shift determination (with the use of one or more GCPs) takes place. This becomes a 

necessary step in DG to minimize the system error residuals and to ensure data integrity. 

Having the high accuracy GPS/IMU data quality controlled, the difference between Typical 

DG and Quality Controlled DG must be differentiated. Typical DG refers to the use of 

direct georeferencing data when reference system parameters (boresight mis-alignment and 

IMU/imaging sensor lever arm) are available from the airborne/terrestrial calibration report 

or from previous flight missions. This approach is typically used by companies who do not 

have access to aerial triangulation packages to improve accuracy through Quality Control 

or Integrated Sensor Orientation. Another use of this approach is for applications that need 

fast orthophoto which means they must be delivered as soon as possible or the absolute 

accuracy is not the main concern, such as emergence response and remote sensing 
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applications. On the other hand, the Quality controlled DG data has some system and 

mission specific residual error minimized and therefore performance is expected to be 

better than the typical DG data in certain levels, depending on the imaging sensor used and 

the corresponding project scale [Casella et al (2004), Ip et al (2004c) and Honkavaara et al 

(2002). 

 

5.1. Typical DG Performance 
 

This section looks into the expected and actual typical DG performance. Comparison is 

made between an error model and the simulated POS AV 310 data. 

 

5.1.1. DG System Error Budget Analysis 
 

An error budget analysis is carried out to understand the expected performance of a less 

accurate GPS/IMU system, using a POS AV 310 system as an example. Such results 

provide an understanding of why a high accuracy GPS/IMU system is more accurate in 

handling Direct Georeferencing applications than less accurate ones. To build the error 

budget model, a stereopair of imagery is assumed to be horizontally located in the air with 

60% forward overlap. Then, using the specification of the POS AV 310 system, the 

corresponding y-parallax of a point located around the center of the overlapping area is 

calculated. The deriving  of the equation is given in Appendix C-1. Such analysis is carried 

out on three imaging sensors: film camera (153mm focal length), the DMC and the DSS, 
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under different mapping scale. The results are shown in Figure 5-1, Figure 5-2 and Figure 

5-3, respectively. Notice that the theoretical y-parallax is pessimistic and has a larger value 

than the real data.  

Theoretical Y-Parallax vs. Project Scale in Direct Georeferencing 
(153mm Frame Camera)
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Figure 5-1:  Error Budget Analysis of 153mm Film Camera System 
(see Appendix C-1) 

 
From Figure 5-1, it can be seen directly the benefits of high accuracy DG system. For small 

scale mapping projects using a POS AV 510 system, pixel accuracy can be easily achieved 

if image scan resolution is ~20 micron. Between a photo scale of 1:12000 and 1:40000, 

attitude error dominates the y-parallax and therefore the level is very stable until the scale 

increases to 1:8000 or more. At this point, residual error from DGPS starts to dominate and 
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y-parallax increases rapidly in large scale photography. Thus, centimetre accuracy cannot 

be achieved from the corresponding y-parallax level when scanning resolution is between 

15-20 microns. This is the reason why the DG system becomes marginal for very large 

scale mapping with the limitation of DGPS position accuracy. Using a POS AV 410 system, 

the 1.5 to 2.0 pixel accuracy for 15-20 microns scanning resolution is very marginal for 

direct use of the EO parameter, except for some projects with less accuracy requirements 

(0.5 to 1.0 m). Furthermore, when a POS AV 310 is used, the >60 microns in y-parallax 

becomes unacceptable for any stereo or mapping operation. This explains why direct use of 

less accurate GPS/IMU data is impossible unless some refinement of the EO parameters 

through Quality Control or Integrated Sensor Orientation is implemented.  
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Theoretical Y-Parallax vs. Project Scale / GSD in Direct Georeferencing 
(120mm DMC Camera)
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Figure 5-2:  Error Budget Analysis of Digital Mapping Camera (DMC) 

(see Appendix C-1) 
 

For the DMC camera, a similar trend can be observed when comparing its results with the 

Film Camera analysis. Data from a POS AV 510 is very impressive to provide pixel 

accuracy (with 12 micron pixel size for the DMC) until GSD < 0.15m. Data from a POS 

AV 410 is marginal for direct EO usage (~2 pixels) and for POS AV 310 it is unacceptable 

with its ~3.5 pixels y-parallax. Notice that Ground Sample Distance (GSD) is introduced in 

addition to the project scale. When digital cameras have different focal length, direct 

comparison between project scales is no longer valid. Therefore, GSD – the geometric 

resolution on the ground is used as a common scale because the pixel size for digital 

cameras is constant, unlike the film imagery that have a wide range of scanning resolution. 

 
 



  99 

Theoretical Y-Parallax vs. Project Scale / GSD in Direct Georeferencing 
(55mm DSS Camera)
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Figure 5-3:  Error Budget Analysis of Digital Sensor System (DSS) 

(see Appendix C-1) 
 

 
 

From Figure 5-3, the shorter focal length (55mm) of the DSS has shown some benefit when 

the flying height is ~50% over the other two cameras under the same GSD. The relative 

performance between different DG systems on the same camera data is very similar, 

especially between POSAV 510 and 410 , as the flying height dominates most of the y-

parallax. Here, a POS AV 410 can deliver pixel accuracy with the 9 micron pixel size for 

the DSS. If a POS AV 510 is used instead, the benefit can only be observed when image 

measurement accuracy is <1 pixel all the time. Based on an economical point of view, 

using a POS AV 410 on a DSS can lower the overall system cost while maintaining a 

similar level of performance as when a POS AV 510 system is used.  
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5.1.2. DG Performance of Simulated POS AV 310 Data 
 
This section investigates the expected performance of the simulated POS AV 310 data 

using the EO analysis function in ISAT as used in Section 4.2.1. By comparing the 

surveyed coordinates with the space intersected coordinates from image models, the RMS 

check point residuals are recorded. While all the simulated data is created from the Monte 

Carlo Analysis, the RMS value of each trial is presented and the ensemble RMS is 

calculated as the final value for the data. Notice in this test, the boresight value being used 

to determine the EO parameters of the simulated data are determined using a corresponding 

high end system, which is referred as the reference boresight of the GPS/IMU system. 

Realistically this is impossible to be achieved using actual flight data because when a 

system with two qualities of IMUs are installed at the same time, even if they are mounted 

on the imaging sensor with one on top of another, their boresight value will not be the same. 

However, in this thesis, the less accurate GPS/IMU data is simulated from the 

corresponding high end system data, therefore, in theory, their boresight values will be the 

same because both GPS/IMU data come from the same system configuration. Therefore, 

the following result is only to represent the ideal scenario when the boresight can be 

independent determined accurately, and the corresponding result evaluates the expected 

check point RMS when a POS AV 310 system is used for typical Direct Georeferencing 

application. First, the results from all three simulation tests are presented, followed with 

discussion. Figure 5-4, Figure 5-5 and Figure 5-6 present the EO analysis results for 
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PhotoScience UofK, DMC Alaska and DSS Ajax and the corresponding statistical reports 

for each Monte Carlo trial are shown in Table 5-1, Table 5-2 and Table 5-3, respectively. 
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PhotoScience UofK (1:6000 / 0.09m GSD) 

EO Analysis Results for the PhotoScience UofK POS AV 310 
Simulated Data
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Figure 5-4:  EO Analysis on PhotoScience UofK POS AV 310 Simulated Data 
 
Table 5-1:  Statistical Report of EO Analysis on the PhotoScience UofK POS AV 310 

Simulation 
 

Check Point RMS Monte Carlo 
Trial # X (m) Y (m) Z (m) 
1 0.26 0.41 0.22 
2 0.26 0.35 0.25 
3 0.21 0.42 0.24 
4 0.13 0.31 0.25 
5 0.28 0.52 0.39 
6 0.28 0.47 0.23 
7 0.15 0.42 0.34 
8 0.31 0.32 0.33 
9 0.27 0.41 0.27 
10 0.21 0.31 0.19 
Ensemble 0.24 0.40 0.28 
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DMC Alaska (1:6000 / 0.15m GSD) 

EO Analysis Results for the DMC Alaska POS AV 310 
Simulated Data
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Figure 5-5:  EO Analysis of DMC Alaska POS AV 310 Simulation 

 
Table 5-2:  Statistical report of EO Analysis on the DMC Alaska POS AV 310 

Simulation 
 

Check Point RMS Monte Carlo 
Trial # X (m) Y (m) Z (m) 
1 0.18 0.36 0.33 
2 0.29 0.24 0.27 
3 0.20 0.27 0.31 
4 0.15 0.33 0.30 
5 0.23 0.29 0.27 
6 0.31 0.20 0.34 
7 0.16 0.27 0.34 
8 0.31 0.28 0.33 
9 0.18 0.26 0.27 
10 0.27 0.20 0.34 
Ensemble 0.24 0.27 0.31 
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DSS Ajax (1:20000 / 0.18 GSD) 
 

EO Analysis Results for the DSS Ajax POS AV 310 Simulated 
Data
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Figure 5-6:  EO Analysis on DSS Ajax POS AV 310 Simulated Data 

 
Table 5-3:  Statistical report of EO Analysis on DSS Ajax POS AV 310 Simulated 

Data 
  

Check Point RMS Monte Carlo 
Trial # X (m) Y (m) Z (m) 
1 0.28 0.27 0.55 
2 0.39 0.30 0.51 
3 0.30 0.29 0.55 
4 0.26 0.28 0.43 
5 0.31 0.35 0.54 
6 0.25 0.31 0.51 
7 0.25 0.33 0.55 
8 0.29 0.26 0.60 
9 0.33 0.29 0.51 
10 0.31 0.34 0.56 
Ensemble 0.30 0.30 0.53 
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The above results demonstrate the performance of less accurate GPS/IMU data under 

typical direct georeferencing application. When comparing the check point RMS with the 

GSD, about 1.5 to 3.0 pixels 3D ground accuracy is experienced. This explains why less 

accurate GPS/IMU is not designed for direct georeferencing applications (typically <1.5 

pixels), and required to be improved through Integrated Sensor Orientation. This theory 

will be evaluated in section 5.2. 

 

5.2. Quality Controlled DG vs. ISO 
 
 

Understanding the limitations of less accurate GPS/IMU data through the typical Direct 

Georeferencing EO analysis, the next step is to evaluate if Integrated Senor Orientation can 

be used to improve the accuracy. In Chapter 4, the high accuracy GPS/IMU data has been 

quality controlled (control free) to determine the reference boresight, the QC results (using 

EO Analysis function) is compared with the ISO result from less accurate GPS/IMU data 

Since most mapping projects consist of image blocks some GCPs are available, the 

comparison is divided into two categories: control-free and the use of one ground control 

point around the center of the test block. The standard deviations being used in the ISO 

process for the EO parameters come from the RMS navigation errors estimated by the 

Kalman Filter. As described in OEEPE test [Cramer (2001b)], the use of accurate standard 

deviation is very important and therefore the navigation errors estimated by the Kalman 

Filter should provide a very good estimate of the actual performance of the system.  
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While performing the ISO test, analysis on the relationship between accuracy improvement 

and the number of tie point requirement is performed. Therefore, different PPVG values for 

automatic tie point collections are used throughout the ISO test. 

 
Some information about the EO Analysis has been discussed (section 2.3.3). However, in 

the following results, not only the absolute accuracy (check point RMS) but also the 

relative accuracy (y-parallax RMS) will be presented. The EO Analysis evaluates the 

quality or condition of exterior orientation parameters by comparing the given coordinates 

of control points and check points with the intersection of the rays of these points as 

projected on overlapping photo pairs by the EO data [Madani and Mostafa (2001)]. The 

absolute accuracy presented by the check point RMS measures how close the stereoplotted 

coordinates are to their true values. On the other hand, the y-parallax (Py) RMS (based on 

(yp = y2 – y1) measures how well the homologous rays intersect in the overlapping area 

[Casella et al (2004)]. 

 
The following results are focused on the performance comparison between QC and ISO. 

While a large quantity of data has been processed, especially in the simulated data, results 

for each Monte Carlo trial is not presented, Instead the presentation of ensemble values can 

statistically represent the performance of the simulated data. 
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5.2.1. Film Camera Flights 
 

PhotoScience UofK Flight 
 

Since the data contains a total of 4 strips, the results from different number of strip 

combinations are presented. This is very useful to analyze the optimal operating condition 

for ISO. Similar presentations of results are used throughout the rest of the section for other 

datasets. Table 5-4 presents the results of the quality controlled POS AV 510 data and the 

ISO result of the simulated POS AV 310 data. For the simulated POS AV 310 data, Figure 

5-7 presents the results graphically to analyze the correlation with different PPVG values.  

 
Table 5-4:  PhotoScience UofK Flight – POS AV 510 (after QC) vs. Simulated POS 

AV 310 (after ISO), Control Free 
 

Control Free  
POS AV 510 (after QC) Simulated POS AV 310 (after ISO) 

Check Point RMS Check Point RMS # of 
Strip X (m) Y (m) Z (m) 

Py RMS 
(µm) X (m) Y (m) Z (m) 

Py RMS 
(µm) 

1 0.11 0.06 0.16 7.0 0.14 0.15 0.21 4.7 
2 0.09 0.10 0.14 16.1 0.08 0.12 0.15 4.0 
3 0.09 0.12 0.15 15.4 0.09 0.13 0.17 4.3 
4 0.10 0.13 0.15 14.8 0.08 0.14 0.15 4.0 
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ISO Result - PhotoScience UofK Simulated Data, 1 Strip
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ISO Result - PhotoScience UofK Simulated Data, 2 Strips
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ISO Result - PhotoScience UofK Simulated Data, 3 Strips
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ISO Result - PhotoScience UofK Simulated Data, 4 Strips
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Figure 5-7:  ISO Results of the PhotoScience UofK Simulated POS AV 310 Data 
(Control Free) 

(see Appendix A-1 - GSD = 0.09 m) 
 
From Table 5-4, the benefit of high accuracy DG data is observed. Pixel accuracy can be 

obtained with high level of 3-D position accuracy. Such accuracy can be used to perform 

any mapping application: stereo mapping, DTM extraction and orthophoto. On the other 

hand, after running ISO on the simulated PSO AV 310 data the ground accuracies have 

been improved in all cases. However when only one strip of data is used, the overall 

improvement is only ~10%, which is insignificant in comparison with the other 

combinations that have ~50% improvement in the horizontal component and ~30% 

improvement in the vertical component. This means running ISO on strip/corridor images 
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is not very cost effective. However for all cases, the parallax of models can be brought to 

about 4 um. This is a significant improvement as it allows this less accurate GPS/IMU data 

to be used for any stereo mapping application. Except for the strip/corridor case, similar 

ground accuracy as the POS AV 510 data is achieved after ISO is performed. This gives a 

strong potential for less accurate GPS/IMU system to be used in an image block in 

conjunction with the ISO approach in order to reach similar level of accuracy as a high 

accuracy system. Further analysis of the data and results when 1 center GCP is used is 

shown in Table 5-5. 

 

Table 5-5:  PhotoScience UofK Flight – POS AV 510 (after QC) vs. Simulated POS 
AV 310 (after ISO), 1 Center GCP 

 

1 Center GCP Used  
POS AV 510 (after QC) Simulated POS AV 310 (after ISO) 

Check Point RMS Check Point RMS # of 
Strip X (m) Y (m) Z (m) 

Py RMS 
(µm) X (m) Y (m) Z (m) 

Py RMS 
(µm) 

1 0.07 0.08 0.12 7.9 0.12 0.13 0.18 4.6 
2 0.08 0.09 0.11 13.9 0.08 0.12 0.15 4.0 
3 0.07 0.12 0.12 13.9 0.09 0.13 0.18 4.3 
4 0.08 0.12 0.11 12.9 0.09 0.13 0.15 4.0 

 

When quality controlling using one GCP, absolute accuracy is improved especially in the 

vertical component, this shows that 2 – 3 cm of vertical datum shift exists in the data. But, 

the determination of such datum shift is depended on the accuracy of the GCP being used 

and such correlation will be observed further when processing other datasets in this chapter. 

On the other hand, when using one GCP in the center of the block, only the strip/corridor 
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case improves in vertical accuracy, bringing similar accuracy as other strip combinations. 

This shows that GCP is not mandatory to perform ISO for an image block, except the 

centimetre level local datum shift is required to be resolved. However, when observing the 

POS AV 310 ISO results, using a single GCP, one cannot achieve similar vertical accuracy 

as the quality controlled POS AV 510 data. Since the GCP being used in the QC is different 

from the ones being used in the different strip combinations, therefore the accuracy of the 

GCP is beyond the magnitude of the local datum shift and more GCPs are then required to 

determine the local datum shift properly. Figure 5-8 and Table 5-6 presents further analysis 

of the data using the ISO for the POS AV 510 data. 

 

Table 5-6:  ISO Results of the PhotoScience UofK POS AV 510 data, Control Free vs. 
1 Center GCP 

 
 Control Free 1 Center GCP Used 

Check Point RMS Check Point RMS # of 
Strip X (m) Y (m) Z (m) 

Py RMS 
(µm) X (m) Y (m) Z (m) 

Py RMS 
(µm) 

1 0.12 0.10 0.15 4.3 0.15 0.17 0.16 4.5 
2 0.08 0.11 0.12 3.2 0.08 0.10 0.12 4.2 
3 0.08 0.12 0.16 3.5 0.08 0.12 0.16 4.7 
4 0.08 0.13 0.13 4.4 0.08 0.14 0.13 4.4 
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ISO Result - PhotoScience UK 510 Data, 1 Strip
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ISO Result - PhotoScience UofK 510 Data, 2 Strips
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ISO Result - PhotoScience UofK 510 Data, 3 Strips
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ISO Result - PhotoScience UofK 510 Data, 4 Strips

0.00

0.05

0.10

0.15

0.20

0.25

0.30

2 3 4 5 6 7 8 9
Point Per Von Gruber

C
he

ck
 P

oi
nt

 R
M

S 
(m

)

Easting
Northing
Vertical

Py RMS = 4 umX = 0.08 m
Y = 0.13 m
Z = 0.13 m

 

Figure 5-8:  ISO Result of PhotoScience UofK POS AV 510 Flight (Control Free) 
(see Appendix A-1- GSD = 0.09 m) 

 
The results in Figure 5-8, clearly indicate that when running ISO on one strip of high 

accuracy GPS/IMU data, no improvement in ground accuracy can be achieved, except the 

y-parallax is reduced to ¼ of a pixel. Moreover, the improvement when 2 or more strips are 

used makes no more than 20% improvement in ground accuracy. Similarly, when one GCP 

in the center is used in the ISO, there is insignificant difference from the control-free 

solutions case. Therefore, the use of GCP is only needed for local shift detection if 

necessary. While a large scale mapping project requires centimetre accuracy, based on both 

results at a y-parallax level of ~4 microns, project scale of 1:6000 and scanning resolution 

of 20um, relative accuracy can reach a maximum level of 3 cm, which fulfills the accuracy 
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requirement. On the other hand, the one pixel accuracy delivered by quality controlled 

GPS/IMU data from the POS AV 510 system is sufficient for most mapping applications, 

and therefore ISO is not a necessary procedure. 

 
From both results (POS AV 310 and simulated POS AV 310), there exists a correlation 

between the number of tie points (PPVG value) and the accuracy improvement, and such 

correlation decreases when more number of strips are used. However, further analysis is, 

required to understand change in correlation. 
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PASCO Toyonaka City Flight 
 

Since these datasets contain 3 blocks of images in different scales, the test will take the 

advantage of multiple scale and cross strip availability. Different block combinations are 

used to test the performance of ISO under this less accurate GPS/IMU data. Table 5-7 

summarizes the different block combinations being used, and the corresponding EO 

analysis results using quality controlled data are shown in Table 5-8. 

Table 5-7:  Block Combinations for the PASCO 310 ISO Test 
 

 Block 1 Block 2 Block 3 Block  4 Block 5 Block 6 

Scale 1:4000 1:8000 1:20000 1:4000 1:4000 & 
1:8000 

1:4000 & 
1:8000 

Cross Strip No No No Yes No Yes 
# of Strips 10 5 4 12 15 17 

# of Images 170 45 29 208 215 253 
GSD 0.08 m 0.16 m 0.40 m 0.08 m Combined Combined

 

Table 5-8:  EO Analysis Results of the PASCO 310 Flight (after QC), Control Free vs. 
1 Center GCP 

 
 Control Free 1 Center GCP Used 

Check Point RMS Check Point RMS Block X (m) Y (m) Z (m) 
Py RMS 

(µm) X (m) Y (m) Z (m) 
Py RMS 

(µm) 
1 0.17 0.07 0.16 14.9 0.19 0.06 0.08 14.9 
2 0.13 0.08 0.18 12.3 0.08 0.07 0.14 12.3 
3 0.42 0.24 0.29 15.6 0.38 0.25 0.42 18.5 
4 0.15 0.11 0.16 14.9 0.18 0.10 0.08 14.9 
5 0.15 0.07 0.17 14.5 0.15 0.06 0.11 14.3 
6 0.14 0.10 0.17 14.4 0.15 0.09 0.11 14.4 
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Comparing the above results with simulated data, this real data performs much better than 

expected after quality control. Unfortunately, there is no reference boresight available for 

the data; otherwise it could be used to analyze the typical DG performance. A possible 

explanation is discussed later, after observing the test result of other less accurate 

GPS/IMU data. The quality control procedure using one GCP is only based on the local 

datum shift determined by the 1:8000 QC block . Such results improve vertical accuracy in 

both 1:4000 and 1:8000 image blocks. However, such improvement cannot be observed in 

the 1:20000 image block. This implies that separate QC procedure might be required when 

processing small scale imagery. However, the performance of such a procedure still 

correlates with the achievable measurement accuracy when the GCP is measured on the 

image. Further analysis the data, Figure 5-9 and Table 5-9 shows the ISO result for 

different block combinations. 

 
 

Table 5-9:  ISO Results of the PASCO 310 Flight, Control Free vs. 1 Center GCP 
 

 Control Free 1 Center GCP Used 
Check Point RMS Check Point RMS Block X (m) Y (m) Z (m) 

Py RMS 
(µm) X (m) Y (m) Z (m) 

Py RMS 
(µm) 

1 0.09 0.10 0.18 5.7 0.08 0.10 0.19 5.7 
2 0.12 0.12 0.20 5.5 0.12 0.12 0.20 5.5 
3 0.35 0.23 0.45 6.6 0.35 0.22 0.42 6.7 
4 0.07 0.10 0.18 5.9 0.07 0.10 0.18 5.9 
5 0.09 0.09 0.18 5.6 0.09 0.09 0.18 5.6 
6 0.07 0.09 0.18 5.7 0.07 0.09 0.18 5.7 
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ISO Result - PASCO 310, Block 1 (1:4000)
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ISO Result - PASCO 310, Block 2 (1:8000)
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ISO Result - PASCO 310, Block 3 (1:20000)

0.00

0.10

0.20

0.30

0.40

0.50

2 3 4 5 6 7 8 9
Point Per Von Gruber

C
he

ck
 P

oi
nt

 R
M

S 
(m

)

Easting
Northing
Vertical

Py RMS = 6 um

X = 0.35 m
Y = 0.23 m
Z = 0.45 m

 

ISO Result - PASCO 310, Block 4 (1:4000)
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ISO Result - PASCO 310, Block 5 (1:4000 & 1:8000)

0

0.1

0.2

0.3

0.4

0.5

2 3 4 5 6 7 8 9
Point Per Von Gruber

C
he

ck
 P

oi
nt

 R
M

S 
(m

)

Easting
Northing
Vertical

Py RMS = 5 umX = 0.09 m
Y = 0.09 m
Z = 0.18 m

 

ISO Result - PASCO 310, Block 6 (1:4000 & 1:8000)
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Figure 5-9:  ISO Results of the PASCO 310 Flight (Control Free) 
(See Appendix A-2) 

 
 

 
 

From Figure 5-9, the benefit of ISO is again observed – the improvement of y-parallax to a 

level of 1/3 of a pixel. Such improvement is consistent for different block combinations and 

therefore cross strip and/or multiple scale imagery are not required in ISO. When the 

quality controlled PASCO 310 data already has a relatively high level of ground accuracy, 
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the ISO process in 1:4000 (Block 1), 1:8000 (Block 2), or their combined scale block 

(Block 4, 5 and 6) can only achieve a centimetre level of horizontal improvement in this 

control-free environment. Without any specific local datum shift, the use of the single GCP 

makes no difference between the two solutions. An important result is from Block 3 

(1:20000 block), after running ISO.  The vertical accuracy is degraded by nearly 15 cm, and 

a similar result is found for both the control free and the single GCP solutions. It shows that 

the EO parameters provided by the GPS/IMU system are more accurate than the solution 

from ISO. Due to the correlation between attitude errors and flying height, small scale 

mapping project with unstable geometry makes it difficult to benefit from the ISO process, 

regardless of the number of tie points being used (insignificant improvement when PPVG = 

9). 

 

5.2.2. Large Format Digital Camera Flights 
 

DMC Alaska Flight 
 

Similar test procedures are performed as the film camera dataset (section 5.2.1). Table 5-10 

presents the results of the quality controlled POS AV 510 data and the ISO results of the 

simulated POS AV 310 data, followed by graphical representation in Figure 5-10. 
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Table 5-10:  DMC Alaska Flight – POS AV 510 (after QC) vs. Simulated POS AV 310 
(after ISO), Control Free 

 
Control Free  

POS AV 510 (after QC) Simulated POS AV 310 (after ISO) 
Check Point RMS Check Point RMS # of 

Strip X (m) Y (m) Z (m) 
Py RMS 

(µm) X (m) Y (m) Z (m) 
Py RMS 

(µm) 
1 0.22 0.14 0.30 14.3 0.17 0.13 0.20 1.7 
2 0.19 0.24 0.26 10.8 0.13 0.25 0.24 1.9 
3 0.17 0.22 0.24 11.3 0.13 0.21 0.20 1.8 

 
 

ISO Result - DMC Alaska Simulated Data, 1 Strip
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ISO Result - DMC Alaska Simulated Data, 2 Strip
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ISO Result - DMC Alaska Simulated Data, 3 Strip
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Figure 5-10:  ISO Results of the DMC Alaska Simulated POS AV 310 Data (Control 
Free) 

(see Appendix A-3) 
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Table 5-10 clearly indicates that the quality controlled POS AV 510 data achieves very 

good ground accuracy, with y-parallax about 1 pixel. With a relative accuracy of 7 cm, 

direct usage of such EO parameters is sufficient for nearly any mapping application. On the 

other hand, after running ISO on the simulated POS AV 310 data, the accuracy 

improvement is impressive. When the film camera requires at least 2 strips of data in order 

to receive benefit from the ISO process (section 5.2.1), the DMC Alaska data does not have 

any limitations, and the single strip data also shows absolute accuracy improvement, 

especially in vertical component for ~ 10 cm. A possible explanation might be the high 

resolution imagery acquired in the project. With 7 cm ground sample distance, the image 

measurement is extremely accurate. Combining this with the low flying height, the little 

effect from attitude error created a very stable geometry, even in a strip/corridor case. 

Further analysis of a center GCP is used and the results are shown in Table 5-11. 

 

Table 5-11:  DMC Alaska Flight – POS AV 510 (after QC) vs. Simulated POS AV 310 
(after ISO), 1 Center GCP 

 
1 Center GCP Used  

POS AV 510 (after QC) Simulated POS AV 310 (after ISO) 
Check Point RMS Check Point RMS # of 

Strip X (m) Y (m) Z (m) 
Py RMS 

(µm) X (m) Y (m) Z (m) 
Py RMS 

(µm) 
1 0.19 0.21 0.27 14.3 0.10 0.13 0.12 1.8 
2 0.16 0.17 0.22 10.8 0.14 0.26 0.19 1.8 
3 0.14 0.14 0.21 11.3 0.13 0.21 0.18 1.7 
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Observing the results in Table 5-11, using a GCP in the QC procedure achieves 

insignificant position accuracy improvement because the magnitude of local datum shift is 

minimal. But, when the GCP is used in ISO for the simulated POS AV 310 data, it greatly 

improves the single strip data, especially in the vertical component. Both results shows a 

very high level of accuracy and the sub-pixel accuracy delivered can be used for nearly any 

mapping applications. Further investigating the performance of ISO, , the POS AV 510 

data is processed and the results are shown in Figure 5-11 and Table 5-12. 

 

Table 5-12:  ISO Results of the DMC Alaska POS AV 510 data, Control Free vs. 1 
Center GCP 

 
 Control Free 1 Center GCP Used 

Check Point RMS Check Point RMS # of 
Strip X (m) Y (m) Z (m) 

Py RMS 
(µm) X (m) Y (m) Z (m) 

Py RMS 
(µm) 

1 0.21 0.09 0.19 1.6 0.13 0.05 0.21 1.8 
2 0.18 0.27 0.18 1.7 0.17 0.28 0.16 1.7 
3 0.16 0.22 0.18 1.8 0.15 0.22 0.17 1.8 
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ISO Result - DMC Alaska POS AV 510, 1 Strip
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ISO Result - DMC Alaska POS AV 510, 2 Strips
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ISO Result - DMC Alaska POS AV 510, 3 Strips
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Figure 5-11:  ISO Results of the DMC Alaska POS AV 510 Data (Control Free) 
(see Appendix A-3) 

 
This high accuracy GPS/IMU data behaves similarly as was the case with other film 

camera data. After quality control, the ground accuracy is already at a very high level 

(quantify). Therefore, performing ISO can only provide ~10-20% improvement in both 

environments; because the result will not go beyond the accuracy of the check point to be 

used. But, ISO improves parallax to 1/6 of a pixel, making it useful for projects requiring 

sub-centimetre accuracy. Analyzing Figure 5-11 thoroughly, it clearly indicates that the 

correlation between the number of tie points (PPVG value) and the ground accuracy is 

smaller when compared to the case of film camera. This probably relates to the high 

accuracy image measurement with little noise level. Such benefit enhances the efficiency of 
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ISO and therefore only a minimum number of tie points are required. Notice that with the 

single GCP solution, the result from simulated data performs better than the POS AV 510 

data. This might relate to the standard deviation used in the simulated data. When attitude 

accuracy is poorer, the corresponding standard deviation on EO parameter is more relaxed 

to fit with the ground control, especially in one strip of data consisting of 8 images only. In 

comparison, the POS AV 510 EO parameter has tighter standard deviation which limits the 

change of EO parameters. 

 

DMC F-Block Flight 
 

Another high accuracy GPS/IMU dataset using the DMC is the F-Block data. Quality 

controlled EO analysis results are listed in Table 5-13. 

 

Table 5-13:  EO Analysis Results of the DMC F-Block Flight (after QC), Control Free 

 

 Control Free 
Check Point RMS # of 

Strip X (m) Y (m) Z (m) 
Py RMS 

(µm) 
1 0.13 0.09 0.47 8.9 
2 0.13 0.17 0.44 8.5 
3 0.20 0.21 0.52 7.5 
4 0.20 0.21 0.58 7.2 

 

 

In Table 5-13, the quality control procedure using one GCP is not performed because there 

is insignificant GCP available in the QC block. The accuracy level of the GCPs is very poor 
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(~50 cm in vertical) and no additional check point is available in the QC block to verify if 

the local datum shift has been correctly determined. Therefore, limitation arises when 

trying to determine local datum shift if GCP is poor in both accuracy and distribution. But, 

with a smaller scale than the DMC Alaska flight, the quality control results in a better y-

parallax. It is expected when observing the relationship between y-parallax and project 

scale/GSD in Figure 5-2, in which the level of y-parallax starts to become stable when the 

scale is <1:12000 or 0.15m GSD. Therefore under a control-free environment, the y-

parallax is a better representation of the system performance, instead of observing the check 

point residual only. After running ISO on the data, the corresponding results are shown in 

Table 5-14 and Figure 5-12. 

 

Table 5-14:  ISO Results of the DMC F-Block Flight, Control Free vs. 1 Center GCP 
 

 Control Free 1 Center GCP Used 
Check Point RMS Check Point RMS # of 

Strip X (m) Y (m) Z (m) 
Py RMS 

(µm) X (m) Y (m) Z (m) 
Py RMS 

(µm) 
1 0.15 0.07 0.46 2.7 0.11 0.08 0.46 2.7 
2 0.06 0.23 0.46 2.6 0.04 0.24 0.46 2.6 
3 0.19 0.30 0.56 2.7 0.19 0.31 0.58 2.7 
4 0.19 0.18 0.59 2.7 0.19 0.18 0.61 2.6 
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ISO Result - DMC F-Block POS AV 510, 1 Strip
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ISO Result - DMC F-Block POS AV 510, 2 Strip
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ISO Result - DMC F-Block POS AV 510, 3 Strip
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ISO Result - DMC F-Block POS AV 510, 4 Strip
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Figure 5-12:  ISO Results of the DMC F-Block Flight (Control Free) 
(see Appendix A-4) 

 

 
 

Up to this point, all datasets collected by POS AV 510 system have similar ISO 

performance in terms of y-parallax under a control-free environment. Such relative 

accuracy improves at least 50% but ground accuracy does not improve significantly. Thus, 

it can be concluded that ISO is not necessary on high accuracy GPS/IMU data except when 

centimetre level accuracy is required (which requires <1 pixel accuracy). Specifically for 

this dataset, the same correlation between PPVG value and ground accuracy is observed but 

the pattern is somehow random. This probably relates to the image measurement noise 

from the collected tie points. For this DMC mission, the block has large ground coverage 

but at least 60% is under vegetation or mountain areas. Tie point measurement over such an 
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area is less accurate even though digital camera imagery has a higher radiometric resolution 

than the film camera imagery. Thus, the unstable geometry influences the ISO solution. 

From this result, the availability of terrain features should always be considered for the use 

of ISO. The ISO solution might degrade ground accuracy or diverge it if large amounts of 

tie point measurement noises exists. Such patterns are more easily observed when only a 

few strips of data are used. As the number of strips increases, the geometry strengthens and 

the image measurement noise influence starts to be minimized through the bundle 

adjustment process. 

 

5.2.3. Medium Format Digital Camera Flights 
 

DSS Ajax Flight 
 

This dataset is the second type of digital camera discussed in this research. A direct 

comparison between the DSS and DMC will not be made, as they are designed for different 

applications. But, the ISO test is carried out to understand the potential of using less 

accurate GPS/IMU data on such an imaging sensor. First, the comparison between the 

quality controlled POS AV410 data and ISO results from the simulated POS AV 310 is 

presented. Having a large block with 11 strips, all strip combinations cannot be presented 

with such huge amounts of data. instead, results from strip combinations of 1, 2, 3, and 4 

strips are presented, followed by the results of the full image block. Table 5-15 presents the 
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results of control free solutions, followed by the graphical results of the simulated POS AV 

310 ISO shown in Figure 5-13. 

 

Table 5-15:  DSS Ajax Flight – POS AV 510 (after QC) vs. Simulated POS AV 310 
(after ISO), Control Free 

 
Control Free  

POS AV 510 (after QC) Simulated POS AV 310 (after ISO) 
Check Point RMS Check Point RMS # of 

Strip X (m) Y (m) Z (m) 
Py RMS 

(µm) X (m) Y (m) Z (m) 
Py RMS 

(µm) 
1 0.26 0.23 0.14 4.4 0.37 0.21 0.27 3.3 
2 0.20 0.21 0.23 9.4 0.36 0.20 0.39 4.6 
3 0.23 0.23 0.30 7.7 0.21 0.34 0.43 4.8 
4 0.19 0.23 0.35 6.8 0.21 0.34 0.43 4.8 

Full  0.26 0.22 0.46 7.1 0.21 0.26 0.54 4.8 
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ISO Result - DSS Ajax Simulated Data, 1 Strip
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ISO Result - DSS Ajax Simulated Data, 2 Strips
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ISO Result - DSS Ajax Simulated Data, 3 Strips
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ISO Result - DSS Ajax Simulated Data, 4 Strips

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

2 3 4 5 6 7 8 9
Point Per Von Gruber

C
he

ck
 P

oi
nt

 R
M

S 
(m

)

Easting
Northing
Vertical

Py RMS = 5 umX = 0.21 m
Y = 0.26 m
Z = 0.54 m

 
ISO Result - DSS Ajax Simulated Data, Full Block
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Figure 5-13:  ISO Results of the DSS Ajax Simulated POS AV 310 Data 
(see Appendix A-5) 

 
 

From the above results, it is clear that the high accuracy GPS/IMU data continues to 

provide a very good relative and ground accuracy, even though they are acquired with a 

POS AV 410 system. When running EO analysis in the full image block, the check point 
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RMS is very close to the expected accuracy, which is collected by DGPS technique and 

being measured on the DSS image with 20cm GSD. On the other hand, after running ISO 

on the simulated POS AV 310 data, the unstable solution for 1 strip of data is expected 

because of the lacking of side overlap (Figure 5-13). But, unlike other simulated data, ISO 

result continues to be unstable when an addition strip (2 strips) is included. This might be 

explained by the percentage of side overlap for this mapping project. While other data has 

at least 25% of overlap, the DSS Ajax is designed to have 20% to maximize the ground 

coverage. Also, without an azimuth mount on the system, the aircraft heading generates 

some side overlapping area with a reduced percentage of ~15% only. Such condition makes 

a great influence towards the geometry of these 2 strips. Therefore, when >3 strips of data 

are used, the solution becomes stable. This concludes an important point that side overlap is 

also needed to be considered in the use of ISO. But, the major improvement through ISO 

over the simulated POS AV 310 data can be observed through the y-parallax, which 

achieves ½ of a pixel. Further analysis of the data and results when 1 center GCP is used is 

shown in Table 5-16. 
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Table 5-16:  DSS Ajax Flight – POS AV 510 (after QC) vs. Simulated POS AV 310 
(after ISO), 1 Center GCP  

 
1 Center GCP Used  

POS AV 510 (after QC) Simulated POS AV 310 (after ISO) 
Check Point RMS Check Point RMS # of 

Strip X (m) Y (m) Z (m) 
Py RMS 

(µm) X (m) Y (m) Z (m) 
Py RMS 

(µm) 
1 0.25 0.23 0.14 4.4 0.18 0.06 0.08 3.4 
2 0.20 0.20 0.22 9.4 0.31 0.22 0.37 4.6 
3 0.22 0.22 0.30 7.7 0.20 0.35 0.43 4.8 
4 0.20 0.23 0.34 6.8 0.19 0.28 0.53 4.8 

Full  0.26 0.22 0.46 7.1 0.32 0.23 0.58 4.9 
 
Similar to the DMC F-Block, the use of one GCP does not improve the position accuracy 

because it is limited by the GCP accuracy. Similar performance can be achieved after 

running ISO on the simulated POS AV 310 data, this evaluates that the use of a less 

accurate GPS/IMU system in conjunction with ISO is a cost efficient alternative other than 

the high end systems . Continuing the test, the results of the ISO test over the POS AV 410 

data is shown in Figure 5-14 and Table 5-17. 

 

Table 5-17:  ISO Results of the DSS Ajax POS AV 410 data, Control Free vs. 1 Center 
GCP Solution 

 
 Control Free 1 Center GCP Used 

Check Point RMS Check Point RMS # of 
Strip X (m) Y (m) Z (m) 

Py RMS 
(µm) X (m) Y (m) Z (m) 

Py RMS 
(µm) 

1 0.23 0.23 0.14 3.7 0.18 0.15 0.03 3.7 
2 0.20 0.14 0.42 5.1 0.18 0.15 0.40 5.1 
3 0.13 0.20 0.41 5.1 0.14 0.21 0.41 5.2 
4 0.12 0.14 0.54 5.1 0.12 0.14 0.53 5.1 

Full 0.24 0.15 0.54 5.1 0.24 0.15 0.54 5.1 
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ISO Result - DSS Ajax POS AV 410, 1 Strip

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

2 3 4 5 6 7 8 9
Point Per Von Gruber

C
he

ck
 P

oi
nt

 R
M

S 
(m

)

Easting
Northing
Vertical

Py RMS = 4 umX = 0.25 m
Y = 0.24 m
Z = 0.12 m

 

ISO Result - DSS Ajax POS AV 410, 2 Strips
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ISO Result - DSS Ajax POS AV 410, 3 Strips
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ISO Result - DSS Ajax POS AV 410, 4 Strips
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ISO Result - DSS Ajax POS AV 410, Full Block

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

2 3 4 5 6 7 8 9
Point Per Von Gruber

C
he

ck
 P

oi
nt

 R
M

S 
(m

)

Easting
Northing
Vertical

Py = 5 umdx = 0.24 m
dy = 0.15 m
dz = 0.54 m

 

Figure 5-14:  ISO Results of the DSS Ajax POS AV 410 Data (Control Free) 
(see Appendix A-5) 
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Although the ISO solution is very stable in all cases, a slight degrade in position accuracy 

happens. With the high performance data delivered by quality control, the geometry given 

by Direct Georeferencing is accurate enough. From the 1:20000 photo scale result of 

PASCO 310, a small scale image block does not receive any benefit from running ISO in 

addition to QC; and a similar case is observed here. Also, when one center GCP is used to 

perform ISO on a single strip of data, position accuracy is improved significantly. This is 

similar to the case when running ISO on the DMC F-block with single GCP. The geometry 

of the single strip data allows a better fit with the ground when GCP is used, resulting in an 

overestimated accuracy when comparing with only one check point available in the strip. If 

more check points can be used, the RMS check point residual is more realistic. 

 

5.3. Performance of Less Accurate GPS/IMU Data, Simulation vs. Real 
Data 

 

From the PASCO 310 data, a significant improvement has been achieved after QC. But, the 

same improvement cannot be achieved in the simulated data. Understanding this requires 

the observation of the IMU data from both the simulated and real data. Recall that IMU 

error consists of deterministic and stochastic parts, and the deterministic type of error can 

be minimized by the Kalman Filter through proper error modelling. Since the stochastic 

error can only be minimized, it becomes the major interest of the less accurate GPS/IMU 

data simulation. Therefore, the simulation is focused on the addition of stochastic errors 
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onto the IMU raw data, to achieve poorer attitude accuracy as compared to a high accuracy 

IMU system. This is evaluated through the ensemble result with Monte Carlo Analysis. But, 

the PASCO 310 data is only a single mission on a less accurate GPS/IMU system. 

Statistically, such a result can not represent the actual performance of the system unless 

multiple missions are collected and analysis is done thoroughly. It is highly possible that 

the data is accidentally at the lower boundary of the uncertainly/randomness in the 

stochastic error of the IMU. During DGPS/IMU data post-processing a relaxed solution is 

determined because a POS AV 310 error model is used. But, when the data is quality 

controlled, the remaining deterministic errors are minimized, leaving the stochastic part 

which has a close performance to a high accuracy IMU. Proving this will require the 

observation of the RMS boresight residual of all the less accurate GPS/IMU data, as listed 

in Table 5-18. 

Table 5-18:  Boresight RMS Residual of Less Accurate GPS/IMU Data 
 

Boresight RMS Residual  
Tx (deg) Ty (deg) Tz (deg) 

PASCO 310 0.003 0.002 0.003 
PhotoScience UofK POS 

AV 310 Simulation 0.007 0.007 0.028 

DMC Alaska POS AV 310 
Simulation 0.005 0.004 0.016 

DSS Ajax POS AV 310 
Simulation 0.009 0.006 0.021 

 

The boresight residual has some correlation with the attitude accuracy of the system 

(section 4.3.1). From Table 5-18, it can be seen that the boresight RMS residual of the 
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PASCO 310 data is very close to the case of a POS AV 510 system, such as the 

PhotoScience UofK and the two DMC flights. On the other hand, the simulated data has a 

higher boresight residual, especially in the Tz component. This indicates that the simulated 

data has poorer attitude accuracy in the data. This is mainly due to the stochastic error 

introduced to the raw IMU data. While only the PASCO 310 data has been collected by the 

real POS AV 310 system, the single flight cannot truly present a less accurate GPS/IMU 

data because of the randomness in the stochastic error. instead, the simulation results shows 

the worst case scenario and provides an important measure on what will happen when a less 

accurate IMU is used in practice. But, the PASCO 310 results should not be ignored 

because it is a real dataset, this leaves an important factor that the uncertainty in a less 

accurate GPS/IMU system should be studied thoroughly. To understand if there is any 

correlation with the efficiency of ISO, thorough analysis should be carried out repeatedly 

on a single system, using the same project area, to observe the possibility of performance 

change from mission to mission. 

 

5.4. Calibration Error and ISO 
 

This section is dedicated to investigate the efficiency of ISO under calibration errors. By 

inserting some calibration errors into the EO parameters, ISO is performed to analyze 

whether the process can minimize the errors in a control-free environment or not. The 

errors that are tested include: the IMU/imaging sensor lever arm, the boresight errors and 
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the synchronization errors. These error sources are chosen because they are the major 

parameters in the transformation of post-processed GPS/IMU data to EO parameters. If 

these errors exist and quality control cannot be performed to detect and remove them, 

because post-processed GPS/IMU data is not available, the user can only rely on ISO to 

compensate for these errors by refining the EO parameter directly. Therefore, the following 

test can be used to understand the limitations of ISO.  

 

Unlike other datasets which only have 1 flying height, the selected dataset is the PASCO 

310 which has 3 project scales to provide more detailed comparisons. In addition, a film 

camera has poorer geometric and radiometric resolutions and therefore the results can be 

considered as a worst case scenario. Based on the block combinations from Table 5-19, 

calibration errors are applied to the EO parameters on the three photo scales (Block 1-3). 

Multiple scale combinations (Block 4-6) are not considered in this test because it usually 

happen in airborne calibration only but not in actual mapping project.  And, if multiple 

scale or cross strip is available in the project, QC should able to identify the problem 

beforehand (section 2.3.4). 
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Table 5-19:  Combinations of Calibration Error applied to the PASCO 310 EO 
Parameters 

 
Error Type Description 

1 0.1m Lever Arm on X-axis 
2 0.1m Lever Arm on Y-axis 
3 0.1m Lever Arm on Z-axis 
4 0.1m Lever Arm on all axes 
5 10amin Boresight Error on Tx 
6 10amin Boresight Error on Ty 
7 10amin Boresight Error on Tz 
8 10amin Boresight Error all axes 
9 1ms Synchronization Error 

 

Table 5-20, Table 5-21 and Table 5-22 present the EO analysis results after calibration 

errors are applied in Block 1, Block 2 and Block 3, respectively. The quality controlled EO 

analysis result is placed on the top of the table, named as QC’d for accuracy comparison. 

 

Table 5-20:  PASCO 310 Block 1 EO Analysis result after Calibration Error applied 
 

Check Point RMS (Block 1) Error 
Type X (m) Y (m) Z (m) 

Py RMS 
(µm) 

QC’d 0.17 0.07 0.16 14.9 
1 0.17 0.10 0.16 15.0 
2 0.08 0.07 0.16 14.9 
3 0.17 0.07 0.09 14.8 
4 0.08 0.10 0.09 14.9 
5 1.83 0.08 0.65 18.4 
6 0.24 1.74 0.85 96.5 
7 0.46 0.61 0.17 270.1 
8 1.91 1.89 1.04 276.8 
9 0.17 0.07 0.16 22.7 
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Table 5-21:  PASCO 310 Block 2 EO Analysis result after Calibration Error applied 
 

Check Point RMS (Block 2) Error 
Type X (m) Y (m) Z (m) 

Py RMS 
(µm) 

QC’d 0.13 0.08 0.18 12.3 
1 0.13 0.10 0.18 12.4 
2 0.16 0.08 0.18 12.3 
3 0.13 0.08 0.14 12.3 
4 0.16 0.10 0.14 12.3 
5 3.37 0.13 1.31 16.1 
6 0.36 3.47 1.70 97.3 
7 0.87 1.26 0.20 265.1 
8 3.44 3.46 2.15 303.6 
9 0.13 0.08 0.18 12.6 

 
 

Table 5-22:  PASCO 310 Block 3 EO Analysis result after Calibration Error applied 
 

Check Point RMS (Block 3) Error 
Type X (m) Y (m) Z (m) 

Py RMS 
(µm) 

QC’d 0.42 0.24 0.29 15.6 
1 0.42 0.28 0.49 21.7 
2 0.47 0.26 0.55 20.0 
3 0.42 0.25 0.43 18.5 
4 0.47 0.29 0.52 23.2 
5 8.60 0.39 2.69 16.8 
6 0.92 8.92 3.93 69.2 
7 1.98 2.84 0.40 275.2 
8 9.14 9.01 4.93 286.7 
9 0.41 0.27 0.50 20.6 

 

From the above tables, it is clear that the lever arm and synchronization error has the least 

influence on the ground accuracy. First, for the lever arm error, the magnitude of error 

projected on each axis depends on the flight dynamics. Since aircraft motion is fairly stable 

during image acquisition, the corresponding position error can be observed directly, with a 
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slight degradation in y-parallax (+/- 0.1 µm on 1:4000 and 1:8000, +/- 6.0 µm on 1:20000). 

Secondly, while synchronization error behaves similarly to the x-lever arm error (section 

2.3.4), at an aircraft speed of 60-65 m/s, the 1 ms synchronization error introduces about 6 

cm navigation errors along the flight direction. The corresponding position error has similar 

magnitude as the one generated by lever arm error. However, boresight error has a 

significant influence on ground accuracy and y-parallax. While attitude is amplified by 

flying height, at 1:20000, check point residuals are increased by 20 times, with a parallax 

level of at least 10 pixels. Through the above results, boresight mis-alignment is the most 

important system calibration parameter to be considered, as the correlation with position 

accuracy is significant. 

 
The results of running ISO with calibration errors in the EO parameters are shown in Table 

5-23, Table 5-24 and Table 5-25 for Block 1, 2 and 3, respectively. In the first column of 

the test result, an error type of ISO represents the statistics shown in Figure 5-9, which is 

the ISO result when no error is introduced. In addition, the results of two PPVG values, 2 

and 9 are presented to analyze the performance when a different number of tie points are 

used. 
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Table 5-23:  ISO result of PASCO 310 Block 1 (Calibration Error Inserted) 
 

Block 1 
PPVG = 2 PPVG = 9 

Error 
Type 

X (m) Y (m) Z (m) Py RMS 
(µm) X (m) Y (m) Z (m) Py RMS 

(µm) 
ISO 0.09 0.10 0.18 5.7 0.10 0.12 0.19 5.1 

1 0.09 0.10 0.18 7.6 0.11 0.11 0.19 7.1 
2 0.08 0.10 0.18 7.0 0.10 0.12 0.19 6.7 
3 0.08 0.10 0.10 7.1 0.10 0.12 0.11 6.8 
4 0.08 0.10 0.10 7.3 0.11 0.11 0.10 7.0 
5 0.12 0.10 0.17 18.3 0.12 0.11 0.18 12.0 
6 0.08 0.10 0.19 17.4 0.10 0.12 0.20 11.3 
7 0.08 0.10 0.18 9.0 0.11 0.12 0.19 7.5 
8 0.12 0.10 0.17 24.9 0.12 0.11 0.18 15.3 
9 0.08 0.10 0.19 7.2 0.11 0.11 0.19 6.8 

 
 
 

Table 5-24:  ISO result of PASCO 310 Block 2 (Calibration Error Inserted) 
 

Block 2 
PPVG = 2 PPVG = 9 

Error 
Type 

X (m) Y (m) Z (m) Py RMS 
(µm) X (m) Y (m) Z (m) Py  RMS 

(µm) 
ISO 0.12 0.12 0.20 5.5 0.12 0.12 0.22 5.2 

1 0.14 0.13 0.21 5.1 0.13 0.13 0.22 5.1 
2 0.13 0.12 0.21 4.7 0.12 0.12 0.22 4.8 
3 0.12 0.12 0.12 4.7 0.12 0.12 0.14 4.8 
4 0.14 0.13 0.13 5.1 0.13 0.13 0.14 5.1 
5 0.13 0.13 0.23 15.0 0.11 0.13 0.22 10.4 
6 0.13 0.11 0.20 15.2 0.12 0.11 0.22 10.5 
7 0.13 0.12 0.20 6.7 0.12 0.12 0.22 5.7 
8 0.13 0.11 0.22 21.4 0.11 0.12 0.22 14.3 
9 0.13 0.12 0.21 4.9 0.13 0.13 0.22 5.0 
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Table 5-25:  ISO result of PASCO 310 Block 3 (Calibration Error Inserted) 
 

Block 3 
PPVG = 2 PPVG = 9 

Error 
Type 

X (m) Y (m) Z (m) Py RMS 
(µm) X (m) Y (m) Z (m) 

Py 
RMS 
(µm) 

ISO 0.35 0.23 0.45 6.6 0.33 0.22 0.44 6.2 
1 0.35 0.22 0.44 5.8 0.33 0.20 0.41 5.8 
2 0.35 0.23 0.46 5.8 0.33 0.22 0.44 5.8 
3 0.35 0.23 0.36 5.8 0.33 0.22 0.35 5.8 
4 0.36 0.22 0.35 5.8 0.34 0.23 0.47 5.8 
5 0.39 0.26 0.57 17.3 0.34 0.23 0.47 10.7 
6 0.35 0.32 0.69 17.0 0.33 0.26 0.56 10.5 
7 0.34 0.23 0.45 8.0 0.33 0.22 0.44 6.5 
8 0.37 0.34 0.78 24.2 0.34 0.27 0.60 14.1 
9 0.35 0.22 0.45 5.8 0.33 0.21 0.42 5.8 

 

From the above tables, it can be seen that lever arm error on x and y axis can be 

compensated by ISO using imagery taken from the opposite flight line, with only a 

minimum number of tie points. But, the offset on z-axis cannot be fixed and remained as a 

constant bias to the solution. When the error magnitude is within the accuracy of the 

ground control, at least several well distributed GCP might be needed to compensate for the 

position error. On the other hand, synchronization error can be compensated by ISO 

because it has similar behaviour as x lever arm error, which mostly only influences the 

horizontal component because of the fairly stable aircraft motion during image acquisition. 

Again, only a minimum number of tie points are required to resolve the synchronization 

error. For boresight error, the condition is different. In 1:4000 and 1:8000 image block, ISO 

can compensate the position error and bring down the y-parallax level significantly. But, to 
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reach the same level of y-parallax as in other cases, a significant number of tie points are 

required. The 1:20000 image block has difficulty resolving the position error introduced by 

boresight error from both Tx and Ty, especially in the vertical component. Since attitude 

error and position accuracy are highly correlated in small scale mapping, this limits the ISO 

to improve the vertical accuracy, even if large numbers of tie points are used. Similar cases 

have happened in the DSS Ajax for a scale of 1:20000 / 0.18 GSD. From the above results, 

the importance of correct system parameters is addressed, as some errors can not be 

compensated easily through the use of ISO. 
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CHAPTER SIX: IMPACT OF DIRECT GEOREFERENCING ON 
MAPPING PRODUCT 

 

This chapter investigates the influence of Direct Georeferencing over the mapping 

procedure. Figure 6-1 illustrates the difference of workflow between tradition aerial 

mapping using film camera and the latest digital sensor with Direct Georeferencing System. 

 
Traditional Aerial Mapping 

using Film Camera
Aerial Mapping using Digital 

Sensor and DG System

Digital Image 
Acquisition

Image 
Scanning

Image Negative 
Acquisition

Interior 
Orientation

Tie Point Collection 
on Image Block

Aerial Triangulation 
(GCP required)

Quality Control 
(optional use of GCP)

DEM Extraction

Orthophoto

Tie Point Collection 
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EO Computation 
from GPS/INS Data

Film 
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on QC Block

(optional)

EO Computation 
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Film 
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Figure 6-1:  Illustration of Aerial Mapping Workflow using Traditional Technique 
and Latest Technology 
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Clearly, the benefit of digital sensor and DG system combination can be observed through 

the simplified procedure. The time consuming and costly steps of image scanning, GCP 

availability, and tie point collection / aerial triangulation are not required. Such 

improvements in mapping workflow allow users to perform Fast DEM Generation and 

Orthophoto Production and to have Near Real-time Data for Rapid Response applications. 

 

6.1. Fast DEM Generation and Orthophoto Production 
 

To be considered as Fast DEM Generation and Orthophoto Production, the expected time 

of delivery is in hours after data acquisition. To illustrate the fast product delivery, the DSS 

Ajax flight is used to perform the fast procedure as shown in right side of Figure 6-1 [Ip et 

al (2004a)]. Table 6-1 shows the approximate processing time of each task. The 

information about hardware and software used in the orthophoto production is listed in 

Table 6-2. The extracted DEM and the orthophoto product are shown in Figure 6-2. 

 

Table 6-1:  Approximate Processing Time for Fast DEM Generation and Orthophoto 
Production 

 
Task Approximate Processing Time 

Image Processing 15 minutes 
GPS/IMU Data Processing 30 minutes 
Quality Control (including 
automatic tie point collection) 15 minutes 

DEM extraction at 5m resolution 15 minutes 
Orthophoto Production with Color 
Balancing at 0.2m GSD 60 minutes 

Total Time 195 min / 3.3 hour 
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Table 6-2:  Hardware and Software Specification 
 

Software/Hardware Processing Time 
Processor Intel Pentium 4 @ 2.8GHz 
RAM 2 Gigabytes 
Storage 250 Gigabytes 
Video Adapter PNY NVIDIA FX-1000 with Stereo 
DGPS/IMU Post Processing Applanix POSPacTM 4.2 
Automatic Tie Point Collection ZI/Imaging ISAT 
Quality Control Applanix POSCalTM

DEM Extraction Leica Photogrammetry Suite (LPS) 
Orthophoto Production Leica Photogrammetry Suite (LPS) 

 

 
 

Figure 6-2:  Extracted DEM and Fast Orthophoto from the DSS Ajax Flight 
(Ip et al, 2004a) 
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Table 6-1 shows that within 3.5 hour, an orthophoto using 72 images covering a 2.7 km x 

5.1 km area can be produced using self-extracted DEM. While the whole South Ontario 

mission (total of 2 hour) is processed, the DGPS/IMU data post-processing time takes little 

longer. If only the Ajax flight is concerned, expected processing time can be reduced to ~15 

minutes. Notice that the orthophoto production takes 4 times the processing time than the 

DEM self-extraction. This is related to the color balancing algorithm used to create the final 

mosaic. Processing time can be reduced with simpler algorithm but it might influence the 

image quality, especially on the overlapping areas. Using the self-extracted DEM, no extra 

cost is needed to collect elevation points through LIDAR or to purchase from a mapping 

firm/agency. In addition, the self-extracted DEM provides consistency with the ground 

feature. In the project area, some parts are newly developed residential areas. When using a 

1:50000 DEM (dated 2001) purchased from National Resource in May 2004, a mis-match 

happened and the resulting orthophoto created large position offset in the new residential 

area. Therefore, DEM self-extraction is the cost efficient choice to acquire the elevation 

model for the project area when existing DEM is not available or out of date. After the 

orthophoto production, the next step is to analyze the accuracy. To do so, the available 

check points in the area are measured on the orthophoto and the statistical report is shown 

in Table 6-3. 
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Table 6-3. Orthophoto Check Point Residuals 
 

 dX dY 
 (m) GSD (m) GSD 
Min -0.09 -0.5 -0.28 -1.4
Max 0.67 3.4 0.59 3.0
Mean 0.02 0.1 0.06 0.3
RMS 0.29 1.5 0.30 1.5
# GCP 40 

 

From the results in Table 6-3, it can be seen that the orthophoto created through the fast 

algorithm still maintained relatively high horizontal accuracy. Having a pixel size of 0.2m, 

the RMS error of check point residuals is not more than 1.5 pixels (i.e.0.3m in the ground). 

Such accuracy meets orthophoto mapping standards such as the USGS standard as shown 

in Table 6-4. 

 

Table 6-4. USGS. Orthophoto Horizontal Accuracy Requirement 
 

Map Scale Horizontal Accuracy 
Requirement 

     1 : 24,000      +/- 12 m 
     1: 12,000      +/- 10 m 
     1 : 1,200      +/- 1 m 
     1 : 600      +/- 0.5 m 
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6.2. Near Real-time Data for Rapid Response 
 

While fast orthophoto takes at least an hour or two to create, another application requires a 

much faster delivery time – Rapid Response Application. This is another type of 

application which requires Near Real-Time Data for emergency purposes such as forest fire 

fighting, flooding and earthquake mapping, etc. The main objective is to collect imagery 

data right after the emergency event happens and to be able to deliver orthophotos 

(individual or mosaic) as soon as possible after the aircraft lands. Traditional aerial 

mapping procedures are not suitable, even with a digital camera because there is no time 

available to spend in collecting tie points and performing aerial triangulation. In addition, 

for the case of emergency, most likely ground control points will not be available on site. 

So, the only solution is to use DG on a digital camera which is light weight with great 

mobility and therefore can be installed on a helicopter or small single engine aircraft for 

quick access to remote areas. Delivering orthophoto in near real-time, real time GPS/IMU 

measurement is used to determine the corresponding EO parameter for the acquired 

imagery. In addition, a special orthophoto engine is required to orthorectify the imagery 

“on the fly”. The challenge is the real-time navigation accuracy, especially in attitude 

determination, which correlates with the use of aerial platform. In addition to navigation 

accuracy, data processing is another factor. Although the algorithm behind orthophoto 

creation is very simply, the handling of large amounts of data is an issue because the image 
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acquisition cycle is faster than the development of the image file. Therefore, research in 

handling such a large amount of data is in development to avoid data latency.  

 

Currently, some additional engines are in development to fit certain applications. For 

example, in the case of forest fire mapping, in addition to delivering orthophotos of the fire 

site to the ground command centre for mission planning, potential hot-spots also need to be 

detected. Using a hot-spot detection engine, the potential spot is first located on the image, 

then the georeferenced location is determined using the real-time EO parameters and 

reported to ground crews. Such a system using Infrared Camera with real-time GPS/IMU 

technology is in development at The University of Calgary [Wright and El-Sheimy (2001)]. 
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CHAPTER SEVEN: CONCLUSIONS AND RECOMMENDATIONS 
 

7.1. Conclusions 
 

In the first part of the research, two types of Image Georeferencing approaches were 

discussed: Direct Georeferencing (DG), and Indirect Georeferencing. Through the OEEPE 

test in 2001 and other independent researches, the concept of Integrated Sensor Orientation 

(ISO) has been introduced which combines the benefits from both Direct and In-Direct 

Georeferencing. Using only collected tie points, ISO allows the DG system error discussed 

in Chapter 2 to be minimized by refining the EO parameters and calibration parameters 

directly. But, the cost efficiency of ISO is in question because of the time consuming part – 

tie point collection over the whole image block. In projects having large number of imagery 

and ground coverage, such as large area mapping using film camera, the whole process can 

become inconvenient. Furthermore, ISO is fundamentally limited to stereo collects only, 

while an existing DEM, Direct Georeferencing can be used to generate orthomosaic 

products without the need to fly significant overlap. This can save both time and cost. 

 

A simplified version of ISO is ideal for performing Quality Control for Direct 

Georeferencing. In this case only a small image block is used to refine the system 

calibration parameters, which are then applied when generating the EO from the IMU/GPS 

solution for the rest of the mission. This method also applies to strip/corridor projects or 
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monoscopic collects (i.e. mapping using an existing DEM without the need to fly stereo 

imagery) since the QC block can be acquired before or after the mission. The following 

summarizes the findings on the use of ISO for Quality Control. 

 

• Quality Control can be used to improve both relative and absolute accuracy in a 

ground control-free environment when using a high accuracy GPS/IMU (similar 

performance as the POS AV 410 and 510 systems) that meets specifications for 

Direct Georeferencing. A Minimum QC block size should be 3x8 to provide strong 

enough geometry, especially on side overlap. When local datum shift needs to be 

determined, one or more GCPs must be used. 

• Only a minimum number of tie points are required for Quality Control; when an 

advanced automatic tie point collection module is used, the average requirement is 

between 15 – 20 tie points per image.  

• Quality Control on a high accuracy GPS/IMU data delivers ~1 pixel relative 

accuracy in all imaging sensors tested, including the film camera, the DMC and the 

DSS, which is accurate enough for most stereo and mapping application. On the 

other hand, absolute accuracy is close to the expected value when considering both 

GCP accuracy and ground sample distance of the image.  

 

 



  149 

 
 

Assuming the QC concept is applied when using Direct Georeferencing, the question then 

becomes what additional benefits can ISO bring when stereo imagery is available? The 

following summarizes the findings in this research. 

 
• Integrated Sensor Orientation is not necessary for quality controlled high accuracy 

GPS/IMU data except for large scale mapping projects requiring centimetre level of 

ground accuracy, which need a y-parallax level better than 1 pixel. 

• Using quality controlled less accurate GPS/IMU data (similar performance as the 

POS AV 310 system), performing ISO under the ground control-free environment 

has the most benefit on film camera data, in which both relative and absolute 

accuracy can be improved. In the case of digital cameras, only relative accuracy 

improvements can be observed. 

• The use of ground control points in Integrated Sensor Orientation gives the most 

benefit on strip/corridor data, which improves the weak geometry due to the lack of 

side overlap. For block imagery, it is not necessary unless local datum shift needs to 

be resolved. 

• In Lever arms, boresight and synchronization errors can be compensated through 

Integrated Sensor Orientation directly. Difficulty is observed when correcting error 

in the vertical/height component, leaving some parallax but in acceptable levels. 

Some difficulty encounters when compensating boresight error in small scale image 

blocks due to correlation with attitude accuracy from GPS/IMU system 
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• If uncertainty exists in collecting tie points on areas with little ground features, the 

Integrated Sensor Orientation approach might result in a divergent solution. 

 

7.2. Recommendations 
 

Based on the discussion and result of the research, the following recommendations are 

made for the use of Direct Georeferencing, Quality Control and Integrated Sensor 

Orientation. 

 

7.2.1. Direct Georeferencing 
 
 

• Proper Mission planning is very important for the use of Direct Georeferencing. 

This includes the collection of basestation data, minimum flight dynamics (banking 

angle) and periodical manoeuvre. These enhance data integrity over the whole 

mission to avoid data gap or poor measurements due to heading drift. 

• System parameters must be well calibrated, this includes:: system initialization, 

approximate GPS/IMU lever arm, proper IMU/Imaging Sensor lever arm, boresight 

value, camera parameters and sensor synchronization. Any error from above can 

degrade the system performance. Proper calibration reports should be available at 

all times, even though Quality Control and Integrated Sensor Orientation can be 

used to minimize the residual errors. 
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• The use of a high quality GPS/IMU system is highly recommended from an 

operational point of view, especially with the benefits for strip/corridor projects and 

the compatibility with all imaging senor tested. Pixel accuracy delivered by quality 

control data is efficient for most mapping and stereo applications. 

 

7.2.2. Quality Control and Integrated Sensor Orientation 
 
 

• Quality Control should be performed whenever it is possible, to confirm the 

stability of system parameters and data integrity. 

• Under the strong correlation between boresight and camera parameter, camera self-

calibration should be avoided when multiple scale imagery is not available, unless 

camera instability is confirmed. 

• Ground features are very important to deliver high quality image measurements for 

Quality Control. Therefore, QC block selection should avoid areas with lots of 

vegetation; residential areas are preferred. 

• Integration with photogrammetry softcopy is greatly recommended, advanced tie 

point collection strategies are required to deliver only the best quality image 

measurements using the least amount of processing time with the help of the seed 

EO parameters from the DG system. 
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• For projects with existing DEM, ground coverage can only be maximized by 

reducing overlapping areas to sufficient levels Data integrity can be confirmed 

through QC block being flown before or after the mission. 

• While the Integrated Sensor Orientation approach is based on GPS/IMU assisted 

bundle adjustment, several parameters must be considered: standard deviation of 

EO parameters, quality of tie point measurements and percentage of image 

overlapping. These parameters are highly correlated with the performance of ISO 

• Performing ISO on strip/corridor project is not recommended. Under a ground 

control-free environment, the stability (especially along flight direction) is poor. 

Large numbers of tie points are required in forward overlapping areas to strengthen 

the geometry and therefore the cost efficiency of ISO is greatly reduced. 

• There is a strong potential for a less accurate GPS/IMU system in conjunction with 

the use of Integrated Sensor Orientation, providing a less expensive alternative for 

users always acquiring images in a block. 

 

7.3. Recommendation on Future Research 
 
 

• It will be very useful to analyze flight data from the ADS40 system, as 3-line 

scanner technique is used in image acquisition. 

• More tests on real data from commercial less accurate GPS/IMU data integrated 

with different sensor types are necessary. The uncertainty in attitude accuracy is 
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needed to be analyzed thoroughly to understand if the PASCO 310 results is an 

exceptional case or not. 

• The price difference between Tactical grade and MEMS IMU has a strong potential 

to deliver a very low cost GPS/IMU system. However, the uncertainty in IMU 

performance also needs to be analyzed thoroughly. 
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APPENDIX A: DATASET INFORMATION 
 

A-1. PhotoScience UofK Flight 
 

Project AreaProject Area

 

Figure A-1: Flight Trajectory of PhotoScience UofK Data 
 

 
 

Figure A-2: Block Configuration of PhotoScience UofK Flight 
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A-2. PASCO Toyonaka City Flight 
 

 
Figure A-3: Flight Trajectory of PASCO 310 Data 

 
 

Figure A-4: Block Configuration of PASCO 310 Flight 
(Figure shown is based on relative size between each image block) 
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A-3. DMC Alaska Flight 
 

 
 

Figure A-5: Flight Trajectory of DMC Alaska Data 
 

 
 

Figure A-6: Block Configuration of DMC Alaska Flight 
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A-4. DMC F-Block Flight 
 

 
 

Figure A-7: Flight Trajectory of DMC Alaska Data 
 

 
 

Figure A-8: Block Configuration of DMC Alaska Flight 
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A-5. DSS Ajax Flight 
 

 
Figure A-9: Flight Trajectory of DSS Ajax Data 

 
Figure A-10: Block Configuration of DSS Ajax Flight 
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A-6. DSS Japan Data 
 

 
 

Figure A-11: Flight Trajectory of DSS Japan Data 
 

 
 

Figure A-12: Block Configuration of DSS Japan Flight 
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Figure A-13: Flight Dynamics of DSS Japan Data 
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APPENDIX B: SYSTEM SPECIFICATIONS 
 

B-1. Applanix POS AV Specification 
 

Table B-1:  Detail Specification of the POS AV Systems 
(Courtesy of Applanix Corporation) 

 
 POS AV 510 POS AV410 POS AV 310 
Noise (deg/sqrt(hr)) 0.02 0.07 0.15 
Drift (deg/hr)2 0.1 0.5 0.5 
Post-Processed Accuracy  
   Position (m) 0.05 – 0.3 0.05 – 0.3 0.05 – 0.3 
   Roll and Pitch (deg) 0.005 0.008 0.013 
   True Heading (deg) 0.008 0.015 0.035 
   Velocity (m/s) 0.005 0.005 0.075 
RTK  
   Position (m) 0.1 – 0.3 0.1 – 0.3 0.1 – 0.3 
   Roll and Pitch (deg) 0.008 0.015 0.03 
   True Heading (deg) 0.04 0.04 0.07 
   Velocity (m/s) 0.01 0.01 0.01 
DGPS    
   Position (m) 0.5 – 2.0 0.5 – 2.0 0.5 – 2.0 
   Roll and Pitch (deg) 0.008 0.015 0.03 
   True Heading (deg) 0.05 0.05 0.08 
   Velocity (m/s) 0.05 0.05 0.05 
C/A    
   Position (m) 4.0 – 6.0 4.0 – 6.0 4.0 – 6.0 
   Roll and Pitch (deg) 0.008 0.015 0.03 
   True Heading (deg) 0.07 0.08 0.10 
   Velocity (m/s) 0.05 0.05 0.05 
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B-2. Leica Geosystems ADS40 Specification 
 

Table B-2:  Detail Specification of the ADS 40 
 (Courtesy of Leica Geosystems) 

 

Camera Heads 2 * 12 k Panchromatic 
4 * 12 k Multispectral 

Focal Length 100 mm 
Pixel Size 3.25 µm 
Radiometric Resolution 8 bits 
DG System Applanix’s POS AV 510 
Storage Up to 1 Terabytes 

 

B-3. ZI/Imaging DMC Specification 
 

Table B-3:  Detail Specification of the DMC 
 (Courtesy of ZI/Imaging) 

 

Camera Heads 4 * 7 k x 4 k Panchromatic  
4 * 3 k x 2 k Multispectral 

Focal Length 120 mm 
Pixel Size 12 µm 
Radiometric Resolution 12 bits 
DG System Applanix’s POS AV 

Camera Mount Gyro Stabilized with 
Suspension 

Motion Compensation Forward, Electronic 
Storage 280 Gigabytes per Drive 
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B-4. Vexcel UltraCam Specification 
 

Table B-4:  Detail Specification of the UltraCAM 
 (Courtesy of Vexcel) 

 

Camera Heads 11.5 k x 7.5 k Panchromatic 
3.7 k x 2.4 k Multispectral 

Focal Length 100 mm for Panchromatic 
28 mm for Multispectral 

Pixel Size 9 µm 
Radiometric Resolution 12 bits 

DG System IGI’s Aerial Control or 
Applanix’s POS AV 

Motion Compensation Forward, TDI-controlled 
Storage 1.5 Terabytes 

 

B-5. Applanix DSS Specification 
 

Table B-5:  Detail Specification of the DSS 
 (Courtesy of Applanix Corporation) 

 

Camera Heads 4k x 4k Color (VIS) 
or ColorIR (CIR) 

Focal Length 55 mm for VIS/CIR 
Optional 35mm for VIS 

Pixel Size 9 µm 
Radiometric Resolution 12 bits 
DG System Applanix’s POS AV 410 

Camera Mount 
Azimuth Mount, Single Axis 

with Shock/Vibration 
Isolation 

Storage 80 Gigabytes per Drive 
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APPENDIX C: DERIVATION OF EQUATIONS 
 

C-1. Equations for DG System Error Budget Analysis 
 

Determination of y-parallax through Collinearity Equation 
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and 
 
m      Rotation in Space 
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and perform partial derivative on each component with respect to Py 
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The following are partial derivative of rotation matrix (m) with respect to the EO 

parameters 
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Finally, the error model Pyσ of Direct Georeferencing can be formulated as following, 

σ represent the stand standard of the EO parameters 
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