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ABSTRACT

As the distance between a GPS mobile user and a reference receiver increases,

differential GPS (DGPS) positioning errors become more decorrelated.  These distance-

dependent errors include ionospheric, tropospheric, and satellite orbit errors that do not

cancel or reduce as they do for short baseline cases.  This limits the ability for carrier

phase ambiguities to be resolved and results in a poorer positioning accuracy.  Over the

past few years, a significant amount of research has been conducted on the formulation of

carrier phase corrections using multiple reference stations in order to enhance ambiguity

resolution and to increase the distances over which precise positioning can be achieved.

Recently the use of a network of multiple GPS reference stations for generating carrier

phase based corrections has emerged with great promise for use in real-time

environments. However, little research has been conducted on the distribution of these

corrections to potential GPS users located within, and surrounding, the network coverage

area. This is an integral part of real-time kinematic DGPS and it must be adequately

addressed before a practical realization of the multi-reference station concept is

implemented.

In order to assess the positioning performance, it is important to know how the

corrections change over the network area.  This involves examining issues such as the

spatial and temporal parameterization of these corrections and the correction transmission

rate.  This thesis investigates two methods for parameterizing corrections, namely

generating a correction grid for the desired coverage area on an epoch-by-epoch basis as
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well as approximating the correction behavior by a low-order surface.  Advantages and

disadvantages associated with each method are also discussed and supported with

network data results.  From a real-time implementation perspective, the correction update

rate is evaluated as a function of position accuracy.   Results on the spatial and temporal

behavior of the errors over a permanent array of reference stations located in Sweden are

presented with an emphasis on the overall effect in the position domain.
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Chapter 1

INTRODUCTION

1.1 Background

Over the years, the Global Positioning System (GPS) has evolved into a significant tool

for civilian navigation and positioning.  Today new and challenging applications are

emerging which demand that this tool is used to its maximum potential.  In this view, the

key motivation of this thesis is to establish a means whereby users of GPS can obtain

very high accurate positions (at the centimetre-level) for a number of applications.

The use of a reference station generating corrections for various error sources, to be

applied to a rover/user station and known as differential GPS (DGPS), is a common

method for achieving higher accuracy (Leick, 1995).  However, as the civilian

community of GPS users increases and the range in applications grows, the limits of the

accuracy envelope are being stretched even further.  This has prompted the development

of a relatively novel concept whereby multiple reference stations are used to generate

corrections for error sources which routinely inhibit the achievable accuracy level.
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To date, numerous regional networks consisting of an established array of permanent

reference stations are scattered throughout the world.  With these infrastructures in place,

it was only a matter of time before multiple reference station algorithms would be

developed which employ the network concept.  Such algorithms include the partial

derivative algorithm (Wübbena et al., 1996; Varner, 2000), the linear interpolation

algorithm (Wanninger, 1995; Han and Rizos, 1996), and the condition adjustment

algorithm (Raquet, 1998), to name a few.  An overview of these methods is also provided

in Fotopoulos and Cannon (2000b).  Regardless of the method/algorithm employed, they

are all subject to the disturbances caused by the atmosphere (labeled as ionosphere and

troposphere for GPS purposes) and inaccuracies in the satellite orbit prediction, not to

mention multipath and receiver noise errors.  For high accuracy positioning applications

such as post-glacial rebound studies, long-term deformation monitoring, and other

geophysical surveying areas, these arrays have been instrumental for providing

positioning information, since the errors can be modelled in post-mission using large

volumes of archived data to derive observed positions.  However, for many applications

this post-mission information and analysis is insufficient.  Users require data and position

information ‘as it happens’, thus pushing the need for higher accuracy in (near) real-time.

Real-time applications include navigating vehicles on land, navigating ships in marine

environments, earthquake monitoring, and so on.  Thus, the problem increases in

complexity to include cm-level accuracy in real-time.
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Real-time applications pose a challenging area of research for many users, as it is

difficult to predict the behaviour of detrimental error sources at every epoch in time.

Global indicators of the level of atmospheric activity available to GPS users have limited

usefulness for a user who is only affected by very local phenomena.  In this respect, the

regional network, spanning a limited area over a few hundreds of kilometres in latitude

and longitude, can benefit the user by providing valuable information regarding the local

trends, behaviour and activity of various error sources, namely the distance-dependent or

correlated error sources.

The major issues for study are not only focused on the formulation of network corrections

for errors, but also on the communication and subsequent dissemination of these data to

the user in an accurate, reliable and timely manner.  It is in this latter area where the focus

of this research lies.  Practically speaking, a GPS user located within and/or surrounding

a permanent array coverage area, must be able to obtain horizontal and vertical accuracies

at least at the cm-level, in real-time.  For such purposes, the more precise GPS

observable, that is the carrier phase, is used.  Code based (and carrier smoothed code)

implementations of the network approach have been successfully developed for a number

of years (Kee and Parkinson, 1992; Ashkenazi, et al., 1992; Abousalem and Bogle,

1997).  However, the more precise applications bring to light issues which were often

masked by the error in the code itself and therefore, they were not investigated.  Also, as

the number of civil GPS users increases, it is desirable to provide services which have a

seamless integration, requiring few modifications to existing equipment and software.
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Therefore, all proposed multiple reference station methodologies should be accompanied

with practical implementation schemes. This will benefit GPS users by enhancing

existing technologies and software, rather than making them obsolete.  The objectives

described in the following section have been identified as the most important aspects of

this research.

1.2 Objectives

Given the eminent implementation of regional networks across the globe, it is imperative

for operators and users of such systems to understand all aspects associated with multiple

reference station approaches.  The focus of this research work is to provide an

understanding on the efficient spatial parameterization and dissemination of corrections

and offer possible options for real-time use.  Therefore, the following research objectives

have been identified as the most important aspects of this thesis.

(i) To investigate various options available for the spatial parameterization (or

modelling) of corrections, formulated for reducing the effects of the correlated

error sources, as a function of user position.  This involves the identification of

viable methodologies, which can be relatively seamlessly integrated into existing

user equipment and software.  Spatial aspects such as the dimensionality of the

problem and any trends in the correlated error sources should also be defined.
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Results supporting the spatial analysis in the position domain must be included in

order to determine the achievable accuracy at the user level.

(ii) To analyze the temporal characteristics of the spatially correlated error sources

over a regional network.  The relationship between the temporal aspects

investigated and the various spatial parameterization techniques should also be

assessed.  Results in both the correction and the final position domain must be

included in order to substantiate the variation in achievable accuracy over time.

(iii) To identify the most viable data transmission options available for the

implementation of the multi-reference approach in real-time.  This involves the

actual transmission information required for the various parameterization schemes

as well as the required transmission rates derived from the temporal analysis.

It should be noted that each of the three objectives listed above are inter-related.

Therefore, throughout this thesis results relating both spatial and temporal aspects will be

presented.  Detailed analysis of each area is conducted in separate arenas and brought

together in various discussions of results in order to provide an integrated set of options

for the parameterization and communication of corrections.
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1.3 Thesis Outline

The statement of the problem and related issues have been used to define the objectives

of this research in the previous section.  Essentially, this thesis is structured in such a way

as to address each of the objectives separately in detail in Chapters 2 through 5, as

follows.

The discussion in Chapter 2 contains the background information on related areas of

research as well as overview discussions based on fundamental GPS theory and multiple

reference station methodologies.  This includes an overview of the derived observables

used for differential GPS processing and their error sources.  For the purposes of this

research, the error sources are separated in terms of their distance-dependency, with the

uncorrelated errors discussed first followed by the correlated errors.  A number of useful

carrier phase combinations used for generating corrections are derived and detailed for

future reference.  It is assumed throughout this work that the reader is somewhat familiar

with basic GPS concepts.  However, as a supplement to the overview presented in this

chapter, a number of useful references are included here for further reading on GPS

theory.

The second part of this chapter introduces the multi-reference station network concept.

Details on four specific categorized methodologies are included and brief inter-

comparisons are made between each of the algorithms.  Since a number of multi-

reference correction formulation methodologies currently exist, an introduction to the
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algorithm used for the research conducted herein will also be presented.  In addition, the

context of this work in the multi-reference arena is identified and defined.

In Chapter 3 the issues presented in objective (i) above, are addressed.  A test network of

regional network data is introduced and will be used for the majority of the analysis

throughout this thesis.  Specifically, the spatial parameterization options are described

and analyzed providing results in both the correction and position domains.  The two

main categories of spatial parameterizations investigated are a (1) grid-based approach

and (2) low-order surface modelling.  The advantages and disadvantages of each

approach are discussed and supported with results at the user level.

Chapter 4 continues the discussion on parameterizations, but from a temporal point of

view.  Here, the temporal characteristics of the correlated error sources are investigated

over the coverage area.  Issues such as data decimation, varying the time of day, and

spatial parameterization scheme update rates, are analyzed in detail with supporting

results in the correction and position domains.  This chapter focuses on addressing

objectives (ii) and (iii).  Again, the analysis in the position domain brings the discussion

to the user level where the achievable accuracy of the final output is observed.

The spatial and temporal analyses presented in the previous two chapters provide

important information regarding the correction field behaviour over the regional network

coverage area.  However, there are limits to the analysis that could be conducted as the
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results could only be characterized in the space domain.  Although this provides a solid

foundation for the analysis, further tests are conducted in the spectral domain in order to

verify and/or identify any inconsistencies.  In Chapter 5, both the spatial and temporal

aspects are looked at from a spectral analysis point of view.  The key motivation behind

this analysis is to confirm, if possible, the results obtained in the previous chapters using

an independent methodology, as well as extract any additional information on the spectral

content of the correction field.  Results using the same data sets as in the previous

chapters are presented for consistency and comparison purposes.

Finally, in Chapter 6 conclusions based on the research work presented in the previous

chapters will be outlined.  Since this area is a topic of ongoing research and only a sub-set

of the modules involved in the practical realization of a real-time multi-reference station

approach were investigated, a number of recommendations for future work are also

included in this chapter.
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Chapter 2

OVERVIEW OF GPS THEORY AND REGIONAL NETWORK

ALGORITHMS

The discussion presented in this thesis assumes that the reader is somewhat familiar with

the basic theory of the Global Positioning System (GPS).  An overview of the

fundamental GPS observables and differencing processes will be given, followed by a

description of the major error sources which inhibit the positioning accuracy achievable

using differential GPS (DGPS).

Since its inception in the early 1970s (Parkinson, 1996) GPS has become a common

civilian tool for a widespread base of applications focusing on, but not limited to,

positioning and navigation.  The advancement has also prompted numerous additions to

GPS literature covering fundamental aspects in great detail.  For a basic overview of GPS

the reader is referred to Leick (1995) and Hofmann-Wellenhof et al. (1994).  A more

detailed and more advanced account of GPS fundamentals is provided in Parkinson and

Spilker (1996a), which is complimented by an applications-oriented approach in a second

volume, Parkinson and Spilker (1996b).
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The topic presented herein deals with precise positioning, often sought after for geodetic

applications.  In such cases it is advantageous to study the positioning problems

according to the inter-station baseline lengths, since the analysis and processing may vary

according to the distance between stations (see Teunissen and Kleusberg, 1996, chapters

11-13 for more details).  Another useful reference, which outlines both GPS

fundamentals and issues related to precise geodetic applications, is Seeber (1993).  The

GPS signal specifications can be found in the GPS Signal Specification Interface Control

Document (ICD-GPS-200C, 1993).  Finally, an excellent additional reference for receiver

operations and signal tracking aimed at GPS users can be found in Kaplan (1996).

It should also be noted that GPS is currently undergoing some major changes in signal

availability and specifications, which will impact how it is used in the future.  However,

for the applications in this thesis, an understanding of basic GPS theory and its error

sources provides the stepping stone for the spatial and temporal investigations presented

in later chapters.

2.1 GPS Observables

The two fundamental GPS observables used to compute a position are the pseudorange

p  and the carrier phase φ.  The pseudorange can be thought of as the propagation time

required for the signal transmitted from the satellite to reach the user receiver antenna

(Kaplan, 1996).  If the satellite and receiver clocks were perfectly synchronized with each
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other and the GPS system time, p  would represent the true geometric range between the

satellite and the receiver antenna.  However, this is not the case and because of the bias

between the system time and the receiver clock, and to a lesser extent between the system

time and the satellite clocks, the range measurement is called a pseudorange.  The

integrated carrier phase measurement is made on the beat frequency, which is the

difference between the receiver generated reference frequency and the actual received

frequency.

The two main frequencies that GPS satellites currently transmit on are known as L1 and

L2 and are at 1575.42 MHz and 1227.6 MHz, respectively. Currently the coarse

acquisition (C/A) code is modulated only on L1 and the P-code is modulated on both

frequencies, although the P-code is denied to civilian users by the United States

Department of Defence, through encryption (called anti-spoofing or AS).  However, as

part of the GPS Modernization the addition of the second civil signal to GPS satellites is

scheduled to begin in 2003, with both civil signals being broadcast with the same C/A

code.  Furthermore, it should be noted that a third civilian frequency has recently been

approved by the United States Department of Defence and after much deliberation it is

planned to be at 1176.45 MHz (Challstrom, 1999).  This so called L5 frequency will

become available to civilian users in the near future when the first set of satellites

equipped with this capability are launched in 2005 (more information on this and other

GPS modernization efforts can be found on the NAVSTAR GPS Joint Program Office

webpage at www.laafb.af.mil/SMC/CZ/homepage/).
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Due to the fact that the GPS signals do not travel through a vacuum, but rather complex

media, all of the measurements are affected by several error sources. A mathematical

representation of a pseudorange measurement p , including these error sources, is

provided in the following basic equation:

ppmtropion dddTdtcdp εερρ ++++−++= )( (2.1)

where

ρ is the geometric range between the satellite and the receiver antenna in metres,

ρd is the satellite orbit error in metres,

c is the speed of light (299792458.0 metres/second),

dt is the satellite clock error term with respect to GPS time in seconds,

dT is the receiver clock error term with respect to GPS time in seconds,

iond is the ionospheric delay error in metres,

tropd is the tropospheric delay error in metres,

pmε is the code range multipath error in metres, and

pε is the receiver code noise in metres.

The carrier phase measurement φ (in metres) can also be mathematically represented by

a formulation parallel to eq. (2.1), with some modifications, as follows:
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φφ ε+ε++−λ+−+ρ+ρ=φ mtropion ddNdTdtcd )(  (2.2)

where

λ  is the carrier wavelength in metres,

N is the integer ambiguity in cycles,

φεm  is the carrier phase multipath error in metres, and

φε  is the receiver carrier noise in metres.

A descriptive overview of the error sources present in eqs. (2.1) and (2.2) will be

provided in Section 2.2.  For now, it is interesting to note some of the differences

between the code and carrier formulations.  Firstly, the ionospheric delay error term iond

has the opposite sign in both expressions.  This is due to the fact that the code is delayed

by the ionosphere while the phase is advanced (see Leick, 1995, pp. 294-298 for more

details on code delays and phase advances).  Another difference between the two

equations is the inclusion of an ambiguity term N  in eq. (2.2), which represents the

number of whole carrier waves between the satellite and receiver.  This term accounts for

the ambiguous nature of carrier phase measurements as opposed to the absolute character

of pseudoranges.  The resolution of the ambiguity term is a topic of great research that

has been advancing over the years.  However, it continues to be one of the biggest

obstacles posed for precise carrier phase based positioning over longer baseline distances.

A discussion on ambiguity resolution related to the analysis presented in this thesis is
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provided in Section 3.2.1.  Other differences include the code noise and code multipath

terms in eq. (2.1), which are replaced by the carrier noise and carrier multipath in eq.

(2.2), respectively and are discussed below.

2.2 Differential GPS Carrier Phase Error Sources

The observables presented in the previous section are most useful when they are used in a

derived difference form, which significantly reduces the effects of some of the error

sources.  The level of reduction depends on the distance between the receivers (known as

the baseline). Throughout the discussion in this thesis GPS errors will be categorized

according to their distance-based correlation.  That is, some of the errors are correlated

over space (or distance) and are therefore reduced when differencing between satellites

and receivers as in differential GPS processing.  As mentioned above, the correlation

depends on the baseline length.  For short baselines (i.e. hundreds of metres), the effects

of the correlated errors, namely ionospheric, tropospheric and satellite orbit are reduced.

Depending on the application and the required accuracy level, the effects of these errors

when using DGPS may be considered negligible.  Uncorrelated errors are those which do

not depend on the baseline distance (may be referred to as receiver/site specific errors)

and are generally multipath and receiver noise.

One such differencing option, known as between receiver single differencing, is

represented by the following equation for the pseudorange observable:



15

ppmtropion dddTcdp ε∆+ε∆+∆+∆+∆+ρ∆+ρ∆=∆ (2.3)

where ∆  is the differencing operator.  Similarly, for the carrier phase observable, single

differencing can be represented as follows:

φφ ε∆+ε∆+∆+∆−∆λ+∆+ρ∆+ρ∆=φ∆ mtropion ddNdTcd (2.4)

From eqs. (2.3) and (2.4), it is observed that when performing single differencing, the

satellite clock error term dt  is eliminated.  This process is illustrated in Figure 2.1. The

receiver whose location is precisely known is called the reference station (also referred to

as the base or monitor station) and the receiver whose position is sought after is called the

user station/receiver (sometimes called the rover receiver).

Figure 2.1: Between Receiver Single Differencing ( ρ∆  and φ∆ )
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By performing an additional difference between receivers and satellites, the following

double difference equations are formed for the pseudorange and carrier phase

observables, respectively:

ppmtropion dddp ε∇∆+ε∇∆+∇∆+∇∆+ρ∇∆+ρ∇∆=∇∆ (2.5)

φφ ε∇∆+ε∇∆+∇∆+∇∆−∇∆λ+ρ∇∆+ρ∇∆=φ∇∆ mtropion ddNd (2.6)

where ∇∆  is the double differencing operator.

Examining the differences between eqs. (2.3) and (2.4) with (2.5) and (2.6), it is evident

that an additional error term is eliminated, namely the receiver clock error dT .  The

remaining correlated error sources are also reduced at some level, depending on the

baseline distance.  The elimination and reduction of the error sources, as shown above, is

a major obvious advantage to using double difference equations in order to compute a

receiver's unknown position.  However, the disadvantage with differencing is that the

noise is increased by a factor of 2  with each difference operation (i.e. for the case of

double differencing the noise is increased by a factor of 2).  Nevertheless, the advantages

far outweigh the disadvantages and double differencing is commonly used in practice.

This between receiver, between satellite double differencing process is illustrated in

Figure 2.2.
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Figure 2.2: Between Receiver Between Satellite Double Differencing ( ρ∇∆  and φ∇∆ )

The following few sections will describe the uncorrelated error sources, namely multipath

and receiver noise, as well as the correlated error sources (ionospheric, tropospheric and

satellite orbit), admissible after double differencing.

2.2.1 Multipath

The largest uncorrelated error source is multipath, a phenomena whereby a signal arrives

at the receiver via multiple paths (Braasch, 1996).  It is caused by the reflection and

diffraction of the transmitted signal by objects in the surrounding area.  These surfaces

may include a variety of objects such as buildings, streets, vehicles, etc. as demonstrated

in Figure 2.3.
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Figure 2.3: Direct and Multipath Signals

Multipath distorts the C/A and P-code modulations and the carrier phase at different

levels.  For carrier phases, the maximum amount of multipath can be derived as per

Seeber (1993, pp. 307-309) and Leick (1995, pp. 311-316), and is summarized below.

The direct carrier phase signal DS  can be represented as follows:

ϕ= cosASD (2.7)

where A  is the signal amplitude and ϕ  is the signal phase.  In the simplest case, consider

one reflected (or multipath) signal RS , which can be represented as follows:
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Multipath Signal

Multipath
Signal



19

( )ϕ+ϕα= dASR cos (2.8)

where α  is the damping factor (or amplitude reduction factor) and always satisfies

10 ≤α≤ .  As α  increases from a minimum value of zero to a maximum value of one,

the reflected signal RS  strength also increases, equating the direct signal DS  strength at

1=α .  The phase shift caused by multipath is ϕd .  The superposition of the direct and

reflected signals shown in (2.7) and (2.8) respectively, combine to form:

( ) ( )ϑ+ϕ=ϕ+ϕα+ϕ=+= coscoscos BdAASSS RDC (2.9)

The resultant signal amplitude B  is computed as follows,

ϕαα dAB cos21 2 ++= (2.10)

and the carrier phase multipath delay can be computed by







ϕα+

ϕα=ϑ −
d

d
cos1

sintan 1 (2.11)

By analyzing eqs. (2.10) and (2.11), it is evident that when 1=α , the maximum value for

ϑ  occurs (namely, 90°).  This corresponds to one quarter of the carrier phase signal.  For
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the case of the L1 phase observable, this value is approximately 4.8 cm, corresponding to

the maximum theoretical level of carrier phase multipath.

Pseudorange multipath is similar to carrier phase multipath, with the exception that it is a

few orders of magnitude larger.  Previously it was shown that the maximum level of

carrier phase multipath could be computed as a fraction of the wavelength.  In this

manner, the maximum level of code multipath is computed as a fraction of the chip

length or rather equal to one chip length.  Appropriately then, the effect of multipath on

the P-code is 30 metres (i.e. chipping rate of 10.23 MHz) as opposed to the C/A code

pseudoranges which is 300 metres (i.e. chipping rate of 1.023 MHz).

For more details on multipath and its effects on both carrier phase and code based

positioning, refer to Braasch (1996) and Ray (2000).  Over the past decade, there have

been numerous improvements to receiver and antenna technology which aid in mitigating

the effects of multipath such as the narrow correlator (Van Dierendonck et al., 1992) and

using antennas equipped with choke rings or ground planes.  Most recently, a promising

new development for reducing carrier phase multipath was developed at the University of

Calgary, which uses an array of antennas for mitigating multipath effects (see Ray, 2000

for more details).

Despite the improvements and advances of all of these technologies, the simplest method

for most GPS users to mitigate multipath is simply to avoid it, by selecting receiver
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station sites that are free of any reflective obstructions.  For the case of multiple reference

or permanent regional arrays, this concept applies to all contributing reference stations.

Ideally, reference stations are set up at carefully selected sites, which are located in

relatively low multipath environments.  However, often the location of the sites is

dictated by existing infrastructure and may or may not be ideally situated for GPS

purposes.  The difficulty in finding a low multipath environment is enhanced for user

stations (especially in kinematic applications), where the user's environment is inherently

decreed by the application and most probably corrupted with multiple obstructions.

2.2.2 Receiver Noise

Another uncorrelated error source is receiver noise.  This is any noise which is generated

by the receiver itself during the measurement process of both code and phase

observables.  Compared to the other error sources, receiver noise is considered to be

small in magnitude, however, as the ability to model and mitigate other error sources

improves the effects of this error source becomes more prevalent.

For the code measurements, high frequency thermal noise jitter and the effect of dynamic

stress on the receiver’s code tracking loop cause receiver noise.  As in the case of

multipath, the magnitude of the error on the C/A-code and P-code varies depending on

the chip width.  Thus, a C/A code receiver noise is usually one order of magnitude higher

compared to that of a P-code receiver.  Receiver noise on the carrier phase measurements
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can be attributed to the thermal noise, dynamic stress and oscillator phase noise and is on

the order of a few millimetres, for most modern receivers.  It should be noted that the

magnitude of receiver noise is very much dependent on the receiver itself and can

effectively be measured through a zero-baseline test.  As a general rule, receiver noise

tends to be less than 1% of the observable wavelength (Weisenburger, 1997).

2.2.3 Satellite Orbit Errors

For the majority of GPS users there are at least two options available for computing the

satellite positions, that is, using broadcast ephemeris information provided in the

broadcast navigation message, or using precise ephemeris.  Although precise ephemeris

information is much more accurate than the broadcast information, it has the limitation of

only being available to the user in post-mission.  Therefore, for real-time applications, the

current source for satellite orbit information is what is broadcast in the navigation

message.  The satellite positions are computed from a set of Keplerian orbit and

perturbation parameters and clock parameters, which are predicted states for the satellite

orbit and are updated every two hours.  The slant range RMS accuracy associated with

broadcast orbits is approximately 2.1 metres, whereas for precise orbits this is reduced to

approximately 6 cm (Rothacher, 1997).

For short baselines, the orbit error is cancelled when differential processing is performed.

However, satellite orbit errors are spatially correlated and the baseline length establishes
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the level of cancellation/reduction.  A conservative and perhaps even pessimistic estimate

of the decorrelation of satellite orbit errors based on the baseline length is provided by the

following linear relationship:

ρ
dr

b
db = (2.12)

where db  is the baseline error for a baseline length b .  The satellite range is represented

by ρ  and used to compute the orbit error dr .  Using a nominal satellite range of 22,000

km above a set of receivers located on the surface of the Earth, forming various baselines,

the expected orbit error as computed by eq. (2.12) is summarized in Table 2.1.  To

illustrate this point, a maximum allowable baseline error of 1 cm is used with baseline

lengths ranging from 100 metres to 500 km.  As evidenced in the table, the allowable

errors in satellite position computation decreases as the baseline length increases.

Table 2.1: Admissible Orbit Errors for Various Baselines when cmdb 1=

Baseline Length, b  (km) Orbit Error, dr (m)
0.10 2200
10 22
100 2.2
250 0.88
500 0.44

Ultimately, our goal is to provide a cm-level positioning accuracy for (near) real-time

applications, thus, the broadcast ephemeris provided in the navigation message was used



24

for all data processed in the following chapters (excluding the ambiguity resolution

process as described in Section 3.2.1).

2.2.4 Tropospheric Delay Errors

Atmospheric errors account for the largest part of the correlated error sources.  For GPS

users, the atmosphere is separated into two main areas, the troposphere (or neutral

atmosphere) and the ionosphere.  Understanding the behaviour of both over regional

multi-reference station networks is imperative in order to obtain results in the cm-level

domain.  In this section, a brief description of the troposphere and the concerns associated

with GPS will be presented.  The next section will focus on the ionospheric errors.

For the purposes of GPS, the troposphere is considered to be a neutral part of the

atmosphere ranging from 0 km to 40 km above the surface of the Earth.  When GPS

signals are transmitted from the satellites and travel through the troposphere they suffer

the effects of tropospheric attenuation, delay and short-term variations (scintillation).

The magnitude of these effects are a function of the satellite elevation and conditions

such as the temperature, pressure and relative humidity of the atmosphere during signal

propagation.  The troposphere is also a non-dispersive medium for GPS frequencies,

which means that tropospheric range errors are not frequency dependent and therefore

cannot be cancelled through the use of dual-frequency measurements (unlike the

ionosphere, see Section 2.2.5).
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In terms of the magnitude of the delay errors, it is useful to study the troposphere in two

components often referred to as the wet and dry components.  The dry part contributes

80% to 90% of the delay, however it can be modelled with an accuracy of less than 1%.

The wet part, although contributing only 10% to 20% of the delay, is more unpredictable

and therefore more difficult to model.  The dry tropospheric zenith delay is

approximately 2.3 metres (the majority of which can be modelled as stated above), while

the wet tropospheric zenith delay ranges from approximately 1 cm to 80 cm (Spilker,

1996).  For shorter baselines with receiver locations that do not have a large vertical

height separation, the majority of these tropospheric effects cancel through differential

processing because of its non-dispersive property.  However, for longer baseline

processing, the spatial correlation of the troposphere becomes more evident and the

residual tropospheric delay remaining after double differencing may be quite significant.

Over the past few years, numerous models have been developed, which reduce the effects

of the troposphere.  Some of the most common models are the Hopfield model (Hopfield,

1969), the Saastamoinen model (Saastamoinen, 1972), and the modified Hopfield model

(Goad and Goodman, 1974).  The required input parameters for each of these models

vary as does their performance.  An excellent reference which provides a comprehensive

description of these models and their differences can be found in Mendes (1999), (see

also, Hofmann-Wellenhof et al., (1994), pp. 108-117, and Spilker (1996), pp. 517-544).

In order to gain some insight into the behaviour and effect of the residual tropospheric

effect over a network of multiple reference stations, it is also useful to analyze the
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ionospheric-free carrier phase measurement combination (see Section 2.3), which does

not contain the first order ionospheric effects and therefore it is indicative of the

remaining correlated errors.  This approach was used in order to estimate the residual

tropospheric delays for GPS networks located in Norway and part of Sweden (see Zhang,

1999 for more details).  Reported levels of residual double difference ionospheric free

RMS values for data collected on April 30, 1998 on a five station network in southern

Sweden were on the level of approximately 1.6 cm to 3 cm for baselines ranging from 70

km to 200 km respectively (Zhang, 1999).

2.2.5 Ionospheric Delay Errors

The ionosphere can be considered as one of the most detrimental factors affecting high

accuracy positioning.  It is a weakly ionized plasma extending from approximately 50 km

up to 1000 km above the surface of the Earth and can affect radiowave propagation in

various ways (Klobuchar, 1996).  At GPS frequencies the ionosphere's presence is

experienced through group delay, carrier phase advance, range-rate errors, and amplitude

and phase scintillations, to name a few.  However, unlike the troposphere, it is a

dispersive medium, which means that dual-frequency users can correct for the first order

ionospheric range (and range-rate) effects.  These range errors vary from a few metres to

tens of metres at the zenith (Klobuchar, 1996) depending on numerous factors such as,

the time of day, time of year, place in solar cycle and the user's geomagnetic latitude
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(higher effects are usually experienced in the Northern latitudes and the equatorial

region).

In addition to using dual-frequency measurements, the remaining ionospheric error is

further reduced through double differencing.  Normally, over short baselines DGPS users

can effectively remove the majority of the ionospheric errors.  However, as positioning

over larger baselines is performed, effectively resulting in a larger coverage area, the

spatial decorrelation of the ionosphere increases and residual effects remain even after

differencing.  The effect of these residual effects can pose as a significant limitation for

regional network users (see El-Arini et al., 1995; Skone, 1998).  Recent investigations

conducted in the area of the St. Lawrence Seaway showed maximum differential

ionospheric effects of up to 10 ppm (1 m in 100 km) during a test period conducted in

November of 1998 (Lachapelle et al., 1999).  Further tests conducted in August of 1999

revealed the ionospheric activity in the same region to be relatively active with a RMS

differential effect of 2 ppm to 3 ppm and a maximum differential ionospheric effect in

excess of 7 ppm (Lachapelle et al., 2000).

As with the troposphere, numerous empirical and physical ionospheric models exist to

combat the effects of the ionosphere.  Models over an extensive network area usually

involve the formulation of the ionospheric effects at discrete grid points on an

ionospheric shell located at approximately 350 km in altitude.  However, modelling

ionospheric effects continues to be a very challenging area of research because of its
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relatively unpredictable behaviour.  The ionospheric-free linear phase combination can be

derived which removes the first order ionospheric effects for dual-frequency users.  A

brief description and outline of the derivation can be found in the following section on

carrier phase combinations.

2.3 Carrier Phase Combinations

For applications which use a network of multiple reference stations in order to position

one or more users in real-time, it is expected that dual-frequency receivers will be used.

As it was mentioned previously, over short distances, the impact of the ionosphere is

negligible.  However, as the baseline lengths increase, the spatial decorrelation of the

ionosphere becomes more evident, and does not necessarily cancel.  In an attempt to

improve the attainable position accuracy and ambiguity resolution strategies, as well as

reduce the effects of the ionosphere, several carrier phase combinations can be derived.

In general, carrier phase combinations involve measurements on two frequencies, L1 and

L2, which are combined in the following manner:

( ) ( ) ( )21, 2121 LL kl
ij

kl
ij

kl
ij φβφβββφ += (2.13)

The equation above, represents a combination of dual-frequency measurements for an

arbitrary set of two stations (denoted by the subscripts ij ) and two satellites (denoted by
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the superscripts kl ) which are used to form double difference measurements at a

particular epoch (see eq. 2.6).  A number of combinations can be formed using eq. (2.13)

depending on the choice of the coefficients, 1β  and 2β , which can take on any value

( ℜ∈21, ββ ). The resulting combined phase ( )21,ββφkl
ij  has a frequency 2,1 ββf  of

22112,1 LL fff ββββ += (2.14)

and a wavelength 2,1 ββλ  of

2
2

1
121,

LL

c

λ
β

λ
βββλ

+
=             (2.15)

One of the most commonly used carrier phase combinations is derived when 11 =β  and

12 −=β .  The aforementioned combination is referred to as the widelane because of the

increase in the wavelength to approximately 86.2 cm, facilitating improved ambiguity

resolution in terms of ease and time to fix.  The narrow lane combination is formed when

121 == ββ .  The resulting wavelength is much shorter, only 10.7 cm, however the

measurement noise is significantly reduced over other common phase combinations.  In

addition to this, the wide and narrow lanes are linked through an 'even-odd' relationship,

enforcing ambiguity resolution strategies.  Simply stated, the widelane ambiguities

( 21 LLWL NNN −= ) and the narrow lane ambiguities ( 21 LLNL NNN += ) are always of
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the same even or odd nature (i.e. they satisfy 2mod2mod NLWL NN = ).  Therefore, if

one of the two ambiguity types can be resolved, the possibility of resolving the second

ambiguity type is effectively enhanced.

It is appropriate at this time to recognize the fact that ambiguity resolution is an integral

part of proper precise real-time positioning and a significant amount of research is

continuously being conducted on efficient (and real-time) ambiguity resolution.  The

matter is further addressed in the overview discussion on multi-reference station methods

in the latter parts of this chapter and references for additional readings are provided.

The ionospheric-free (IF) phase combination can be derived, which theoretically

eliminates the first order effects of the ionosphere.  The remaining higher order effects

(approximately 0.1%) may be on the order of a few centimetres under high ionospheric

conditions, which is significant for some precise applications (Klobuchar, 1996).  To

form an ionospheric-free combination, the following postulate must be satisfied:

0)()( 21 21 =+ LionLion fdfd ββ (2.16)

where one of the two coefficients is arbitrarily chosen and the second is solved for as per

eq. (2.16).  Therefore, it is evident that there are a number of IF combinations which can

be formed depending on the arbitrary choice for coefficients.  One of the most common

combinations, which is also used for the work presented in the following chapters, is
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formed by 11 =β  and 
1

2
2

L

L
f
f

−=β .  This derivation is straightforward and can be found

in Hofmann-Wellenhof et al. (1993, pp. 105-108).  The final IF phase combination can

therefore be written as

2
1

2
1212,1 21 L

L

L
LLLLL f

f ϕϕϕβϕβϕ −=+= (2.17)

Two interesting artifacts can be extracted from this derivation.  Even though the first

order ionospheric effect is removed, the measurement noise also increases.  It can be

shown, through simple error propagation of eq. (2.17), that the effective noise of the IF

observable increases with respect to the L1 and L2 observables as follows:

( ) ( )22
2211 σβσβσ +=IF  (2.18)

A second artifact of the IF combination, is that the integer nature of the unknown

ambiguities is not retained.  Following the form of eq. (2.17), the IF combination

ambiguities are computed as:

21 21 LLIF NNN ββ += (2.19)

which are real number values.
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A summary of the carrier phase combinations and the associated wavelengths presented

is provided in Table 2.2.

Table 2.2: Useful Carrier Phase Combinations as per eq. (2.13)

Combination Signal 1β 2β Effective
Wavelength (m)

L1 phase 1 0 0.190
L2 phase 0 1 0.244
Widelane 1 -1 0.862
Narrow Lane 1 1 0.107
Ionospheric Free 1 12 LL ff− 0.484

One final combination that has not been mentioned and can be thought of as the converse

of the IF, is the ionospheric signal (IS) combination.  The IS is derived to contain only

the differential ionospheric effect, as its name implies.  Following the form of eq. (2.13)

and substituting 11 Lλβ =  and 22 Lλβ −=  to get,

2211 LLLLIS ϕλϕλϕ −= (2.20)

This signal is useful for the insight that it provides into the ionospheric behaviour after

double differencing is performed.

2.4 A Note on Selective Availability

It should be noted that this is an exciting period for GPS because several changes in the

signal availability have recently been announced, the effects of which remain to be seen.
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Specifically, on May 1, 2000 at midnight GMT, the intentional degradation of the signal,

called selective availability (SA), was officially turned down to zero following a

statement made by the United States government in a White House press release (ION

Newsletter, 2000).  This has numerous implications for future and current GPS users.

However, all of the data collected for the analysis presented in this thesis was corrupt by

SA at the time and therefore this recent development does not impact the results.  Also,

the use of DGPS is an effective manner for eliminating the effects of SA, thus all of the

corrections generated and analyzed in later chapters do not include the effects of SA.

Throughout this dissertation, an attempt has been made to comment on the effect of SA

being turned down to zero wherever it is applicable/significant.  In most cases, the effects

of SA are minimal for a user with differential capability, with the exception of reducing

the required bandwidth capacity and perhaps improving the robustness of the system

(Divis, 2000).

2.5 Overview of Multi-Reference Station Methods

All of the techniques discussed in the previous sections were presented using a single

reference station.  In this section, the concept is extended to include multiple reference

stations.  The use of several stations in a wide area differential GPS (WADGPS) network

to improve code-based (or code with carrier smoothing) positions have been employed

with great success, both in post-processing and real-time modes, see Kee and Parkinson

(1992), Ashkenazi et al. (1992), and Mueller (1994).  A natural extension of this concept
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is to use the more precise carrier phase measurements in a similar network approach.

However, the transition from code-based to carrier phase based schemes is not a trivial

task, mainly due to the more stringent accuracy requirements in the latter case, which

expose new and interesting problems.  For instance, in most code-based differential GPS

approaches the limiting error source is in fact the measurement noise and multipath of the

code itself (ionospheric effects come into play only over longer baseline distances).

Thus, errors such as atmospheric and satellite orbit, the effects of which were somewhat

masked by the lower accuracy requirements in code-based DGPS, are now brought to the

forefront in carrier techniques.  Also, the accurate and reliable resolution of integer

ambiguities is required for high accuracy carrier phase based positions.  Finally, the

extension of this concept to meet competitive real-time user requirements, uncovers the

many issues related to the optimal correction parameterization schemes and their

dissemination/communication to potential users located within (or surrounding) the

network coverage area.

Recently, the use of multiple reference stations instead of standard single baseline carrier

phase approaches has been receiving a significant amount of attention from the GPS

community.  As in any area of scientific research, this topic is dependent on several other

major (and quite involved) sub-modules, which combine to create the final solution.

Initially, each area must be investigated fully on its own and then the solutions must be

integrated to arrive at a final formulation of a realizable cm-level positioning

implementation (in real-time).  To this end, it is not possible to discuss all steps related to
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multi-reference station methodologies, such as network ambiguity resolution (over long

baselines and in real-time), error correction generation schemes (using a multiple

reference station network adjustment), the proper parameterization of corrections (i.e.

grid-based or function approximations), the subsequent dissemination and

communication of these corrections to users, not to mention the user implementation

issues as well as the quality issues inherent in an accurate and reliable service system (see

Figure 2.4), in the limited extent of this overview section.

Figure 2.4: Multi-Reference Station Modules for RTK Positioning

In view of all of the aforementioned issues related to carrier phase based network

positioning, the focus of this section has been narrowed down to presenting a

comprehensive summary of some of the most common multi-reference station methods,

with specific attention directed towards the correction generation and transmission

processes (shaded region in Figure 2.4).  More specifically, the various multi-reference

station methodologies will be categorized according to their underlying correction

generation framework, but will be discussed in terms of the correction dissemination

Network
Ambiguity
Resolution

Correction
Generation

Correction
Transmission User RTK

Quality Issues



36

options (part of correction transmission) presented by the various authors.  This approach

does not take each topic (correction generation and correction transmission) on its own,

rather it attempts to incorporate a comprehensive overview based on both areas.

To date, numerous methods have been developed to deal with the resolution of the carrier

phase ambiguities in near real-time, known as on-the-fly (OTF) techniques (see, Frei and

Beutler, 1990; Hatch, 1990; Chen and Lachapelle, 1995; de Jonge, 1997; Teunissen,

1998), as well as resolving ambiguities with longer inter-station baseline lengths (Blewitt,

1989).  In fact, one of the key motivations behind the development of the multi-reference

station methods presented in this section, is the improvement in the accuracy of the

observations, which leads to improvements in ambiguity resolution (see Wanninger,

1995; Han and Rizos, 1997).  The issue of ambiguity resolution will not be pursued any

further here, however it should be noted that all of the multi-reference station techniques

presented herein require a-priori knowledge of the double difference ambiguities nN∆∇

between the network reference stations. These are generally determined as integers,

although some work has been done when using float ambiguities between the network

reference stations (see Jensen and Cannon, 2000 for more details).

The four main algorithms/methods to be summarized, are the (1) partial derivative

algorithms, (2) linear interpolation algorithms, (3) conditional adjustment algorithms and

(4) virtual reference station methods.  Each of these methods is discussed in detail

according to the general methodology and correction parameterization requirements.
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Examples using a sample set of regional network data are included throughout to aid with

the discussion.

2.5.1 Why Use a Multiple Reference Station Approach?

The implementation of multiple reference stations in a permanent array for performing

carrier phase based DGPS offers several advantages over the standard single baseline

approach, and are discussed in the following paragraphs.

One of the most important advantages for multi-reference station network users, as

compared to single baseline users, is the increase in reliability and availability of the

service.  In a network approach, if one or two reference stations fail at the same time (for

some reason, such as a power failure), their contribution can be eliminated from the

solution and the remaining reference stations can 'take over' in order to provide the user

with carrier phase corrections, thus retaining the availability of the service.  Although, in

such cases, the position accuracy may suffer slightly, it will not be as poor as in the

standard single baseline DGPS approach when the only reference station fails, resulting

in single point positioning results.  In addition to this, the use of a network approach

allows for the quality of the corrections generated from each reference station to be

checked with the remaining corrections.  Thus, if a particular station is generating

erroneous corrections (i.e. a blunder enters into the solution), the network allows for the

possible detection and elimination of this blunder from the final solution.
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Another quite important aspect of the network approach is that it allows for the modelling

of the distance-dependent or spatially correlated errors, such as ionospheric, tropospheric

and satellite orbit effects (note that some methods may also reduce the effects of the non-

spatially correlated or station-specific errors).  By combining observations from a number

of permanent reference stations (with known coordinates), the effect of the above

mentioned distance-dependent errors can be reduced, through various

parameterization/modelling techniques.  Thus, corrections representing these errors can

be generated and disseminated to the user in order to improve the overall positioning

accuracy.  A direct result of modelling the spatially correlated errors is the ability to

improve the resolution of carrier phase ambiguities that are required for cm-level

positioning results.  In fact, the improvement in ambiguity resolution over longer

baselines, leads us to another important advantage of the network approach, namely

larger allowable inter-station distances between the network reference stations.  This

directly translates to a larger coverage area over which DGPS methods can be performed.

For instance, in most cases, the inter-station baseline distances increase from a maximum

of few tens of kilometres, using the standard single baseline approaches, to a few hundred

kilometres, using the multi-reference station approaches.

Finally, the network approach permits the generation of observations for a fictitious or

virtual reference station (VRS), which can be situated closer to the user station (than any

of the other permanent physical reference stations) resulting in improved DGPS

positioning.  In other words, this approach does not require a receiver to be physically
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located at the reference site.  Also, the advent of the virtual reference station approach is

more flexible in terms of permitting users to utilize their current receivers and software

without involving any 'special' carrier phase software to deal with simultaneously

receiving corrections from a series of reference stations.

As with any approach, there are some drawbacks associated with using a network of

reference stations.  More specifically, depending on the method used, there is a possible

increase in the data transmission load (requirements) and complexity of user

implementation over standard single baseline DGPS.  Combining all of the observations

from the network at a central station for processing, and then transmitting either

corrections for a user or synthetic observations for a virtual reference station (or both),

are the preferred methods for overcoming the data bandwidth limitations.  Finally, in

order for the method to be readily available to all users it is necessary that the appropriate

reference stations, with very well-known coordinates, are in place and are disseminating

corrections in a manner that is acceptable for users within the coverage area.  To date,

several regional networks are operational world wide, however we are by no means in a

position to provide coverage to all users.  This is mainly due to an additional drawback of

the network approach, which is the cost of implementing and maintaining a quality

service.

In general, however, the advantages provided by the permanent array approach combined

with the multitude of effort that has been placed on formulating algorithms and
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processing methodologies, take precedence in providing users with an efficient and

reliable multi-reference station carrier phase based solution.

Several methods for formulating corrections from network station data have been

developed over the past few years.  The main methods investigated herein can be

categorized as follows, according to the correction generation algorithms adopted and

investigated by the various authors:

(a) Partial derivative algorithms (as per Wübbena et al., 1996; Varner et al.,

1997),

(b) Linear interpolation algorithms (as per Wanninger, 1995, 1997; Gao et al.,

1997; Han and Rizos, 1996; Odijk, et al., 2000),

(c) Condition adjustment algorithm (as per Raquet, 1998; Raquet et al., 1998),

and

(d) Virtual reference station methodologies (described in Wanninger, 1995,

1997; Odijk et al., 2000; van der Marel, 1998).

The first three methods presented above, concentrate on the actual generation and

subsequent parameterization of carrier phase based corrections (in some cases this strictly

involves residual ionospheric effects), whereas the last method deals with a

'parameterization' in a virtual reference station framework.  It is included here because of

its plausibility in a real-time user environment.  Each class of multiple reference station

approaches is presented in more detail in the following sections.
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2.5.2 Partial Derivative Algorithm

One of the first algorithms employing multiple reference stations was presented by

Wübbena et al. (1996).  The fundamental concept underlying this work, from an error

modelling perspective, is the use of a multi-station adjustment to derive parameters or

'network coefficients' for an appropriate geometrical model, which attempts to describe

the behaviour of the distance-dependent errors.  The modelling of spatially correlated

errors is based on a first order partial derivative function, which can be interpolated to

obtain the corresponding corrections of any user receiver within the network coverage

area.  This method requires the compilation of data from a minimum of three reference

stations, which results in an inclined plane parameterization (see Figure 2.5).

Figure 2.5: Inclined Plane Model (3 parameters) for Spatially Correlated Errors

ycxbaz j ∆+∆+=
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For real-time implementation, this method offers the practicality of only having to

disseminate the model parameters or network coefficients to the users, rather than the

actual raw (or corrected) measurements.  This implies that as the number of reference

stations increases and the model becomes more complex (involving more coefficients),

the increase in the transmission load is not as significant as if a new set of raw

measurements for each reference station was required for transmission.  In addition to

this, initial results showed that the relatively low dynamic nature of the network

coefficients implies that it is possible to periodically update the network coefficients,

perhaps only every 30 to 60 seconds (Wübbena et al., 1996).  Further tests conducted to

verify the actual temporal correlation of the errors and corresponding network coefficient

behaviour, show that the data transmission bandwidth requirements can certainly be

reduced (see Chapter 4 for the detailed analysis and presentation of results).

An extension of the partial derivative algorithm discussed thus far, was presented by

Varner and Cannon (1997), which in addition to the distance-dependent errors,

investigated the use of this algorithm for station-specific errors (predominantly

multipath).  In this case, four different partial derivative functions were developed to

estimate multipath and spatially correlated errors from network data.  The unknown

parameters are basically the partial derivative coefficients, which are estimated from the

double difference carrier phase measurements and knowledge of the precise locations of

the network reference stations.  The general form of the PDA expressions can be derived
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from a subset of the following expression of the GPS measurement error function, g ,

that is simply a truncated Taylor series expansion:

( ) gzzyxPg υεδγβα +∆+∆+∆+∆+= 2   (2.21)

Each of the coefficients δγβ ,,  represent the spatially correlated errors and are computed

from the first order partial derivatives with respect to each of the horizontal axes yx,  and

the vertical axis z  respectively, as follows:

x
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∂=β , 
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∂
∂=γ , 

z
g

∂
∂=δ   (2.22)

The point about which the truncated Taylor series expansion or PDA is computed is

known as the master station and all other network stations are referred to as secondary

stations, used in computing the coordinate differences ( zyx ∆∆∆ ,, ) between the locations

of the master ( mP ) and the secondary ( sP ) stations which are shown in eq. (2.21). The

first coefficient α  is a constant which represents the station-specific error at the master

station, such that

( )mPg=α (2.23)
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The fifth coefficient is computed from a second order partial derivative with respect to

the vertical axis as follows:

2

2

2 z
g

∂
∂=ε (2.24)

which basically takes into account the non-linear effects evident in the vertical direction

due to the ionosphere and troposphere.  This model assumes that the non-linear effects in

the horizontal directions are very insignificant (i.e. 0.,
22
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Finally gυ is the model prediction error at the secondary station.

In summary, the partial derivative algorithm essentially estimates network field

parameters for each satellite pair at a master station, which are then disseminated to the

user receiver.  In Varner (2000), the choice of the appropriate PDA algorithm is

discussed, based on the spatial extent, the geometry of the network, and the number of

reference stations, which define the level of complexity and accuracy of the PDA.  For

instance, one possible form of eq. (2.21) that would represent the inclined plane model

(as defined by Wübbena et al., 1996) as well as taking into consideration the non-spatial

errors, would be as follows:

( ) gyxPg υ+∆γ+∆β+α= (2.25)
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with only three coefficients γβα ,,  representing the non-spatial errors, the spatial

decorrelation in the x  direction, and the spatial decorrelation in the y  direction,

respectively.  Of course, in all of these derivations it is assumed that the double

difference ambiguities are correctly resolved in the network.  This PDA also lends itself

for real-time use because of the decreased transmission load associated with just sending

the PDA coefficients instead of the raw measurements or actual correction values.

However, one factor that has to be considered more closely, is the fact that each

coefficient set is computed for a satellite pair.  This implies that the master station and the

user station must use the same base satellite, a condition that must be addressed for

practical real-time use.  Further details on the issues related to choosing an appropriate

PDA model for a specified network configuration are given in Varner (2000).

2.5.3 Linear Interpolation Algorithm

A distance based linear interpolation algorithm for modelling the ionospheric delays at a

user station, based on a network of reference stations, has been proposed by Gao et al.

(1997), and a slightly modified version is presented in Gao and Li (1998).  As in the case

of the PDA, data is collected from all of the network reference stations and relayed to the

master station, where ionospheric delay parameters are computed and broadcast to the

user station (located somewhere within the coverage area) for interpolation, as follows:
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where the approximated residual ionospheric delay that remains after double-differencing

for a specific reference station j  is represented by jÎ∆∇  and is used to compute the

corresponding value for the user station userÎ∆∇ .  In eq. (2.26), m  is the number of

reference stations minus one, and
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This method is implemented by the user, based on the ionospheric delay parameters

computed from the master station, which requires knowledge of the horizontal

coordinates of the reference stations ( )jj yx ,  and the estimated coordinates of the user

station ( )uu yx , . The advantage of this method for real-time use over the PDA methods is

that interpolations are performed on an epoch-by-epoch and satellite-by-satellite basis,

which means that there is no a-priori requirement placed on the user station to use the

same base satellite as the master station.  A similar interpolator for ionospheric errors

which is based on the choice of an appropriate covariance function and is linearly
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dependent on the distance between reference stations, was proposed by Odijk et al.

(2000).

In Wanninger (1995, 1997), a linear interpolation algorithm was presented for describing

the differential effects of the distance-dependent errors (predominantly residual

ionosphere).  More specifically, the parameterization process involved creating a bilinear

surface (or plane) defined by two parameters, one for the inclination of the plane in each

of the north/south and east/west directions.  A minimum of three reference stations is

required for this process.  In cases where more than three reference stations are available,

the model parameters are computed via a simple least-squares algorithm, which also

contains the benefit of mitigating the effects of multipath through averaging. The

proposed implementation of this method involved the use of a virtual reference station,

for facilitating a number of users within the network coverage area and is discussed in

more detail in one of the following sections.  Han and Rizos propose a similar linear

interpolation approach for modelling the spatially correlated errors and mitigating other

errors, such as multipath (Han and Rizos, 1996, 1997).

2.5.4 Conditional Adjustment Algorithm

The conditional adjustment methodology, developed by Raquet (1998), provides another

alternative for computing corrections to the carrier phase measurements based on the

estimated behaviour of the distance-dependent errors.  Although the original derivation of
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this method by Raquet was taken from optimal estimation theory, it is appropriate and

advantageous to look at the problem from a classical conditional least squares approach.

More specifically, the condition applied in the least squares adjustment is that the double

differences of the adjusted measurements minus the calculated ranges are zero, which is

valid in the absence of any errors.  Essentially, the generated corrections are applied to

the raw measurements from the reference and user receivers and then the double

difference measurements are computed.  It is important to understand that the corrections

are computed and applied to the raw code and carrier phase measurements at the

reference and user receivers (estimated by approximate positions).

A pre-requisite to implementing the CAA correction methodology as well as the PDA

and LIA methods is the provision of accurate reference station coordinates. The

responsible authority, in the case of a permanent regional reference network may provide

these, or they may be obtained through a static survey of each station over long periods.

Some results based on the use of the CAA under various conditions are provided in

Fortes et al. (1999) and Townsend et al. (1999).

This method, although designed with real-time applications in mind, does not provide a

practical parameterization scheme in order to model the corrections for several users

within the network coverage area, since the corrections are computed directly for a

specific user location.  In order to overcome this limitation, Raquet (1997) proposed that

the corrections be further parameterized according to either a grid-based or a function-
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based model.  These options are explored in detail in Chapter 3 and 4 of this thesis and

are presented in a more compact form in Fotopoulos (2000) and Fotopoulos and Cannon

(2000a).

It should be noted that the CAA was chosen for generating corrections required for the

analysis in this thesis.  Therefore, the methodology will be described in more detail in

Section 3.1 and has only been included briefly here for the sake of completeness.

2.5.5 Virtual Reference Station Approach

To this point, all of the multiple reference station approaches have been presented in

terms of the modelling techniques applied to reduce the effect of the spatially correlated

errors.  In most cases, it was possible to compute model parameters at a central

processing facility (or master station) which communicates the corrections to the user

located somewhere within the network.  On a similar note, the use of a virtual reference

station has been proposed by many, as a more feasible approach for relaying critical

model information to network users (see, Wanninger, 1997; Odijk et al., 2000; van der

Marel, 1998).  This approach does not require that an actual physical reference station

(with GPS receiver and data link) is available on site, rather, it allows for the user to

access data of a non-existent virtual GPS reference station at any location within the

network coverage area (van der Marel, 1998).  Figure 2.6 shows a sample case of a

virtual reference station and permanent network array.
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Figure 2.6: Sample of a Virtual Reference Station Network

The main objective in Wanninger (1997) was to use a network of reference stations and

combine the data in such a way as to generate an optimal set of measurements for a

virtual reference station, located approximately at the user’s location, in order to

determine the user's position using a standard single baseline approach.  In this way, the

user benefits from the reliability, availability and accuracy of a permanent network array,

without having to invest in new processing software.  Results using this approach have

shown to be comparable to the multiple reference station approaches, where an actual

physical reference station is used as the base station for processing (van der Marel, 1998;

Odijk et al., 2000; Wanninger, 1995, 1997).  It is also one of the most notable methods

for real-time use due to the convenience and flexibility in virtual reference station

locations as well as the reduced data bandwidth requirements.
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2.6 Summary

In this chapter the basic foundations for differential GPS observables, residual error

sources, and phase combinations were presented, followed by an overview of the multi-

reference approach.  In the following chapters, results on the spatial and temporal

characteristics of the corrections derived from the CAA will be analyzed.  It is important

to note that although the CAA is used, all correction formulation schemes, which are

satellite-based and supply corrections for the raw measurements from the reference and

the user stations can be employed with the modelling techniques presented.
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Chapter 3

SPATIAL PARAMETERIZATIONS OF COMBINED CARRIER

PHASE CORRECTIONS

The purpose of this chapter is to investigate various methods for parameterizing carrier

phase corrections over a network of reference stations.  The study focuses on the

distribution of these corrections to potential GPS users located within, and surrounding,

the network coverage area.  This is an integral part of real-time kinematic DGPS and it

must be adequately addressed before a practical realization of the multi-reference station

concept is implemented.  Specifically, numerous options for communicating these

corrections to a user(s) in an efficient and accurate way are presented.

The discussion begins with a description of the correction generation methodology,

followed by an introduction to the permanent operational array of GPS reference stations,

located in southern Sweden, used for the analysis. The remaining parts of the chapter can

be categorized into two main spatial parameterization techniques, namely (1) grid-based

interpolation and (2) low-order surface modelling.
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3.1 Computation of Corrections

As was shown in the previous chapter, differential GPS measurement errors can be

categorized according to their spatial decorrelation.  That is, the spatially correlated errors

(ionospheric, tropospheric and satellite orbit) become more and more decorrelated as the

receiver-to-receiver baseline distance increases.  The remaining errors are said to be

independent of the baseline distance (i.e. receiver or station specific) and include receiver

noise and multipath.  Here, combined corrections for the correlated errors were computed

using an approach based on a linear minimum variance estimator, hereinafter referred to

as the NetAdjust method and was briefly introduced as the CAA in Chapter 2.  Although

the original derivation of this method by Raquet (1998) was taken from optimal

estimation theory, it is appropriate and advantageous to look at the problem from a

classical conditional least squares approach.  Essentially, this method imposes the

condition that the double differences of the adjusted measurements minus the calculated

ranges are zero, which is a valid condition in the absence of any errors.  After the

adjustment is performed the generated corrections are applied to the raw measurements

from the reference and user receivers and then double difference measurements are

computed (as in eq. 2.6).

This method can be summarized by two equations used for generating the corrections,

which are applied to the carrier phase (and to the code with some minor modifications)

observables as follows:
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where,

n!δ̂ are the corrections generated for the carrier phase observations at the network

reference stations (in metres),

u!δ̂ are the corrections generated for the carrier phase observations at the user

receiver (in metres),

n! are the measurement-minus-range carrier phase observations ( ρ−Φ ), in

metres, which assume known coordinates required for the geometrical range,

ρ , computation,

nB is the double difference Jacobian matrix for the network, nnnB !! ∂∇∆∂= ,

nC !δ is the covariance matrix of the network reference station carrier phase

observations (in m2),

nuC !! δδ , is the cross-covariance matrix of the user receiver carrier phase observations

(in m2),

λ is the carrier phase wavelength (in metres), and

nN∇∆ are the double difference integer ambiguities between the network reference

stations (in cycles).



55

It should be noted that unless otherwise stated, all references to corrections correspond to

the combined L1 phase corrections computed by the method given in equations (3.1) and

(3.2) above (i.e. corrections include the ionospheric, tropospheric and satellite orbit

effects).  Although the majority of the discussion of results presented in this chapter will

concentrate on the L1 phase corrections, the parameterization methodologies can be

applied to a number of other carrier phase combinations (see Section 2.3).

A pre-requisite to implementing the NetAdjust correction methodology is the provision

of accurate reference station coordinates. The responsible authority in the case of a

permanent regional reference network may provide these, or they may be obtained

through a static survey of each station over long periods.  In addition, the correct double

difference integer ambiguities between reference stations, nN∇∆ , must be known. These

values are described in more detail in Section 3.2.1.

The computation of the covariance matrices, nC !δ and nrC !! δδ , , can be decomposed

into two mathematical functions.  First, a correlated variance function which maps the

zenith variance of the correlated errors over the network area is computed and shown in

the following equation:

( ) 2
21

2 , dkdkpp nmzc +=σ (3.3)
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where, ( )nmzc pp ,2σ , is the differential zenith variance of the correlated errors for points

mp  and np  in the network.  This function is based on the two-dimensional distances

between the reference stations, ,d  in kilometres.  The importance of this dependence will

be revisited in the spatial dimensionality discussion in Section 3.4.1.  The values of the

coefficients, 1k  and 2k , are provided in Table 3.1 for the case of the Swedish network

(presented in Section 3.2).  Second, a mapping function is needed to map the zenith

correlated and uncorrelated errors to the elevation of the satellite at each epoch as

follows:

( )
3

180
53.0
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


°
ε−+

ε
=εµ µk (3.4)

where, ( )εµ , is a unitless scale factor, which when multiplied by the zenith variance

obtained from eq. (3.3), provides the correlated variance for the specified satellite

elevation, ε , and µk  is a coefficient, also shown in Table 3.1 for the case of the Swedish

network.  The computation process of these coefficients and the mapping function is

described in detail in Raquet (1998).  The values shown in Table 3.1 and the uncorrelated

zenith variances in Table 3.2, were originally derived for the Swedish network by L.P.S.

Fortes at the University of Calgary and subsequently recomputed and verified by the

author.  Figure 3.1 illustrates the correlated error function computed for the southern

Swedish network as well as the value of the mapping function for satellite elevations
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ranging from 10° to 80°.  Note that the correlated error variances are shown in cycles for

the L1 phase and WL configurations (see Table 2.2 for the effective wavelengths).  The

computation of these coefficients and variance factors does not have to be performed on

an epoch-by-epoch basis.  In fact, the same values can be used for significantly long

periods of time, depending on the network conditions (Raquet, 1998).  For the results

presented in the following sections, the values contained in Tables 3.1 and 3.2 were used

for the entire data set.

Table 3.1: NetAdjust Coefficient Values for the Swedish Stations

Coefficients L1 Code L1 Phase WL Phase
1k 9.25737e-7

(m2/km)
1.61782e-4

(cycles2/km)
1.29975e-5

(cycles2/km)
2k 1.04204e-7

(m2/km2)
1.35091e-6

(cycles2/km2)
1.56561e-7

(cycles2/km2)
µk 10.322

(unitless)
8.307

(unitless)
12.349

(unitless)

Table 3.2: Covariance Function Elements of the Uncorrelated Errors at the Zenith for the
Swedish Stations

Uncorrelated Zenith Variance ( 2
zuσ )Swedish

Station
L1 Code

(m2)
L1 Phase
(cycles2)

WL Phase
(cycles2)

KARL 6.63629e-2 4.4273e-5 3.0794e-5
VANE 3.41326e-2 4.4273e-5 3.0794e-5
BORA 4.83736e-2 4.000e-5 3.000e-5
ONSA 3.77836e-2 4.4273e-5 3.0794e-5
HASS 4.19348e-2 4.4273e-5 3.0794e-5
NORR 2.42581e-2 4.4273e-5 3.0794e-5
OSKA 4.79479e-2 4.4273e-5 3.0794e-5
JONK 4.83736e-2 4.000e-5 3.000e-5
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Figure 3.1: Differential Zenith Correlated Variance Error Function (left) and Mapping
Function (right) for the Southern Swedish Network in September 1998

Further details on these functions can also be found in Raquet (1998).  For the purposes

of the analysis that follows in this thesis, it is important to understand that the corrections

are computed and applied to the raw code and carrier phase measurements at the

reference and user receivers (at approximate positions).

3.1.1 Why Use the Condition Adjustment Approach?

As it was shown in Chapter 2, numerous techniques have been developed for computing

carrier phase corrections based on a regional reference station network.  For the spatial

investigations conducted herein, the NetAdjust (or CAA) correction generation algorithm

was chosen because it embodied a number of useful characteristics.  Firstly, the CAA

generates corrections on a per satellite basis.  This is a desirable characteristic because it
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does not place any onus on the user to apply the same base satellite for double

differencing as in the network approach.  This satellite-based correction scheme provides

the user with the flexibility of using any satellite pair for double differencing, which may

or may not coincide with the network approach.  Also, the user and reference receivers do

not have to have exactly the same set of visible satellites available, as long as there are

sufficient satellites for computing a position.

From a user implementation point of view, the CAA is also beneficial because the

corrections are applied to both the user and reference raw measurements and then double

differencing is performed.  In this way, the user can continue to use the same standard

software available in differentially capable receivers, without making significant changes

to accommodate any 'special' kind of observables.  Finally, this scheme has been tested

under various conditions on a number of different networks and shown to provide

positive results.  Overall positioning improvements using the NetAdjust method have

been shown to be on the average of more than 25% (see Fortes et al., 1999 and Townsend

et al., 1999).  This indicates that the quality of corrections is high, which directly

influences the quality of the results obtained after the spatial parameterizations are

performed.
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3.2 Description of Data

The Swedish Permanent GPS Network, commonly referred to as the SWEPOS network,

is a national network of 21 permanent reference stations which span all of Sweden with

an average separation of 200 km (see Figure 3.2).  Table 3.3 contains a partial list of the

SWEPOS reference stations and the abbreviated names by which they will be referred to

throughout this thesis.  The network was established in August of 1993 by the National

Land Survey of Sweden and the Onsala Space Observatory.  Each station is equipped

with two Ashtech Z-XII dual frequency receivers and a Dorne-Margolin antenna.  All

GPS data is downloaded daily via telephone lines at the Network Control Center at the

National Land Survey in Gävle (Hedling and Jonsson, 1996).  Here the data is converted

to Receiver INdependent EXchange format (RINEX) and archived after performing

numerous tests for data quality.  The network is used for applications requiring metre to

millimetre levels of accuracy.  Some of the most common applications include tectonic

deformation monitoring, post-glacial rebound studies and other geophysical phenomenon,

surveying, mapping and research in several areas including precise navigation and

positioning.

Table 3.3: SWEPOS Reference Station Abbreviations

Location Station Name Location Station Name
Borås BORA Norrköping NORR
Hässlehom HASS Onsala ONSA
Jönköping JONK Oskarshamn OSKA
Karlstad KARL Vänersborg VANE
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Figure 3.2:  The SWEPOS Network

A 24-hour continuous data set collected on September 16, 1998 at 1 Hz is used for the

results presented herein.  A sub-network consisting of eight of the southern SWEPOS

stations, refered to as SSN, was created, see Figure 3.3 (and the enclosed stations in

Figure 3.2).  Table 3.4 contains the precise position coordinates of the reference stations

as obtained from the National Land Survey of Sweden (where heights include the L1

phase centre offset).
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The SSN covers an area from approximately 56º N to 59.5º N latitude and 11.9º E to

16.2º E longitude, which translates to approximately a 373 km × 262 km area.  The

reference station ellipsoidal heights range from approximately 41 metres to 261 metres.

The baseline lengths for the independent baselines between reference stations within the

network are depicted in Figure 3.3 and range from about 67 km to 177 km.

Figure 3.3: The Southern Swedish Network (SSN) and Independent Baseline Solutions
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Table 3.4: SSN Reference Station Position Coordinates

Reference Station Latitude (DMS) Longitude (DMS) Height (m)
ONSA 57º 23' 43".06645 11º 55' 31".85035 46.643
VANE 58º 41' 35".24963 12º 02' 06".00082 169.855
BORA 57º 42' 53".84161 12º 53' 28".84445 220.100
HASS 56º 05' 31".97408 13º 43' 05".06479 114.226
JONK 57º 44' 43".69653 14º 03' 34".58168 260.543
KARL 59º 26' 38".46721 13º 30' 20".24052 114.449
OSKA 57º 03' 56".29211 15º 59' 48".50412 149.950
NORR 58º 35' 24".82469 16º 14' 46".96527 41.088

The quality of the data was assessed by using the quality check program, TEQC

(UNAVCO, 1994).  In general the data was found to be of high quality with few cycle

slips identified.  In terms of atmospheric conditions, the maximum double difference

(DD) ionsopheric delay for L1 was computed and found to be on the order of 4.6 ppm for

a 69.7 km baseline located near the centre of the SSN (from Bora to Jonk).  The

maximum double difference misclosure value computed for the ionospheric free

observable (eq. 2.17) was approximately 2.6 ppm.  This latter value provides an

indication into the residual tropospheric and satellite orbit effects for the data set.  The

double difference RMS values corresponding to the residual L1 ionospheric delay and the

ionospheric free measurements for a number of baselines in the SSN are provided in

Table 3.5.  These values reveal moderate residual ionospheric effects ranging from 5 cm

to 25 cm and tropospheric effects ranging from 2 cm to 8 cm (depending on the baseline

length).  Figure 3.4 provides an illustrative summary of the atmospheric levels described

above, for the data set.
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Table 3.5: Double Difference RMS Values for Selected Baselines

Baseline Length
(km)

DD L1 Ionospheric
Delay (m)

DD Ionospheric
Free (m)

Vane - Karl 118.8 0.080 0.037
Bora - Vane 120.0 0.069 0.032
Bora - Onsa 67.9 0.050 0.024
Jonk - Bora 69.7 0.055 0.026
Jonk - Norr 159.4 0.106 0.053
Jonk - Oska 138.9 0.102 0.042
Oska - Hass 177.1 0.163 0.066
Vane - Norr 244.2 0.155 0.065
Oska - Onsa 248.0 0.172 0.061
Oska - Karl 302.3 0.169 0.063
Norr - Hass 316.8 0.207 0.078
Karl - Hass 373.3 0.245 0.083

Figure 3.4: Double Difference RMS L1 Ionospheric Delay and Ionospheric Free Values
for SSN Data

3.2.1 Resolution of Double Difference Ambiguities

The most difficult task in real-time kinematic (RTK) positioning over long baselines is
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5 10 15 20 25 30 35 40
0

0.0

0.

0.1

0.

0.2

Baseline Length (km)

D
D

 L
1 

Io
no

 D
el

ay
 R

M
S 

(m
)

5 10 15 20 25 30 35 40
0

0.0

0.

0.1

0.

0.2

Baseline Length (km)

D
D

 IF
 M

is
cl

os
ur

e 
R

M
S 

(m
)

(
)



65

because of the long baselines and the corresponding spatial decorrelation of the

atmospheric and satellite orbit errors.  Although the average baseline length in the SSN

was approximately 200 km, ambiguity resolution was possible using several methods.

The majority of the L1 and L2 carrier phase integer ambiguities for the SSN were

generated using GPSurvey™ (Trimble Navigation Limited, 1996).  This is a commercial

software package developed by Trimble Navigation Limited and is used for static and

kinematic GPS data processing.  The double differenced ambiguities were formed from

the ambiguity output. The seven independent baselines were resolved at a 15º elevation

mask and using precise ephemerides provided by the International GPS service (IGS).

The well known Saastamoinen tropospheric model was also used to aid in the baseline

resolution (Saastamoinen, 1972).  The entire 24-hour data set, decimated to every 15

seconds, was used to process each independent baseline in the network separately (see

Trimble Navigation Limited, 1996 for details on the processing methodology).  It should

be noted that the exact processing methodology is proprietary, however from the output

generated in the log files, the major steps can be deduced.  A basic flowchart outlining

these major carrier phase data processing steps is provided in Appendix A.

GPSurvey™ was suitable for resolving the ambiguities for the independent baselines in

the SSN, however in order to implement the multi-reference station approach, the

ambiguities must be resolved for all of the possible baselines in the network

configuration.  In general, if there are n  simultaneously operating receivers, the number

of independent baselines is computed as follows:
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( )1−= nblind (3.5a)

and the total number of possible baselines is computed by:

( ) 21−= nnbltot (3.5b)

For the case of the SSN, there were eight reference stations, and therefore 28 possible

baselines.  These baselines and the corresponding lengths are identified in Table 3.6.
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Table 3.6: All Possible Baselines for the SSN

Number FROM TO Baseline Length (km)
1 BORA HASS 187.5
2 BORA KARL 195.8
3 BORA NORR 219.8
4 BORA ONSA 67.8
5 BORA OSKA 199.8
6 BORA VANE 119.9
7 JONK BORA 69.5
8 JONK HASS 185.2
9 JONK KARL 191.8
10 JONK NORR 159.1
11 JONK ONSA 133.2
12 JONK OSKA 138.6
13 JONK VANE 158.8
14 KARL HASS 373.3
15 KARL ONSA 246.0
16 NORR HASS 316.8
17 NORR KARL 183.6
18 ONSA HASS 181.7
19 ONSA NORR 287.6
20 ONSA VANE 144.6
21 OSKA HASS 176.8
22 OSKA KARL 302.3
23 OSKA NORR 170.4
24 OSKA ONSA 248.0
25 VANE HASS 306.6
26 VANE KARL 118.6
27 VANE NORR 244.2
28 VANE OSKA 296.3

The ambiguities for the remaining baselines were created using the reference station

chaining constraint method, which applies the well-known concept that the sum of the

integer ambiguities in a closed loop is equal to zero.  To illustrate this concept, consider a

small network consisting of four points, as shown in Figure 3.5.
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Figure 3.5: Sample Network for Closed Loop Ambiguity Constraint Concept

Using this network, five different ambiguity constraint equations can be written, one for

each of the closed loops (four triangles and one quadrilateral).  For triangle BCD, the

following double difference integer ambiguity constraint equation applies:

0=∆∇+∆∇+∆∇ DBCDBC NNN (3.6)

where, ∆∇  is the double difference operator and N is the integer ambiguity.  The most

trivial application of eq. (3.6) is when all but one of the baselines are resolved and the

equation is solved for the missing baseline.  In eq. (3.7), the constraint is used in order to

solve for the ambiguity for the BC baseline.

)( resolvedDBresolvedCDBC NNN ∆∇+∆∇−=∆∇ (3.7)

In the case of the SSN, the resolved ambiguities for all independent baselines were

obtained from GPSurvey™ and this method was only used to generate the remaining

(dependent) baselines.  Using the constraint equation to directly calculate the third

A B

CD
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ambiguity is a straightforward process and can easily be performed for any number of

baselines.  This method can also be used before the search process begins in order to

reduce the search space of ambiguity candidates (Sun et al., 1999).  Finally, reference

station chaining can be used to verify the resolved ambiguities in a network.  If all of the

ambiguities satisfy the constraint equations then it is very likely that the resolved

ambiguities are correct. However, there is also a possibility that all of the ambiguities are

affected by the same systematic error and therefore incorrect by the same bias amount.

Therefore, it is important to augment the reference station chaining approach with other

ambiguity verification methods (i.e. sum of squared residuals check).

For the real-time implementation of the multi-reference station technique, the ambiguity

resolution process must occur on-the-fly (OTF) and not in post-mission, as conducted in

this case.  However, since the focus of this research is on the spatial and temporal

characteristics of the corrections, it was vital to work with correctly resolved integer

values.  It is recognized, however, that accurate and reliable OTF ambiguity resolution is

a topic of extensive and ongoing research with tremendous potential for real-time

applications and it is beyond the scope of this research.

3.3 Spatial Parameterizations

In essence, all of the spatial parameterization schemes investigated can be classified

under the general area of interpolation.  Interpolation can be defined as the approximation
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of a representative function from its discrete values at a finite number of points

(Dermanis, 1988).  In this case a number of discrete points are provided which form a

regularly spaced rectangular grid (which conform to some unknown function) of

correction values and we are asked to compute the corresponding correction value at

some arbitrary point, which most likely does not coincide with a grid node.  In this

situation, there exist two main cases of interpolation, namely exact and approximate

methods (also called weighted average and fitted function method, numerical and

mathematical surfaces, and value and coefficient problems).

The first case, termed exact interpolation, assumes the data values to be errorless

quantities (or their error is accepted and permitted to propagate into the solution) and thus

the resulting surface passes exactly through all of the data points.  A simple one-

dimensional situation that conveys this is shown in Figure 3.6 (analogous in every way to

multi-dimensional problems, i.e. 2D or 3D).  In such a case a function (1D) or a surface

(two or more dimensions) is generated which exemplifies the data and each data point is

reproducible (Watson, 1992).  The second case is a smoother approximation, which does

not readily reproduce the data values and tends to smooth the high frequency content of

the signal, resulting in a function or surface which models (not necessarily exactly) the

data.  This is also shown in Figure 3.6.

Both cases of interpolation discussed will form the basis of the various spatial models

presented.  The exact interpolation method is employed in the grid-based schemes
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(Section 3.4), while the approximate interpolation method is presented in the context of

low-order surface modelling (Section 3.5).

Figure 3.6: One-Dimensional Exact (Left) and Approximate (Right) Interpolation

Regardless of the parameterization method chosen, the overall objective remains, namely

the fabrication of a surface that represents the spatial variation of the data, thus providing

a solid foundation of the correction behaviour field over the area of interest.

3.4 Grid-Based Parameterization

The first parameterization scheme presented is a grid-based model.  This concept has

been implemented in varying degrees for code-based wide area differential GPS services

(WADGPS) as well as more precise applications such as wide area ionospheric modelling

(as in the wide area augmentation system, WAAS), see El-Arini et al. (1995) for more

details.  The key task is to apply this concept to formulate combined corrections at

discrete locations over the regional network and then interpolate between grid points for

any user within the coverage area.
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Corrections were generated using the NetAdjust algorithm for the 24-hour data set at 15

second intervals, for various grid spacings over the SSN.  The horizontal grid point

locations were determined from the limits of the reference station network, which were

56°N to 60°N in latitude and 11°E to 17°E in longitude.  However, the height of the grid

points (prediction points) required some further investigation.

3.4.1 Spatial Dimensionality of the Problem

Before any work can be done on correction modelling, the spatial dimensionality of the

problem must be addressed.  A ground-based GPS network will always vary in latitude

and longitude and depending on the locations of the permanent reference stations, the

inter-station height differences may vary from metres to kilometres.  The dimensionality

of the problem affects the number of parameters required to model the correction surface

accurately, therefore it must be determined for each data set.  In this case, both the spatial

dimensionality of the correction generation method and the network ground station

geometry were evaluated.

The correlated error term used in generating the combined correction values was

investigated and found to be a function based on two-dimensional distances between

reference stations (see eq. 3.3), thus showing that it does not take the height of the

reference stations into account.  The second issue to examine for dimensionality is the

network geometry.  Given the possibility that significant height differences between
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reference stations may imply residual tropospheric effects, several investigations were

conducted to specifically target the sensitivity of the SSN to the vertical component.

In order to test if the model corrections generated for a grid of prediction points were

sensitive to the vertical component, several tests were performed by generating combined

corrections for three different surface lattice heights, namely, (a) 40 metres, (b) 160

metres and (c) 260 metres.  Recall that for the case of the SSN, the reference station

heights range from approximately 41 metres to 260 metres, with a mean height of about

140 metres.  Corrections were generated for a 55 km × 55 km grid, over the coverage

area for these three heights and each of the values computed were compared with the

corresponding values at other surface lattice heights.  Figure 3.7 shows a sample of the

surface lattices computed at the various heights.

Figure 3.7: Surface Lattices at Various Heights
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The comparison results showed that for approximately 97% of the epochs, there were no

differences between the correction surfaces of varying heights.  The maximum effect

seen for a few satellites scattered throughout the afternoon hours was on the order of

0.001 cycles on L1, which translates to less than a millimetre and can therefore be

neglected.  Figure 3.8 is an example of a case where these minimal differences were

noted, represented by the downward spikes (note the scale on the vertical axis).

Figure 3.8: Sample of Differences in Corrections Generated at h = 40 m and h = 160 m

Given the results of these investigations, all prediction point grids presented herein will

be computed at the mean height of the SSN (140 m).  Other examples of networks with

greater height differences also support this conclusion, such as in Schaer et al. (1999)

where numerous investigations on solution types for modelling zenith path delay over a
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network were performed.  The results showed small differences between two-

dimensional and three-dimensional functions even for a regional network with more than

3,000 metres of inter-station height differences.

3.4.2 Interpolation Schemes

Three main interpolation schemes were investigated for possible use in the grid-based

(exact interpolation) method namely, (1) nearest-neighbour interpolation (NNI), (2)

bilinear interpolation (BI), and (3) bicubic interpolation (CI).  The level of complexity

involved in the implementation of each method varies from nearest-neighbour being the

simplest to bicubic interpolation being the most complex.  A brief description of each of

the aforementioned interpolation schemes will be discussed.  For detailed mathematical

formulations and discussions of the three interpolation schemes, see Watson (1992),

Press et al. (1988), and Landcaster and Salkauskas (1986).

3.4.2.1 Nearest-Neighbour Interpolation

The simplest and crudest form of interpolation of the discrete rectangular grid correction

values ic  incorporates the nearest-neighbour interpolation algorithm.  In the present case,

the two-dimensional (could be 3D if the dimensionality of the problem called for it,

resulting in a surface lattice at variable heights) distance from the closest grid nodes in a

specified radius of interest are computed from the computational point cpz .  The
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computational point is simply assigned the correction value corresponding to the nearest

point as follows:

( )ii
n
cp yxcz ,= (3.8)

where, ( )ii yxc ,  is the correction value of the closest point.  The simplicity of this

algorithm results in a discontinuous representation of the correction surface by a set of

level surfaces of different values (i.e. a 'step-like' appearance).  However, the algorithm

offers several advantages in terms of data transmission requirements since, in theory,

only one point is required for transmission.  Therefore, it has not been dismissed as a

viable method and is included here for the purpose of inter-comparing with the following,

more complex and hence more accurate methods.

3.4.2.2 Bilinear Interpolation

A natural progression from the simple NNI approach is a distance-based bilinear

interpolation scheme, which can be decomposed into three steps:

1) Compute the two-dimensional (three-dimensional distances can be computed

if the correction surface is not located at a constant height throughout the
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coverage area) distances between computational point ( )cc y,x  and each of the

grid points, ( ) ( )22
icici yyxxd −+−= ,

2) Find the four closest points to the computational point(s), and

3) Interpolate with the four closest points in order to obtain the value(s) at the

point(s) of interest ( )cc yxz , , using the following formulas:

( ) ( )( ) ( ) ( ) 4321 1111, uzttuzzutzutyxz cc −++−+−−=  (3.8a)

where,

( ) ( )121 xxxxt c −−= (3.8b)

and

( ) ( )232 yyyyu c −−=  . (3.8c)

For convenience, the grid points are numbered starting at the southwest corner and

continuing in a counter-clockwise direction, as shown in Figure 3.9.

A grid of corrections at varying densities can be computed using NetAdjust within the

desired coverage area.  However, in order to test the results in the position domain, there

must be raw observations available for the mobile user.  In practice this will not always

be the case, i.e. a receiver will not be stationed at every grid node.  Therefore, a bilinear

interpolation algorithm that generates corrections from the closest four points is used for

obtaining correction values for the observations at the mobile user’s location.
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Figure 3.9: General Bilinear Interpolation Point Numbering Scheme

3.4.2.3 Bicubic Interpolation

Bicubic interpolation is the lowest order 2D interpolation procedure that maintains the

continuity of the function and its first derivatives (both normal and tangential) across all

boundaries (Russell, 1995).  Unlike the previous two methods, it requires not only the

values for the closest grid nodes ijc  (four points in total), but also three additional
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translates to a total of 16 values required for transmission.  More details on the algorithm

are provided in Russell (1995) and Press et al. (1988).

3.4.2.4 Choosing an Interpolation Scheme

The interpolation algorithms investigated represent a limited sub-set of a plethora of

methodologies available. For instance, cubic spline interpolation is a commonly used

algorithm for constructing a smooth surface from a number of data values. The goal in

this case, is not to produce a surface which is pleasing in appearance (as in many image

analysis applications), rather it is important to recover as much information as possible

from the 'true' correction field, without over-sampling.  This task is successfully

accomplished using any one of the three interpolation schemes discussed above,

depending on the grid resolution.  One advantage, however, that other gridding methods

such as kriging, may provide is an indication into the quality or accuracy of the

interpolation algorithm itself (Stein, 1999).  For the grid-based investigations, this can be

accomplished through error propagation, provided covariance information for the

NetAdjust corrections is available.  This offers us an indication of the quality of the

corrections after applying the spatial parameterization schemes (see Appendix B).

For RTK applications, the choice of an interpolation scheme is important because it is

directly related to the number of correction values that are required for transmission

(usually via a data link) to the user receivers.  Data compression is important for the
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efficient dissemination and communication of spatial data.  Table 3.7 shows the

minimum number of grid points required to perform each of the interpolation schemes as

well as the number of bits to be transmitted for the NetAdjust corrections for a nominal

case of nine satellites.  The bit calculation was performed for L1 phase correction values

at the specified number of grid points only, and may be further reduced using various

compression/scaling techniques.  A detailed analysis of the data transmission issues is

included in Chapter 4.

Table 3.7: Grid Points Required for Interpolation Schemes

Interpolation
Scheme

# of Grid
Points

# of Bits
(9 satellites)

Nearest-Neighbour 1 81
Bilinear Interpolation 4 405
Cubic Interpolation 16 1377

From Table 3.7 it is evident that as the number of grid points used for the interpolation

scheme increases, so does the required number of bits.  From a data transmission point of

view, whenever more than one grid point is transmitted, the corresponding grid

boundaries (north-south and east-west) and definition must also be specified.

A sample surface generated using each of the three interpolation methods is shown in

Figure 3.10.  It is evident that there are some visible differences between the correction

surfaces of each type, with nearest-neighbour being the ‘coarsest’, and the bilinear and

cubic being the ‘smoothest’.  The key to choosing an interpolation scheme is to balance

the required amount of data and the achievable accuracy, based on the information
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content.  Also, because these distance-based interpolation schemes gather information

from a specified number of surrounding grid points, it is important to maximize the

contribution of the closest grid point values and minimize those that are farthest away.

For instance, in using the cubic interpolation method, 16 values are employed.

Depending on the grid spacing, the farthest corrections may introduce effects that are not

indicative of the present computational point.

Figure 3.11 shows the differences between the interpolated surfaces (ignoring the vertical

axis as the grid surfaces have been superimposed for visual analysis).  From here it is

noted that the differences between the linear and cubic interpolation schemes is almost

negligible, on the order of less than a millimetre, while the greatest differences are noted

between the nearest-neighbour and bilinear/cubic interpolations.

Figure 3.10: Three Interpolation Schemes used for L1 Phase Corrections for PRN 4
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Figure 3.11: Differences in Correction Surfaces for PRN 4 at Noon Local Time

As a result of these investigations, bilinear interpolation was chosen to generate values

for the computation points, since, it is less complex, requires fewer bits to be transmitted,

and performs at approximately the same level as cubic interpolation.  In Appendix B, the

derivation of error variances for the parameterized corrections is shown.  Given a

covariance matrix of the computed corrections, the covariance information associated
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3.4.3 Grid Resolution

The spacing between the grid points is directly related to the accuracy of the interpolated

user correction.  For real-time data transmission requirements it is desirable to use the

highest resolution grid possible, without exceeding the data transmission bandwidth

requirements (i.e. 2400 bits per second for 2400 baud rate, see Talbot, 1996 for more

details). With this in mind, four different grid spacings were tested using bilinear

interpolation to obtain the correction values for a user receiver, namely, (a) 0.5° × 0.5°,

(b) 1° × 1°, (c) 1.5° × 1.5°, and (d) 2° × 2°, which corresponds to 117, 35, 24, and 12

prediction points respectively for the SSN.  The user receiver was chosen to be near the

centre of each grid (Jonk), and is shown along with the four grid spacings in Figure 3.12.

Figure 3.12: Overlay of the Southern Swedish Network and the Four Different Grid
Spacings
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Table 3.8 shows the statistics compiled over 24-hours for the differences between the

combined corrections obtained from the various grid spacings for a common computation

point, Jonk.  All of the visible satellites were common among each grid.  Differences are

shown for each correction type, where code refers to code corrections on L1, WL is the

widelane observable, IF is the ionospheric-free and IS is the differential ionospheric

delay between L1 and L2 (see Section 2.3).  The smallest discrepancies are between the

two densest grids (0.5° and 1°), which average differences of less than a millimetre for

L1 phase corrections and are depicted over the entire 24-hour period in Figure 3.13.  As

expected, the largest discrepancy occurs between the densest and the sparsest grids (0.5°

and 2°), averaging just over three millimetres on L1 phase, which are also shown over the

entire period in Figure 3.14.  The significance of these differences in the correction

domain will become apparent in the following discussion of the position domain results.

Figure 3.13: Mean Differences Between 0.5° and 1° Derived Grid Correction Values for
Various Observable Combinations
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Figure 3.14: Mean Differences Between 0.5° and 2° Derived Grid Correction Values for
Various Observable Combinations

From Figures 3.13 and 3.14, it is evident that the sparser grid resolutions have difficulty

in maintaining the correct values for areas with higher ionospheric activity (i.e. in the

early afternoon hours).  This indicates the requirement for higher spatial sampling

intervals in order to correctly recover the atmospheric effects over the network.  Thus, as

the grid resolution decreases, some error activity is not accounted for, as expected.
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Table 3.8: Statistics for the Differences Between Corrections for Jonk (over 24 hours)

Statistic Code
(m)

L1
(cycles)

L2
(cycles)

WL
(cycles)

IF
(cycles)

IS
(m)

0.5°°°° ×××× 0.5°°°° Grid minus 1°°°° ×××× 1°°°° Grid
Minimum -0.019 -0.048 -0.073 -0.044 -0.018 -0.017
Maximum 0.000 0.019 0.034 0.048 0.009 0.025
Mean 0.000 -0.003 -0.003 -0.001 -0.002 0.000

0.5°°°°×××× 0.5°°°° Grid minus 1.5°°°° ×××× 1.5°°°° Grid
Minimum -0.004 -0.054 -0.090 -0.067 -0.032 -0.028
Maximum 0.000 0.032 0.059 0.074 0.013 0.036
Mean 0.000 -0.003 -0.003 -0.001 -0.002 0.000

0.5°°°°×××× 0.5°°°° Grid minus 2°°°° ×××× 2°°°° Grid
Minimum -0.149 -0.331 -0.505 -0.296 -0.146 -0.114
Maximum -0.001 0.166 0.256 0.315 0.050 0.182
Mean -0.001 -0.017 -0.021 -0.006 -0.013 0.004

1°°°° ×××× 1°°°° Grid minus  1.5°°°° ×××× 1.5°°°° Grid
Minimum -0.018 -0.038 -0.059 -0.051 -0.032 -0.028
Maximum -0.000 0.033 0.055 0.047 0.013 0.036
Mean 0.000 0.000 0.000 0.000 -0.002 0.000

1°°°° ×××× 1°°°° Grid minus  2°°°° ×××× 2°°°° Grid
Minimum -0.126 -0.148 -0.229 -0.267 -0.042 -0.157
Maximum -0.001 0.284 0.433 0.263 0.127 0.097
Mean 0.001 0.015 0.018 0.005 0.011 -0.003

More intuitive results are presented in the position domain where the corrections are

applied to the raw carrier phase measurements and then processed to compute epoch-by-

epoch positions using Flykin  (Lu et al., 1994), which is an on-the-fly ambiguity

resolution software package developed at the University of Calgary.  The software was

modified to accept an input file of fixed integer ambiguities as opposed to allowing the

software to compute them on-the-fly.  This was done in order to maintain a consistent set

of data between the correction generation and position computation processes.  The

position results are based on an L1-only solution for one of the shortest baselines in the

network, 69 km, between the reference station, Bora, and the user, Jonk (see Figure 3.12).
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Although Jonk was stationary, it was processed in ‘kinematic’ mode on an epoch-by-

epoch basis, which simulated real-time conditions.

Table 3.9 shows the statistics for the position differences computed for the 69 km

baseline.  The data in the no corrections section corresponds to the case where raw

measurements are used without applying any network corrections (i.e. a single baseline

approach).  The following section in the table corresponds to the case where the exact

user station coordinates are known and network corrections can be directly computed via

NetAdjust, without applying any interpolation scheme.  This case essentially provides the

improvement obtained when using the NetAdjust method.  The last four sections

correspond to each of the four grid-based cases where the corrections for the user are

generated through bilinear interpolation of a correction grid at the specified spacing (eq.

3.8).

The results show that by using the various grid-based parameterizations, as much as 20%,

54%, and 27% improvement in RMS for latitude, longitude and height respectively, over

the single baseline approach, can be achieved.   In general an improvement is seen for all

cases compared to not applying any corrections, except the very sparse 2° × 2° grid,

where an actual degradation in position is experienced.  This shows that for the SSN

conditions and the corresponding 24-hour data set, the grid-based method is valid up to

1.5° in each horizontal component.  Beyond this grid spacing, there is no benefit to
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applying the corrections.  The percentage of improvement in RMS over no corrections for

each of the grids tested, are summarized in detail in Table 3.10.

Table 3.9: Statistics for Position Results using Single Baseline and Grid-Based Methods
(Borar-Jonku)

Min (m) Max (m) µµµµ  (m) σσσσ (m) RMS (m)
No Corrections

Latitude -0.134 0.200 0.011 0.037 0.039
Longitude -0.192 0.104 -0.030 0.050 0.058
Height -0.370 0.341 -0.025 0.103 0.106

Directly Computed Corrections
Latitude -0.136 0.152 -0.001 0.031 0.031
Longitude -0.091 0.100 0.002 0.026 0.026
Height -0.293 0.343 -0.015 0.075 0.076

0.5° × 0.5° Interpolated Grid
Latitude -0.138 0.165 -0.002 0.031 0.031
Longitude -0.091 0.104 0.002 0.027 0.027
Height -0.291 0.380 -0.013 0.076 0.077

1° × 1° Interpolated Grid
Latitude -0.158 0.248 -0.008 0.034 0.035
Longitude -0.091 0.117 0.004 0.029 0.029
Height -0.283 0.612 0.001 0.080 0.080

1.5° × 1.5° Interpolated Grid
Latitude -0.152 0.262 -0.003 0.036 0.036
Longitude -0.091 0.131 0.006 0.031 0.032
Height -0.288 0.636 0.003 0.086 0.086

2° × 2° Interpolated Grid
Latitude -0.287 0.680 -0.053 0.066 0.084
Longitude -0.120 0.190 0.017 0.047 0.050
Height -0.317 1.860 0.075 0.128 0.148

Table 3.10: Percentage of RMS Improvement from Single Baseline Approach

Method Latitude Longitude Height
Direct 21% 54% 28%
0.5° × 0.5° 20% 54% 27%
1° × 1° 10% 50% 24%
1.5° × 1.5° 7% 46% 18%
2° × 2° -118% 14% -15%
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These results are quite significant, because they identify the limitations of the grid-based

parameterizations.  For RTK, if the requirements are such that only sparse grid data can

be sent to the user, such as the 2° case, the user may achieve better results by opting to

ignore the corrections and instead perform positioning based on raw data from the closest

reference station.

Further investigations were conducted by assuming an even denser grid (i.e. resolutions

greater than 0.5°).  The results showed that spacings of approximately 44 km (or 0.4°)

produced essentially the same information as the 0.5° grid.  One should be cautious not to

over sample the area which may lead to irregular oscillations in grid node values

generating artifacts which are not indicative of the correction behaviour over the area.

Therefore, the 0.5° grid was found to be the best alternative in terms of representing the

spatial behaviour of the corrections.  Figures showing the deviations in the L1 phase

correction grid node values for the 0.5° grid as a function of baseline distance were

generated for two different case satellites, representing the maximum decorrelation over

distance (PRN 23) and a more moderate scenario (PRN 21) which are shown in Figure

3.15.  The correction differences are computed for baseline lengths up to approximately

600 km, where the maximum difference is 0.33 cycles for PRN 23.  More moderate

values are obtained for PRN 21 where the average correction differences are

approximately 0.08 cycles.
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Figure 3.15: Correction Differences as a Function of Baseline Length

For the SWEPOS network, where the average station separation is around 200 km, the

correction differences reach a maximum of 0.1 cycles (PRN 23) and an average of

approximately 0.05 cycles for PRN 21.  The latter translates to less than a centimetre

difference.  For periods of higher ionospheric activity, the decorrelating nature of the

corrections (and hence the errors) will become evident over even shorter distances.
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3.5 Low-Order Surface Modelling

In the previous section, the correction field was represented by interpolating a number of

discrete gridded data points.  This method worked well, especially with the higher

resolution grids, such as 0.5° × 0.5°, where results are comparable to corrections

computed directly for the user’s location.  However, for real-time applications it is

desirable and necessary to limit the amount of data transmitted to the user receiver(s).

With this concept in mind, a second method for parameterizing the correction field,

described as low-order surface modelling, was investigated.

In this case, the role played by polynomials in curve fitting is extended to surface fitting

by using polynomials of two variables, or bivariate polynomials. Such polynomial

surfaces can be defined as a linear combination of a set of basis functions.  These power

basis functions and the corresponding polynomial class are shown in Table 3.11.  In

general nP  is a class of polynomials containing all functions of the form ii yx , where

nji ≤+≤0  and 0≥i , 0≥j  (Lancaster and Salkauskas, 1986).  Essentially, each basis

function can be considered as a surface on its own, where x  and y  are the horizontal

coordinate values.

Table 3.11: Classes of Polynomial Functions

Class Basis Functions

0P

1P

2P

3P

1
yx1

221 yxyxyx
3223221 yxyyxxyxyxyx



92

In its simplest form a polynomial surface is a plane.  For RTK applications, this

parameterization technique is favoured because of the apparent reduction in transmission

bandwidth requirements.  An apparent reduction is noted here, because the number of bits

increases as the resolution of the values increases.  Thus, in the case of polynomial

surface coefficients, the number of bits per value may exceed those for lower resolution

grid point values.  This is an area of concern for RTK applications, which has secured the

attention of many receiver manufacturers and researchers alike (Neumann et al., 1997;

Hegarty, 1993) and is discussed further in the following chapter.

3.5.1 Plane Fit

In order to choose the best combination of power basis functions to model the satellite-

based correction fields over the SSN coverage area, the 24-hour data set was decimated at

one hour intervals.  Samples of surfaces for each visible satellite were plotted to

investigate their spatial behaviours.  At this point, it was desired to isolate the spatial

characteristics from the temporal aspects inherent in the corrections.  Although, this

cannot be accomplished in an absolute sense, sufficient samples were taken at all periods

to obtain a representative data set.  It became obvious from this analysis that a general

trend from satellite-to-satellite or epoch-to-epoch, did not exist.  As an example, Figure

3.16 shows the correction surfaces for six visible satellites at 2:00 pm local time over the

coverage area.  Modelling of irregular surfaces, as shown in Figure 3.16 is a common

problem encountered in various applications, from topographic surface modelling to the
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display of spatial image data.  This analysis has taken the methods employed in these

areas and applied them to a relatively new area, namely parameterizing corrections for

DGPS positioning. Further details on surface fitting and modelling irregular surfaces, can

be found in Landcaster and Salkauskas (1986), Watson (1992) and Junkins et al. (1973).

The criterion applied in the surface fitting approach was to limit the 'misfit' of the surface

by imposing a minimum sum of squared differences between the approximated surface

values and the gridded data.  The resulting surfaces are known as trend or regression

surfaces and they exhibit the major trend implied by each satellite at a particular epoch in

time.  Specifically, the coefficients for a first order surface (i.e. plane) were computed via

a least squares adjustment with observation equations (Mikhail, 1976).   The general form

of the model is shown as follows,

cbyaxzyxp cc ++==),( (3.9)

where [ ]Tu dbad =  is the vector of unknown parameters and x , y , and z  are the

latitude, longitude and corrections of a pre-defined discrete set of grid crossover points,

respectively.  By minimizing the sum of the squared residuals ( PvvT   = minimum) and

assigning equal weights to all observations, the adjustment gives the best-fit plane surface

to the corrections.  Therefore, the polynomial surface was not forced to pass through the

discrete grid points used for establishing the plane coefficients.  An example of a grid

surface with a plane fit overlay for a single satellite at one epoch in time is shown in
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Figure 3.17.  It should be noted here, that large grids may lead to very large matrices in

the least squares adjustment, however closed formulas can be derived which reduce the

size of the matrix inversions (see Appendix C for derivations of first and second order

polynomial coefficients).

As in the case of the grid-based parameterizations, results were obtained in the position

domain by applying the best-fit plane corrections to the carrier phase measurements and

processing the data using FlykinTM for the Bora-Jonk baseline.  The results showed a 0.04

metre RMS in latitude and longitude and a 0.1 metre RMS for height.  By comparing

these values to the grid-based position results, it is evident that the grid technique is more

accurate, as long as the grid spacing is less than or equal to 1.5°.  With sparser grids, such

as the 2° case, the results using the best-fit plane are marginally better, although they may

require less data to be transmitted to the user.
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Figure 3.16: Samples of Combined L1 Phase Correction Surfaces for All Visible
Satellites at 2:00 pm Local Time
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Figure 3.17: Example of a Correction Grid Surface and a Plane Fit Overlay

3.5.2 More Surface Fits

In addition to a simple three-parameter plane surface, the following higher coefficient

polynomial surfaces were investigated,

a) dcxybyaxz +++= (3.10a)

b) edxcxybyaxz ++++= 2 (3.10b)

c) feydxcxybyaxz +++++= 22 . (3.10c)

An example of a best fit polynomial surface of the format in eq. (3.10c) is shown in

Figure 3.18.  All of the above low-order polynomial surfaces, including the plane, are

essentially subsets of the greater polynomial, c, shown above.  Therefore, it is expected
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that all surfaces will perform at approximately the same level.  In other words, those

coefficients which do not contribute to producing an optimal best-fit surface, will contain

very small values output from the least squares adjustment.  To test this hypothesis,

position results were computed, using the method described above, for each of the second

order polynomial surface fits.

Figure 3.18: Example of the Six-Coefficient Correction Surface Fit

Table 3.12 summarizes the position domain results for the low-order polynomial

surfaces.  An interesting result is that the plane surface and polynomial surface (eq.

3.10a) performed at the same level, for latitude, longitude and height, which was parallel

to the single baseline approach.  This indicates that the contribution of the fourth

coefficient in eq. (3.10a) is minimal for this case.  However, the results in Table 3.12 also
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show that by using the five and six coefficient second order models, RMS improvements

over a single baseline approach, in latitude, longitude and height can be as much as 5%,

36%, and 18%, respectively.  These values can be computed by comparing the values

corresponding to the no corrections case in Table 3.9 with those of Table 3.12 for all

three low-order surface fits.

A brief comparison of these position domain results with the grid-based

parameterizations presented earlier, reveals that the achievable range of accuracy is

approximately the same as the 1.5° grid spacing results.  This is a tremendous

improvement over the sparser grid-based results and has the potential of using fewer bits

for data transmission.  The exact number will depend on the method of data transmission

as well as the actual magnitudes of the individual coefficient values.

Table 3.12: Statistics for Position Results using Low-Order Surface Fits (Borar-Jonku)

Min (m) Max (m) µµµµ  (m) σσσσ (m) RMS (m)
cbyaxz ++= , dcxybyaxz +++=

Latitude -0.158 0.187 0.021 0.037 0.043
Longitude -0.135 0.096 -0.020 0.036 0.041
Height -0.538 0.261 -0.064 0.083 0.105

edxcxybyaxz ++++= 2

Latitude -0.078 0.181 0.020 0.032 0.038
Longitude -0.119 0.095 -0.014 0.032 0.034
Height -0.383 0.0257 -0.043 0.075 0.087

feydxcxybyaxz +++++= 22

Latitude -0.088 0.164 0.018 0.032 0.037
Longitude -0.120 0.086 -0.016 0.033 0.037
Height -0.383 0.259 -0.043 0.076 0.087
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As it was mentioned previously, the key motivation for investigating the low order

surface models was because of the potential for decreasing the data transmission load.

Following this reasoning, it is not advantageous to generate complex higher order

polynomial surfaces for representing the correction area.  Not only will this defeat the

purpose of reducing the required transmission capacity, but the possibilities of ‘over’ and

‘under’ shooting also increase.  That is, with higher order fits, oscillations may be

produced which do not accurately represent the error features in the network coverage

area.  Therefore, this is a situation where more is not necessarily better.

3.6 Remarks on Spatial Characterizations

Various methods for parameterizing carrier phase corrections for the correlated errors

(ionospheric, tropospheric and satellite orbit) over a regional network of reference

stations were presented.  The grid-based method employed the formulation of corrections

at discrete points, with spacings ranging from 0.5° to 2°.  The results showed as much as

20%, 54% and 27% improvement in RMS for latitude, longitude and height respectively,

over the single baseline approach.  The achievable accuracies in position decreased with

lower grid resolution, to the point where a 2° spacing was found to be worse than a single

baseline approach.  These findings are quite significant because they identify the

limitations of the grid-based model for RTK applications.
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In the interest of meeting data transmission bandwidth requirements, a second

parameterization approach, namely low-order surface modelling, was investigated.  In

this case four different first and second order polynomial surfaces were used to model the

corrections over the regional network.  The results in the position domain showed up to

5%, 36% and 18% improvements in RMS for latitude, longitude and height respectively,

over the single baseline approach, using a second order polynomial fit.

Comparing the two parameterization schemes, it is evident that both models are capable

of producing results better than the single baseline solution.  The following chapter

contains results based on the temporal correlation of these errors, since it is the

combination of the spatial and temporal aspects that will result in a practical realization

of the multi-reference station concept for RTK applications.
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Chapter 4

TEMPORAL CHARACTERISTICS OF CORRELATED ERRORS

In this chapter the temporal behaviour of the combined corrections is investigated.  This

is accomplished by establishing how the corrections change over time through studies on

the effects of data decimation, analyzing the statistics for groups of data at varying times

throughout the day and night, generating correction surface snapshots for numerous

satellites and computing the correction rates of change.  Based on the spatial

parameterization techniques discussed in Chapter 3, the effect of correction data latency

on the final positioning accuracy will also be determined for both grid-based and low-

order surface models.  This will provide valuable insight into the relationship between the

correction update rates and the parameterization schemes.

Also, investigations are conducted on the required correction information for a message

generated at a network/reference station and transmitted to all multi-reference station

users.  Although, current standards for correction messages exist, receiver manufacturers

often adopt their own proprietary message format to serve the needs of GPS users.

Regardless of the message format, specific information exists, which must be transmitted
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and that will be identified in the latter parts of this chapter.  Finally a summary of the

information presented in this chapter as well as some contributions from Chapter 3 are

included to aid with the identification of the best option for parameterization and

dissemination.

4.1 Behaviour of Corrections Over Time

The correlated residual errors, which increase as the baseline distances increase, exhibit

both spatial and temporal correlations.  Spatial correlations involve observations from

one station to different satellites or between two or more stations and the same satellite at

one epoch in time.  The latter was studied in Chapter 3.  This involves the behaviour of

the corrections over space, or more specifically, over the network coverage area.  On the

other hand, temporal correlations exist between observations at one station to one satellite

over different epochs.  Numerous studies have been performed on the implementation of

a correlation function for modelling temporal correlations to aid with GPS positioning

(El-Rabbany et al., 1992; Wang, 1998; Howind et al., 1999).  Throughout these studies it

was shown that physical temporal correlations do exist between observations at different

epochs and they may impact precise positioning results.  It is the purpose of this chapter

to identify the behaviour of the NetAdjust corrections over time for a test area, in order to

provide a better understanding of the temporal characteristics.
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4.1.1 Data Decimation

One of the most difficult practical aspects encountered when implementing a real-time

multiple reference station network approach is dealing with the large amounts of data

coming from various streams.  With this in mind, and in the interests of data transmission

bandwidth limitations, it is common practice to decimate (thin) the available data at a rate

which will not significantly reduce the amount of information provided to the network

reference stations or the user receivers.

For the SSN 24-hour data set, the data was provided at 1 Hz.  This non-decimated data

was used as the base set for comparison.  It is well known that the ionospheric activity

usually peaks on the day side, between 12:00 and 14:00 hours local time.  Investigations

on the behaviour of the corrections showed that during this period the correction surfaces

exhibited higher frequency variations than those during the night side.  Therefore, for

testing the data decimation issue, a four hour period representing the most variable period

in the data set was chosen for the analysis, between 11:00 and 15:00 hours local time.

Since the majority of the variations will occur during this period, any lost information

due to data decimation will become evident.  Figure 4.1 shows a plot of the L1 phase

corrections for all visible satellites during this four-hour test period for the Bora-Jonk

baseline.
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Figure 4.1: L1 Phase Corrections for All Visible Satellites of the Bora-Jonk Baseline

As it can be seen from the figure there are numerous threads beginning and ending at

various times, representing the different satellites, which come in and out of visibility

throughout the period.  Figure 4.2 provides a time series of the satellites visible for the

prediction point (Jonk) and the reference station (Bora).  Only the satellites visible at both

stations have generated corrections and are used in the combined solution for the final

position.

Figure 4.2 is for the 1 Hz data set.  Similar figures were generated for 5, 10, 15, 30 and

45 second data intervals and were found to be essentially the same.  Figure 4.3

summarizes the number of visible satellites for both the user and reference stations.  It

should be noted that this was for a ~70 km baseline.  As the distance between the user
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and reference stations increases, the possibility of having the same number of common

satellites will decrease, as will the corresponding set of corrections, resulting in fewer

observations for computing the user position.

Figure 4.2:  Satellite Visibility at the User (left) and Reference Station (right)

Figure 4.3: Number of Visible Satellites at the User and Reference Stations
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From Figure 4.1 it is evident that the corrections for each satellite are different, varying

between ± 0.2 cycles (translating to ± 3.8 cm for L1 phase) and they do not appear to

have any predictable behaviour, with the exception of the greatest variation, occurring

between 13:00 and 14:00 hours for all satellites.  This is expected behaviour because of

the peak in ionospheric activity during this time.

Figure 4.4 shows the widelane corrections for the same set of satellites during this day

side period.  These corrections exhibit higher frequency fluctuations most probably due

to the amplification of the carrier phase multipath and noise inherent in the widelane

phase combination, which is also seen in the relatively larger magnitudes of the WL

corrections compared to the L1-only corrections.

Figure 4.4: WL Phase Corrections for All Visible Satellites of the Bora-Jonk Baseline
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Data decimation acts as a low pass filter, which limits the reduction of high frequency

components of the corrections.  For real-time applications, only the corrections ( ϕδ̂ )

present at a specific epoch in time are of interest, which do not take into account any

memory of the past corrections.  Therefore, during data decimation any changes in the

corrections at a current epoch from the previous epochs will be lost.  Investigations on the

rate of change of the corrections (RCC) were conducted using the following equation:

tRCC ttt
∆

−= ∆−ϕδϕδ ˆˆ
(4.1)

The RCC  was evaluated for the one second data interval, t∆ .  Statistics were computed

for all satellites that were visible for at least 2.5 hours, in order to provide an adequate

sample size, and are provided in Table 4.1.

Table 4.1: L1 Phase Correction Rates

SV Min
(cycles/sec)

Max
(cycles/sec)

µµµµ
(cycles/sec)

σσσσ
(cycles/sec)

RMS
(cycles/sec)

4 -0.006 0.013 -0.000004 0.000742 0.000742
14 -0.012 0.016 0.000018 0.000911 0.000911
16 -0.009 0.010 0.000003 0.000928 0.000928
18 -0.056 0.018 0.000006 0.001202 0.001202
24 -0.003 0.003 0.000008 0.000605 0.000605

The correction rates vary from satellite to satellite, with RMS values ranging from 0.0006

cycles/second to 0.001 cycles/second.  This range can be considered as a worst case

estimate, since the test period was taken during the highest variability in the corrections.



108

Nonetheless, these RMS values were used and extrapolated in order to determine the

expected data decimation error for data intervals as high as one minute and plotted in

Figure 4.5.  In most cases, the responsible authorities for distributing data for a

permanent array of reference stations usually make the data available every 15 or 30

seconds.  For the purposes of the majority of the position results presented in this thesis, a

15 second data decimation interval was chosen.  For L1 phase corrections this translates

to approximately 0.17 cm to at most 0.29 cm RMS (see Figure 4.5), which is on the level

of the noise and thus an admissible error.

Figure 4.5: RMS Expected Data Decimation Error (L1 phase) for Various Data Intervals
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4.1.2 Varying the Time of Day

To test the effects of the time of day on the shape and values of the correction surfaces, a

series of 'snapshots' were taken for numerous satellites throughout their entire pass over

the network coverage area and at intermittent periods throughout the day and night.  Two

specific periods were identified to represent the a) high variability and b) low variability

of the correction values.  The high variability period, also called the day side, occurred

during 11:00 to 15:00 hours local time with a computed 4.6 ppm double difference

ionospheric delay in terms of L1.  The low variability period, referred to as the night side,

occurred during 24:00 to 4:00 hours local time with an associated 3 ppm double

difference ionospheric delay in terms of L1.  Statistics of the range in correction values

were computed for these two periods and are summarized in Table 4.2.  The minimum

and maximum values are included for five different phase combinations, including L1

phase, L2 phase, WL phase, IF phase and IS phase combinations.  Note that the statistics

in Table 4.2 are for the user corrections only, as opposed to the combined reference

station and user corrections, which were used for generating surfaces in Chapter 3.

It is evident from Table 4.2 that the range in correction values remains approximately the

same during the two periods, while the maximum (absolute value) phase corrections

occur during the day side.  This is expected due to the prominent higher ionospheric

activity during this latter period (4.6 ppm as opposed to 3 ppm for period (b)).  It is also

interesting to note that the correction values are not mapped to zenith, therefore they are

the actual corrections received at the user locations.  Investigations based on the satellite
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elevation also revealed that the lower elevation satellites produce surfaces with greater

variability and higher correction values, indicating the higher magnitude of the residual

errors that remain unmodelled over lower elevations.  It should also be noted that a

visible change in correction surfaces is observed as the satellite continues along its path

and the azimuth varies from snapshot to snapshot.

Table 4.2: Range of Corrections During the Day side and Night side Periods

Day side (11 am to 3 pm) Night side (12 am to 4 am)Correction Type
Minimum Maximum Minimum Maximum

L1 Phase (cycles) -0.044 0.048 -0.029 0.015
L2 Phase (cycles) -0.078 0.077 -0.045 0.021
WL Phase (cycles) -0.055 0.086 -0.024 0.033
IF Phase (cycles) -0.008 0.026 -0.013 0.013
IS (metres) -0.029 0.035 -0.009 0.017

To illustrate these findings, several snapshots at one-hour intervals were taken for a

single pass of a satellite and its corresponding correction surfaces were plotted (using the

dense 0.5° × 0.5° grid).  The satellite number and elevation are indicated along with the

epoch in Figures 4.6 and 4.7.  Here again, the higher variability in the surface lattice

during the day period is emphasized.  The correction surfaces generated in these figures

include the total values from combining the reference station and user corrections.

Table 4.2 also provides information on the contribution of the ionosphere to the

combined correction values by looking at the various phase combinations, namely the

ionospheric-free versus the L1 phase values.  This indicates the significance in studying

the effects of separated or error-specific corrections.  This may involve the separation of
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all three components engaged in the combined corrections to a more simple

representation where correction values are assigned for the ionosphere separately and a

combined troposphere and orbit effect.  The implications of separating the corrections

may lead to perhaps a lower update rate for the less variable/significant errors (i.e.

tropospheric and orbit) and a higher update rate for the ionospheric contribution.

However, further studies on this matter must be conducted in order to decipher any

practical advantages.

Figure 4.6: Snapshots of Satellite-Based Correction Surfaces for Day Time Period

Azimuth: 302° Azimuth: 271°

Azimuth: 229°

Azimuth: 212°
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Figure 4.7: Snapshots of Satellite-Based Correction Surfaces for Night Time Period

4.2 Parameterization Scheme Update Rates

In this section, the results from numerous processing scenarios are presented in order to

test the effects of the correction data update rate (also called latency) on the user's final

position accuracy.  Four different parameterization schemes were used to evaluate the

position accuracy at eleven different correction ages, as described below.

Azimuth: 215° Azimuth: 117°

Azimuth: 89° Azimuth: 98°
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In each case, the corrections were generated as described in Chapter 3 for the Jonk station

(see Figure 3.3).  In the interests of consistency and comparison purposes, positions were

computed using the standard Bora-Jonk baseline.  Under no latency conditions, the L1

carrier phase corrections are synchronously applied to the reference and user(s)

measurements.  This implies that the time tags associated with the measurements are

'matched' with the generated corrections.  This is shown in general terms as:

( ) ( ) ( )ttt ϕδϕϕ ˆ' += (4.2)

where ( )t'ϕ  is the corrected carrier phase measurement (for the reference or rover

stations), ( )tϕ  is the current carrier phase measurement at time t , and ( )tϕδ̂  is the

corresponding carrier phase correction.  To test the effect of applying a correction iκ

seconds old, new carrier phase measurements are formed where,

( ) ( ) ( )ii ttt κϕδϕκϕ −+=− ˆ' (4.3)

and ( )it κϕ −  is the correction that is iκ  seconds old.  For the results presented below a

range of values from zero to 300 seconds were used, as follows:

[ ]seconds3002502001501006030252015100=κ (4.4)
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For the cases of the grid parameterizations (0.5° × 0.5° and 1.5° × 1.5°) the κ  can be

considered as the period between sequential grid node updates.  Similarly, for the

function parameterizations (plane and eq. 3.10c) κ  is the polynomial coefficient update

period.

The results of the position accuracy given a specified update rate are provided in Tables

4.3 to 4.7 for various schemes.  Table 4.3 can be considered as the basis for comparison

as it includes the statistics for a corrected single baseline approach.  That is, the L1 phase

combined corrections are directly computed and applied to the user's measurements and a

single reference station.  Tables 4.4 and 4.5 show the statistics for the same update rates

as in the single baseline approach, with respect to the plane fit parameterization and the

six-coefficient fit (eq. 3.10c).  Finally, Tables 4.6 and 4.7 give the results for the grid

parameterizations.

These tables show that in general (i.e. update rates less than approximately 250 seconds)

the corrected single baseline approach is the best, followed by the 0.5° × 0.5° and 1.5° ×

1.5° grid models, then the six-coefficient fit and plane fits.
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Table 4.3: Statistics for Position Errors using Single Baseline with Various Update Rates

Min (m) Max (m) µµµµ  (m) σσσσ (m) RMS (m)
30 seconds Latency

Latitude -0.136 0.159 -0.001 0.031 0.031
Longitude -0.093 0.102 0.002 0.026 0.026
Height -0.289 0.324 -0.015 0.075 0.077

100 seconds Latency
Latitude -0.135 0.163 -0.001 0.032 0.032
Longitude -0.098 0.109 0.001 0.027 0.027
Height -0.302 0.273 -0.015 0.077 0.078

200 seconds Latency
Latitude -0.145 0.161 -0.001 0.034 0.034
Longitude -0.105 0.122 0.001 0.028 0.028
Height -0.306 0.312 -0.015 0.080 0.082

300 seconds Latency
Latitude -5.260 1.183 -0.001 0.085 0.085
Longitude -1.505 1.127 0.001 0.036 0.036
Height -6.321 0.464 -0.014 0.123 0.124

Table 4.4: Statistics for Position Errors using Plane Fit with Various Update Rates

Min (m) Max
(m)

µµµµ  (m) σσσσ (m) RMS (m)

30 seconds Latency
Latitude -0.148 0.197 0.021 0.037 0.043
Longitude -0.135 0.105 -0.020 0.036 0.041
Height -0.516 0.284 -0.064 0.083 0.105

100 seconds Latency
Latitude -0.154 0.236 0.021 0.038 0.043
Longitude -0.134 0.108 -0.021 0.036 0.042
Height -0.516 0.348 -0.064 0.084 0.106

200 seconds Latency
Latitude -0.157 0.270 0.021 0.039 0.044
Longitude -0.131 0.119 -0.022 0.036 0.042
Height -0.549 0.410 -0.064 0.086 0.107

300 seconds Latency
Latitude -0.409 2.120 0.022 0.056 0.060
Longitude -0.218 0.162 -0.022 0.037 0.043
Height -0.564 0.720 -0.061 0.092 0.111
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Table 4.5: Statistics for Position Errors Using feydxcxybyaxz +++++= 22  with
Various Update Rates

Min (m) Max
(m)

µµµµ  (m) σσσσ (m) RMS (m)

30 seconds Latency
Latitude -0.097 0.178 0.018 0.032 0.037
Longitude -0.120 0.089 -0.016 0.033 0.037
Height -0.378 0.260 -0.043 0.076 0.087

100 seconds Latency
Latitude -0.136 0.216 0.018 0.033 0.038
Longitude -0.123 0.092 -0.017 0.033 0.037
Height -0.376 0.318 -0.043 0.077 0.089

200 seconds Latency
Latitude -0.137 0.247 0.019 0.034 0.039
Longitude -0.126 0.101 -0.017 0.033 0.037
Height -0.374 0.376 -0.043 0.080 0.091

300 seconds Latency
Latitude -3.027 1.869 0.019 0.065 0.068
Longitude -0.937 0.142 -0.018 0.036 0.040
Height -3.679 0.648 -0.042 0.100 0.108

Table 4.6: Statistics for Position Errors using Grid (0.5°) with Various Update Rates

Min (m) Max
(m)

µµµµ  (m) σσσσ (m) RMS (m)

30 seconds Latency
Latitude -0.138 0.161 -0.001 0.031 0.031
Longitude -0.094 0.106 0.002 0.027 0.027
Height -0.287 0.355 -0.013 0.076 0.077

100 seconds Latency
Latitude -0.137 0.166 -0.001 0.033 0.033
Longitude -0.098 0.113 0.002 0.027 0.027
Height -0.296 0.277 -0.013 0.078 0.079

200 seconds Latency
Latitude -0.151 0.156 -0.001 0.035 0.035
Longitude -0.105 0.127 0.002 0.028 0.028
Height -0.310 0.312 -0.012 0.081 0.082

300 seconds Latency
Latitude -5.599 1.137 -0.001 0.089 0.089
Longitude -1.599 0.133 0.001 0.037 0.037
Height -6.726 0.451 -0.011 0.128 0.128
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Table 4.7: Statistics for Position Errors Using Grid (1.5°) with Various Update Rates

Min (m) Max
(m)

µµµµ  (m) σσσσ (m) RMS (m)

30 seconds Latency
Latitude -.0156 0.249 -0.003 0.036 0.036
Longitude -0.095 0.134 0.006 0.031 0.032
Height -0.291 0.616 0.003 0.087 0.087

100 seconds Latency
Latitude -0.157 0.209 -0.003 0.037 0.037
Longitude -0.100 0.143 0.006 0.032 0.032
Height -0.308 0.516 0.003 0.088 0.089

200 seconds Latency
Latitude -0.185 0.162 -0.003 0.040 0.040
Longitude -0.109 0.159 0.006 0.033 0.033
Height -0.349 0.401 0.003 0.092 0.092

300 seconds Latency
Latitude -8.352 0.862 -0.003 0.125 0.125
Longitude -2.360 0.167 0.006 0.047 0.048
Height -10.018 0.408 0.003 0.170 0.170

To show the relative accuracy, graphs of the update rate versus the RMS error in latitude,

longitude, and height are provided in Figures 4.8, 4.9, and 4.10, respectively.  These

graphs clearly reveal the most significant relationships between update rate and position

error with respect to the parameterization scheme.  For the sake of discussion,

concentration will be placed on describing the latitude RMS error behaviour first (Figure

4.8).  The solid line constant at approximately 0.31 metres RMS provides the value for

zero latency in corrections (as in eq. 4.2).  Furthermore, for several seconds at the

beginning of each plot, the parameterization scheme's optimal performance is given.  As

the period between updates increases, the achievable accuracy slowly degrades.
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It is interesting to note that the corrected single baseline approach and the 0.5° × 0.5° grid

perform at essentially the same level throughout.  Up to approximately 45 seconds, 0.5° ×

0.5° and the single baseline do not show any degradation in accuracy over the zero

latency case.  However, even after approximately 210 seconds, the RMS accuracy of

these two schemes is better relative to any of the other parameterizations.  At

approximately 250 seconds latency, the function-based models, reveal better accuracy

than the others, indicating the lower frequency behaviour of the polynomial function

coefficients and the smoothing effect of the models.  Also, up to approximately 215

seconds the plane fit is the worst in performance, which is replaced by the sparser 1.5° ×

1.5° degree grid parameterization after that.

The longitude and height RMS error plots show similar trends as the latitude.  As

expected the accuracy in height is worse than the horizontal components' accuracies.  The

horizontal component plots are plotted on the same scales for relative inter-comparison

purposes, with only slightly different scales for the vertical component to allow for the

greater range in values.  Figures 4.8 through 4.10 highlight the fact that the parameters

for all schemes do change slowly, allowing the user to apply the corrections at intervals

greater than one second.  This is a significant finding in terms of data transmission

requirements.  It implies that accommodations can be made for updating one satellite

each second and consequently all of the visible satellites over a corresponding equivalent

number of seconds (see the next section).
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Figure 4.8: RMS Latitude Errors for Various Update Rates
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Figure 4.10: RMS Height Errors for Various Update Rates

Similar trends as those observed in this temporal analysis are found in the spectral

analysis included in Chapter 5, where the update periods for each satellite are linked to

the corresponding correlation length.

4.3 Correction Message Transmission Information

Without a proper communication process, the dissemination of the corrections is

incomplete.  The format chosen is based on many factors, such as the required accuracy

level, the behaviour of the errors over the network coverage area, as well as the data
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and time were investigated and the analysis was carried through to the position domain.

This provided insight into the achievable accuracy level associated with the various

methods.  Two main options for carrier phase correction parameterizations were

proposed, thus providing two transmission options, namely:

1) transmit grid-based format, or

2) transmit low-order surface model (function-based) format.

Now, the issue of data transmission capacity for both options stated above, will be

discussed.

Several properties of the NetAdjust corrections are common for both the grid-based and

function-based models presented thus far.  Firstly, the generated corrections are

combined to contain all the effects of the correlated error sources of a given satellite.

Secondly, the corrections are satellite-based, rather than an amalgamation of corrections

for all useable satellites.  Therefore, for any parameterization case, one set of reference

station measurements and the carrier phase corrections must be transmitted.  In this way,

the user receiver can apply the corrections to its measurements and then use standard

double-difference techniques already implemented in user software.

For transmitting the existing reference station measurements, the standard RTCM types

18/19 are available (RTCM, 1994) to be used or alternatively a proprietary 'special'
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format can be implemented (see Talbot, 1996 and Neumann et al., 1997).  Either way, the

framework for this transmission process has been considered in previous discussions and

is not repeated here.  On the other hand, the transmission of carrier phase corrections is

more complicated and has not been addressed in such depth.  To date, there is no widely

used standard message available for applying carrier phase corrections.  RTCM message

types 20/21 have been developed for this purpose, however many receiver manufacturers

tend to gravitate towards using their own proprietary message format.  Currently, there is

a sub-committee of the RTCM Special Committee, RTCM SC-104, called the 'Network

RTK Working Group' which is addressing the issue of network RTK messages.

To this end, it is not the purpose of this section to create another 'proprietary' message

format. Instead, a discussion on the essential information for each parameterization

scheme will be included.  This will lay the foundation for a comparative analysis of

models based on the data transmission load.  Then based on the desired combination of

accuracy, error behaviour and data transmission, the most practical alternative(s) can be

pursued further for implementation in real-time.

4.3.1 Correction Transmission Options

In terms of the actual transmission methods, there are several plausible alternatives

depending on the reference network geometry, more specifically the inter-station

distances, and cost.  Common data link methods include radio/modem, satellite link,
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cellular phone, FM sub-carrier (Talbot, 1996).  The alternatives for operations involving

physical ground-based data links are:

a) Transmit one set of corrections (grid or function based) for the entire

coverage area.  This requires only one data transmitter, usually located close

to the centre of the coverage area.  Multiple transmitters may be used if their

extent is limited to less than the entire network coverage area, however they

would each broadcast the same correction information.  An example of this

option is illustrated in Figure 4.11, where a broadcast tower represents the

data transmitter.

Figure 4.11: Example of Single Correction Data Transmitter Configuration

Broadcast Tower

User

Network Reference

Coverage Area
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b) Transmit multiple sets of corrections from multiple data transmitters sparsely

situated throughout the network coverage area, which may or may not be co-

located with physical reference stations.  Each transmitter communicates

correction information for a sub-area of the entire coverage region, with some

overlap between adjacent regions as shown in Figure 4.12.  Essentially, a user

would receive correction data from the closest available transmitter.

Figure 4.12: Example of Multiple Correction Data Transmitters Configuration

c) Transmit both a set of corrections for the entire network (as in (a) above)

and multiple sub-sets of corrections (as in (b) above).  The idea in this

Broadcast Tower

User

Network Reference Station

Coverage Area
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method would be to exploit the ability of the smaller regions to model

more local changes (i.e. higher frequency errors), while the larger set

would model the more global, slowly changing (low frequency errors).

This is similar to the fast and slow correction concept proposed by WAAS

(FAA, 1999).  See Figure 4.13 for an illustration of the combined

approach.

Figure 4.13: Example Combined Correction Data Transmitter Configuration

The advantage of having sub-sets is the ability to model more localized error sources.

However, this depends on inter-station distances.  If the network geometry and distances

Data Transmitter
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Network Reference Station
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are such that a denser grid or a more complex function model do not extract any

additional information, then the use of densified broadcast sub-sets cannot be justified.

4.3.2 Grid-Based Transmission Message

For the grid-based parameterization there are several options available for correction

transmission.  To illustrate these methods, correction transmission option (a), as

described above, will be assumed.  Thus, in this case, a single set of corrections for the

entire network is generated.  The most efficient method for this is to provide two types of

messages, one for the grid definition and one containing the correction values on a

satellite basis.  In such a manner, the grid definition does not have to be repeated at every

epoch, or for every satellite since it will be defined based on the ground network

boundaries.

For the case of a rectangular grid structure, the following basic, yet critical information is

required to define the grid:

•  latitude of one corner point (i.e. the southwest corner)

•  longitude of the same corner point

•  grid spacing in latitudinal direction

•  grid spacing in longitudinal direction

•  number of grid points in latitudinal direction

•  number of grid points in longitudinal direction
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In the tests conducted for the SSN, the grid spacing in latitude and longitude were the

same, but the number of grid points in each direction were not necessarily equal.  Table

4.10 summarizes this grid definition data and the number of bits required for

transmission.  These values are based on a certain range indicated in the final column,

which also require the application of a scale factor.  The total number of bits for this

critical grid defining data is 79.  Depending on the grid point resolution, size and

compression methodologies, the corresponding number of bits will be altered.

Table 4.10: Critical Information for Grid Definition Message

Transmitted Information # of
Bits

Scale
Factor

Units Effective Range

Latitude of corner point 18 0.0005° degrees ± 90.000°

Longitude of corner point 19 0.0005° degrees ± 180.000°

Grid spacing in latitudinal
direction

13 0.001° degrees 0 - 5.000°
(up to 8.191°)

Grid spacing in longitudinal
direction

13 0.001° degrees 0 - 5.000°
(up to 8.191°)

Number of grid points in
latitudinal direction

8 1 unitless 0 - 255

Number of grid points in
longitudinal direction

8 1 unitless 0 - 255

The second message type required for transmission is the actual grid node corrections.

Previously, it was found that an update rate of 1 Hz was not necessary. In fact, update

rates of up to 60 seconds for the 0.5° grid resulted in virtually the same results as the

single baseline approach.  Therefore, it is possible to send one correction message each

second per satellite.  For instance if there are a maximum of 12 satellites with valid



128

corrections for a regional network area, corrections can be transmitted over 12 seconds

while the grid definition message can be transmitted at intermittent periods (every 10-15

seconds), which will reduce the data transmission load.

The required information to be transmitted to the user for the grid-based corrections are:

•  satellite ID

•  correction type

•  correction value

•  correction quality indicator

The satellite ID is required because of the per satellite basis of the corrections.  The

correction type would involve information such as whether the correction is a combined

correction consisting of atmospheric and orbital errors as in the case thus far, or separated

corrections, which were also briefly mentioned.  Then the actual correction value

accompanied with a correction quality indicator would be sent.  This quality indicator has

not been addressed in this thesis, however it is equally as important as the corrections

themselves.  Ideally, this value would provide the user with some information regarding

the quality of the corrections, based on the covariance function in the generation process

and the corresponding parameterization (see Appendix B).  Table 4.11 summarizes the

grid-based correction message information and associated transmission parameters, in a

manner similar to the previous table.
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Table 4.11: Critical Information for Grid-Based Corrections

Transmitted
Information

# of Bits Scale
Factor

Units Effective Range

Satellite ID 6 1 unitless 1 - 32 (up to 63)

Correction Type 4 1 unitless 0 – 15

Correction Value 12 0.001 cycles ± 4.000 (up to 4.095)

Correction
Quality Indicator

4 1 unitless 0 - 15

It is also important to note that other standard information must be sent such as message

identification number, epoch, and parity bits.  However, this information will not vary

according to the parameterization scheme and was therefore not included in this

discussion.

4.3.3 Function-Based Transmission Message

In the function-based parameterizations, only one type of message has to be transmitted

since a single indicator can define the function.  Therefore, the required information is:

•  satellite ID

•  function type

•  correction type

•  first coefficient

•  second coefficient … up to n coefficients

•  overall function quality indicator
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It is evident that the total number of bits required for this message is heavily dependent

on the complexity of the function parameterization.  Also, the resolution of the

coefficients must be, in general, higher than the grid node values (see Table 4.12)

because the approximate horizontal coordinates of the user stations will scale the function

coefficients in order to obtain the correction values.

In the case of the function-based parameterization, the accuracy of the approximate

horizontal coordinates obtained from the user receiver will improve since SA was turned

down to zero (see Section 2.4).  Initial positions will be on the order of tens of metres as

opposed to ~150 metres with SA on.  This will produce initial function evaluations that

are 'closer' to the direct evaluation for the user receiver.

Table 4.12: Critical Information for Function-Based Corrections

Transmitted
Information

# of Bits Scale
Factor

Units Effective Range

Satellite ID 6 1 unitless 1 – 32 (up to 63)

Correction Type 4 1 unitless 0 - 15

Function Type 4 1 unitless 0 - 15

Coefficient Value 20×6 0.00001 unitless ± 8.00000
(up to 10.48575)

Overall Function
Quality Indicator

4 1 unitless 0 - 15
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4.4 Remarks

As it was shown in Chapter 3, the function-based parameterizations generally do not

perform as well as the denser grid-based schemes.  These function models do not

represent the local anomalies in the area as well as a grid model does, acting as a low-

pass filter and consequently resulting in a 'smoother' correction surface.  However, if a

user can afford to have positions at the level of accuracy available with the function

models, there are advantages in terms of data transmission bandwidth.  This is a direct

result of the need to only transmit the function coefficients instead of both a grid

definition type message and a number of grid node values.  It can be argued that as the

complexity of the function model increases, the number of coefficients and their

corresponding resolution also increases, which may theoretically reach and exceed the

number of bits for a grid-based scheme.  An additional concern is that users are more

likely to comprehend the implementation of a grid-based scheme due to its prevalence in

representing other surfaces (i.e. ionospheric grid, digital terrain model, geoid model, etc.),

rather than a polynomial function.  With proper documentation and reducing the

computational load on the user receiver, this latter problem can easily be overcome.
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Chapter 5

CORRELATION AND SPECTRAL ANALYSIS OF DISTANCE-

DEPENDENT ERRORS

In previous chapters the spatial (Chapter 3) and temporal (Chapter 4) characteristics of

the carrier phase corrections generated per satellite over a regional network were

investigated.  The majority of the analysis was conducted in the space, time, correction

and position domains, which provided insight to the spatial and temporal resolution of the

corrections required to achieve highly accurate results.

In this chapter, additional analysis is performed on the data sets in the frequency domain.

Here, results on the spatial and temporal characteristics of the correction fields are

presented through spectral analysis techniques.  The motivation behind this analysis is

twofold.  Firstly, it is often useful to study the behaviour of a signal using spectral

analysis in order to extract additional information on small-scale variations (in space and

time) which may not be readily available with other techniques.  Secondly, spectral

analysis techniques offer an alternative process to those already investigated.  This is

useful for verifying results found previously (in Chapters 3 and 4) in addition to
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supplementing existing analysis tools which provide an opportunity to view the data from

a different perspective.

As it was mentioned previously, it is difficult to completely isolate the spatial and

temporal aspects for analysis.  A satellite's time series of corrections reflects a number of

factors including the satellite's position with respect to each of the network reference

stations and user stations (i.e. satellite azimuth and elevation profile). Indeed each

generated satellite-based correction field is unique and varies from satellite to receiver

line-of-sight pair.  An attempt has been made in this chapter to build the discussion and

analysis about a representative set of real data sets.  Specifically, the selection of sample

fields covers various periods throughout the day and night for a number of satellites over

different elevation profiles.  This chapter continues the analysis conducted thus far, by

using the results obtained from previous chapters in order to identify distinguishable

samples of satellite series (in time and space) for evaluating the generated correction

fields.

5.1 Temporal Correlation Analysis

One of the key concerns for providers and users of regional networks is the provision of

timely corrections which adhere to transmission bandwidth limitations.  A detailed

analysis on the effects of various update rates for possible parameterization schemes was

evaluated.  The results showed that depending on the level of accuracy required, it is
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possible to update or refresh the correction parameters from several tens of seconds to a

few minutes (see discussion in Section 4.2).  These values were obtained and analyzed in

the correction and more intuitively in the position domains.

An additional method, which is useful for establishing the dependence of the correction

values over time is the correlation function, defined as follows:

( ) ( ) ( ) ττ+τ=τφ ∫
∞

∞−
dthg (5.1)

where, ( )τg  and ( )τh  are continuous data functions, whose 'correlation' is investigated

by comparing both directly superposed and by shifting one by a lag of t  (Press et al.,

1988).  Large correlation values indicate that the two data functions are close shifted

copies of one another.

In practice, we do not generally have access to true continuous data functions, rather a

discrete representation of the data is provided.  In such a case the discrete correlation of

two data functions (also termed lagged products) with period N  is computed as follows,

( ) ( ) ( )[ ]∑
−

=
+=

1

0

N

i
TkihiTgkTφ (5.2)
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where ( )kTφ , ( )kTg , and ( )kTh  are periodic functions.  In the special case where both

data functions are the same, we can compute the autocorrelation.  Since the discrete

autocorrelation of a sampled data function, ( )kTg , is just the discrete correlation of the

function with itself, it can easily be represented in the form of eq. (5.3) as:

( ) ( ) ( )[ ]∑
−

=
+=

1

0

N

k
TkigiTgkTR    (5.3)

A number of useful properties are important to take into consideration when interpreting

an autocorrelation function (Borre and Strang, 1997).  First an autocorrelation function

takes its maximum value at zero shift (i.e. )0(R ).  Also, such functions are always

symmetric with respect to the positive and negative lags (i.e. )(kTR  is an even function

where ( ) ( )kTRkTR −= ).  Lastly, the autocorrelation has a periodic component if the

original data function has one.  These properties will be observed in the results included

in Section 5.1.3.

5.1.1 Representative Data Sets

To compute the autocorrelation functions of the correlated errors over time,

representative samples of correction time series were evaluated.  The corrections were

generated on a per satellite basis for two main periods during the 24-hour data set.  These

periods were identified and described in Section 4.1.2 and are (a) 12:00 am to 4:00 am
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and (b) 11:00 am to 3:00 pm.  Spectral analysis of ten satellites in total, five for each time

period, was performed.  The time series of corrections is shown in Figures 5.1 and 5.2,

corresponding to time periods (a) and (b), respectively.  Each figure contains the

combined L1 phase corrections and IF phase corrections.

It should also be noted that all corrections shown in Figures 5.1 and 5.2 are user values

only.  That is, a reference station from the network was not chosen as the monitor station

in order to formulate combined corrections, as was done in part of the spatial analysis in

Chapter 3.  By including a reference station, an additional bias to the magnitude of the

correction values would be observed. However, the overall 'shape' of the correction series

would not significantly change.  The magnitude of the bias would also change depending

on the monitor station chosen (see data encapsulation effect discussion in Raquet, 1998).

Therefore, the analysis for the user station presented here is equally applicable to any

reference station within the network.

The appearance of the correction time series observed in Figures 5.1 and 5.2 can be

described as discrete, or 'step-like'.  Firstly, it should be noted that the corrections were

generated for a 15 seconds decimated data set, with all successive values in between two

data nodes linearly approximated.  Also, the resolution of the corrections used for the

plots was limited to 0.001 cycles, resulting in the discrete 'step-like' appearance, since in

general the variations in corrections over several seconds is higher than the resolution of

the plots.
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Figure 5.1: L1 and IF Phase Corrections Over 12:00 am to 4:00 am Period
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Figure 5.2: L1 and IF Phase Corrections Over 11:00 am to 3:00 pm Period
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In general, the range in combined L1 phase and IF corrections appear to be similar for the

12:00 am to 4:00 am period.  This is expected, as the ionosphere is relatively quiet during

this period, contributing less to the combined corrections than during more active periods.

For instance, a comparison of the L1 and IF time series during the 11:00 am to 3:00 pm

period reveal a larger difference between the two sets, due to the more active ionosphere.

Also, the IF data is, on average, closer to zero mean than the combined L1 correction

time series.  This indicates that some residual systematic effect in the corrections due to

the ionosphere is removed when first order effects are modelled.

The average elevation of the satellites over the network area are included in tables in the

bottom right corner of Figures 5.1 and 5.2.  Although in general the corrections exhibit

relatively random behaviour, during the 11:00 am to 3:00 pm period, lower elevation

satellites do contain higher correction values compensating for the predominant

atmospheric effects.

5.1.2 Link to Parameterization Parameters

The random nature of the corrections observed in Figures 5.1 and 5.2, is also directly

exhibited in the behaviour of the parameterization parameters.  For example, Table 5.1

contains the values of the coefficients of a six-parameter polynomial fit (eq. 3.10c) over a

one-hour period.  The formulated coefficient values were recorded at five minute

intervals.  The randomness of the coefficients reflects the observed behaviour of the
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corrections.  It is also worth mentioning the relatively smaller contribution of parameters

c , d , and e , compared to the other coefficients (even excluding the intercept value f ).

The smallest contribution is seen in coefficient e , which is the 2
iy  term, where iy

corresponds to the latitudinal direction.  From this sample, it is apparent that all six

coefficients are not necessary to model the correction surface.  For data transmission

purposes, five coefficients sufficiently represent the correction field.

Table 5.1: Polynomial Coefficients at Various Times

CoefficientsGPS
Time (s) a b c d e f
259200 -0.590 0.048 -0.001 0.005 -0.001 17.013
259500 -0.289 -0.105 0.002 0.002 0.001 9.123
259800 -0.200 -0.060 0.001 0.002 0.001 5.903
260100 0.120 -0.231 0.004 -0.002 0.001 -1.784
260400 0.023 -0.173 0.003 -0.001 0.001 1.054
260700 -0.399 -0.188 0.003 0.003 0.000 13.421
261000 -0.410 -0.049 0.001 0.003 -0.000 12.717
261300 -0.680 0.025 0.001 0.006 -0.002 19.880
261600 -0.287 -0.000 0.001 0.002 -0.003 9.049
261900 0.213 -0.039 0.001 -0.002 -0.001 -4.926
262200 0.263 -0.096 0.002 -0.003 -0.001 -5.826
262500 -0.154 -0.171 0.003 0.001 0.000 6.757
262800 -0.269 -0.192 0.003 0.002 0.000 10.285

5.1.3 Autocorrelation Functions

The discrete autocorrelation functions for each satellite time series described in the

previous section were evaluated.  It should be noted that a scaled version of eq. (5.3) was

used where the function values were scaled by M1 , M  being the number of samples.
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This provides consistent correlation functions for evaluation, as the time lags range from

0 to 15000 seconds (half of the total sample length).  The satellite visibilities for both

periods are summarized in Table 5.2.

Samples of the autocorrelation functions computed for the satellites for both combined

L1 and IF corrections are shown in Figures 5.3 and 5.4 for the two time periods,

respectively.

Table 5.2: Satellite Visibility for Two Time Periods

12:00 am to 4:00 am Period 11:00 am to 3:00 pm Period
SV 6 3.5 hours SV 4 3 hours

SV 10 2 hours SV 14 ~ 2 hours
SV 17 3.5 hours SV 16 3.3 hours
SV 22 3.5 hours SV 18 4 hours
SV 25 2.3 hours SV 24 3.5 hours

Some of the autocorrelation functions show a strong correlation over a larger time, and

later the function decreases rapidly.  In a few cases, as evidenced by Figures 5.3 and 5.4,

the correlation functions closely resemble an exponential trend.  Here, the functions

decrease strongly for small time differences, as shown in satellite 6, 10 and 17 in Figure

5.3b.  This also indicates a rougher signal with higher frequency variations, which are

generall1y more difficult to model than smoother, slowly changing behaviour.
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Figure 5.3a: Autocorrelation Functions for L1 and IF Corrections for the
12:00 am to 4:00 am Period
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Figure 5.3b: More Autocorrelation Functions for L1 and IF Corrections for the
12:00 am to 4:00 am Period
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Figure 5.4a: Autocorrelation Functions for L1 and IF Corrections for the
11:00 am to 3:00 pm Period
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Figure 5.4b: More Autocorrelation Functions for L1 and IF Corrections for the
11:00 am to 3:00 pm Period
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The mean square values of the same satellites, associated with the combined and

ionospheric-free correlation functions, during the 12:00 am to 4:00 am period, show that

the IF values are greater in most cases.  In fact, for the one case where the combined

corrections mean square value is bigger, it is only by a slight margin (satellite 17).  This

means that the ionospheric-free signal is stronger than the combined L1 signal.  A

possible explanation for this is the randomness of the effects of the residual errors

observed thus far, which may cancel to some degree.  Also the decorrelating behaviour of

the most dominant effect in the combined corrections, namely the ionosphere may be

responsible for reducing the strength of the signal according to its activity.

The corresponding correlation lengths for the same case range from a minimum of 840

seconds to a maximum of 1860 seconds for the combined corrections and a low of 150

seconds to a high of 3375 seconds for the IF case.  Definitely, the range in values for the

latter case is much larger than the combined corrections, with considerably large

correlation lengths in excess of 3000 seconds seen for the IF case.  Recall that long

correlation lengths indicate 'smoother' signals.  Intuitively, this makes sense since from

previous studies, the ionospheric effects have shown to be the cause of the majority of the

variations or 'roughness' of the combined corrections signal.  Tables 5.3 and 5.4

summarize the autocorrelation function parameters for L1 and IF respectively, discussed

for the 12:00 am to 4:00 am period (which can also be obtained from the autocorrelation

illustrations in Figure 5.3).
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Table 5.3: Autocorrelation Function Parameters for L1 Phase Corrections
(Time Period - 12:00 am to 4:00 am)

Satellite
PRN

Mean Square
Value (cm2)

Correlation
Length (sec)

6 0.0029 1860
10 0.0063 840
17 0.0124 1815
22 0.0069 1560
25 0.0134 1200

Table 5.4: Autocorrelation Function Parameters for IF Phase Corrections
(Time Period - 12:00 am to 4:00 am)

Satellite
PRN

Mean Square
Value (cm2)

Correlation
Length (sec)

6 0.0049 3045
10 0.0132 150
17 0.0122 1365
22 0.0294 3375
25 0.0197 1125

Investigations conducted for the day side period (11:00 am to 3:00 pm) should provide a

more amplified explanation of the results.  During this second period, the mean square

values for the combined L1 signal are greater for three satellite samples than the

corresponding ionospheric-free cases.  The more active ionosphere is also likely to be the

cause of this.  For the satellites where the IF signal is stronger (SV 14 and SV 18), it may

be that residual or 'unmodelled' ionospheric effects remain or perhaps the remaining

tropospheric and orbit effects are significant for these satellites.  Looking back at the

satellite time series for these two cases (Figure 5.2) reveals that satellites 14 and 18

exhibit divergence of the L1 and IF series near the end of their visibility.  It is possible

that unmodelled systematic behaviour is the cause of these strong autocorrelation
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functions.  However, in general the results support the fact that the combined signal is

much stronger than the ionospheric-free signal during this period of a relatively active

ionosphere.  Tables 5.5 and 5.6 summarize the autocorrelation function parameters shown

in Figure 5.4 (a and b).  Also included in these tables are the correlation lengths.  It is

evident from the tables and Figure 5.4 that the lengths vary from 1470 seconds to 5565

seconds for the combined L1 signals to a minimum of 855 seconds to 5070 seconds for

the ionospheric-free signals.

Table 5.5: Autocorrelation Function Parameters for L1 Phase Corrections
(Time Period - 11:00 am to 3:00 pm)

Satellite
PRN

Mean Square
Value (cm2)

Correlation
Length (sec)

4 0.0335 5565
14 0.1383 1470
16 0.1664 3765
18 0.0131 2100
24 0.2243 3240

Table 5.6: Autocorrelation Function Parameters for IF Phase Corrections
(Time Period - 11:00 am to 3:00 pm)

Satellite
PRN

Mean Square
Value (cm2)

Correlation
Length (sec)

4 0.0051 855
14 0.1885 2985
16 0.0522 5070
18 0.0523 3540
24 0.0154 1080

Unfortunately, a direct comparison between time periods cannot be made due to the

different satellites involved.  However, of relevance for the temporal analysis is the
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overall large correlation lengths on the order of several thousands of seconds, which

translates to tens of minutes.  This is encouraging as it reflects the relatively slow

variability in parameterized corrections computed for the user location.  This is consistent

with the temporal analysis presented in the previous chapter, where update rates, based

on the position domain results, of up to a few minutes were found to be suitable without

jeopardizing the final user position accuracy.

Another point worth mentioning are the differences between the corrections for the

combined error effects versus the ionospheric-free values.  In many cases the spectral

parameters for the same satellites corresponding to combined (three error sources) and

separated (two error sources) signals were dissimilar.   These differences further support

the concept of separating the error sources (at least the ionospheric effects), in order to

formulate more consistent information for the user.  The combined corrections are often

masked by the predominant error source (ionosphere) as well as the remaining errors may

combine in a random way, leading to mixed results, as evidenced in some of the satellites'

autocorrelation functions.

5.2 Spectral Analysis

In this section, examining the spectral properties of the corrections over the entire

coverage area continues the spatial analysis conducted thus far.  More specifically, the

power spectral density (PSD) functions are generated for samples of correction fields.  In
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the interests of examining the spatial aspects of the correlated error effects, the satellite-

based corrections computed for single epochs in time are evaluated.  The satellites chosen

for study were visible at midday at approximately 1:00 pm and 3:00 am.  The relative

level of atmospheric activity varies for the two periods as discussed in the temporal

analysis of the previous chapter (Section 4.1.2) and the correlation analysis.

The power spectral density function and the autocorrelation function (Section 5.1.3) are

defined as a Fourier transform pair:

( ) ( ) ( ) ( ) ττφ=Φ⇔τΦ=τφ τπ−
∞

∞−

τπ
∞

∞−
∫∫ defdef fjfj 22 (5.4)

where ( )τφ  is the autocorrelation function and ( )fΦ  is referred to as the power spectral

density, which is a function of frequency f  (see Brigham, 1988 for a complete

explanation).  As in the correlation analysis, the empirically derived signal under

investigation is only known over a finite interval.  Thus, the PSD must be estimated

based on the finite duration of the data.

An alternative method for obtaining the PSD, other than the autocorrelation function, is

via the Fourier transform over a finite interval.  As the spatial dimensionality of the

problem has been defined as 2D with horizontal components in the latitudinal ( y ) and
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longitudinal ( x ) directions, it is necessary to compute the two-dimensional discrete

Fourier transform (DFT), as per Dudgeon and Mersereau (1984) and Sideris (1984):
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where the grid spacings in the x  and y  directions are x∆  and y∆ , respectively and are

given by the periods xT  and yT  for NM ⋅  discrete values, as follows:
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Using eq. (5.5) the corresponding two-dimensional PSD is easily derived from the

squared magnitude of the Fourier transform, as shown below:

( ) 2
, yxh nfmfHP = (5.8)
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The evaluation of the PSD function through eq. (5.8) permits the detection of dominant

frequencies contributing to the data.  In this case, the data is a discrete number of grid

node values containing formulated corrections for the correlated error sources based on a

regional network.  The corresponding grid spacings, x∆  and y∆ , vary depending on the

resolution of the parameterization scheme (i.e. 0.5°, 1.0°, 1.5°, or 2.0°).  This resolution

in space is also related to the extent of frequencies over which the PSD is defined, as will

be observed in the results that follow.

It is important to make certain that the proper ‘scaling’ of the correlation and PSD

functions is applied when ready made algorithms for computing the Fourier transform are

used.  Some algorithms may include normalization factors, affecting the interpretation of

the output (see Sideris, 1984 for a discussion on computer algorithms).  In this case, the

Fourier transform algorithms available in MATLAB  (Math Works, 1998) were

implemented to compute the associated PSD.  The relationship between the computer

algorithms and the values expressed in eq. (5.5) is as follows:

( )yx
yx

yxml nfmfH
TT

MNnfmfH ,),( = (5.9)

such that the MATLAB  generated DFT ( )yxml nfmfH ,  must be appropriately scaled

according to the duration and period of the data signal in both horizontal component

directions.



153

5.2.1 Power Spectral Density Functions

The first case investigated was the correction field of a very high elevation satellite

(approximately 85°, also used as the base satellite for the double difference computations

at this epoch) at 1:00 pm.  Figure 5.5 provides two different views of the same PSD

function for this scenario.  Here the correction field was computed using the grid-based

parameterization scheme with the highest resolution, namely #5.0=∆=∆ yx  (see Section

3.4.3).  The higher values near the origin of the PSD shows that the lower frequencies are

dominant contributing the most to the data.  These lower frequency components

correspond to long wavelength errors, which typically change more slowly and are thus

easily modelled.  More specifically, the frequency range along the x-direction are less

than 0.2 cycles/degree longitude, whereas along the y-direction the frequencies nearly

double, reaching 0.4 cycles/degree latitude.  This indicates relatively higher variations in

the north-south component than the east-west.  A possible explanation for this may be the

occurrence of higher gradients in the correlated errors translating to the north-south

direction at the grid surface.  Overall the frequencies are concentrated near the origin

approaching zero at higher frequencies and appear to be uncontaminated by aliasing

effects resulting from poorly sampled data.

Results for the same correction field described above were generated for a sparser grid

resolution where #0.1=∆=∆ yx .  The formulated PSD function is shown in Figure 5.6.

Note that the higher spacing also affects the realizable frequency range, limiting our

scope to ± 0.5 cycles/degree.  Since the majority of the frequency components are
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contained within this range, it is evident that the low frequency information is still

maintained with the sparser grid parameterization.  However any higher frequency

information seen in Figure 5.5 beyond ± 0.5 cycles/degree is lost.  This effect is amplified

when the grid resolution is further decreased to #5.1=∆=∆ yx .  In this case the

corresponding recoverable frequency range is decreased to ± 0.33 cycles/degree, which

means that there is a loss of information, especially for the upper limits of the

predominant frequencies in the y-direction (shown in Figure 5.5).  These results echo the

analysis performed in the position domain in Chapter 3, which showed the degradation in

position accuracy as a function of various grid resolutions.

A second correction field was investigated for the same epoch as satellite 18 above, but in

this case the satellite was at a much lower elevation, averaging approximately 26° over

the network coverage area.  The corresponding PSD function for the high density grid

parameterization (0.5° × 0.5°) is included in Figure 5.7.  It is interesting here to note the

significantly large amplitudes compared to the higher elevation case.  This can be

explained from the elevation of the satellite, which is much lower and therefore incurs a

higher level of atmospheric activity that is accounted for by higher correction values.

Again the amplitudes associated with the lower frequency components are much larger

corresponding to longer wavelength trends in the data.  The ranges in this case vary from

± 0.2 cycles/degree in both horizontal component directions.  The limited larger

frequency values are concentrated in more of the East-West direction this time.  Thus, it
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is evident from these plots that the directional behaviour of the predominant frequencies

vary depending on the satellite correction field.

In terms of the spatial analysis, the aforementioned examples are useful for identifying

the dominant frequency distributions for the entire coverage area.  The relative strength

of the signal is magnified according to the selected epoch in time when the correction

field is investigated.  Since the examples discussed thus far are obviously contaminated

with stronger ionospheric activity, it is useful to examine some cases where the

ionospheric activity is relatively lower.  To accomplish this, two correction fields were

generated at high and low elevations for an epoch in the morning hours at approximately

3:00 am.  The corresponding PSD function for the high elevation satellite case (~71°) is

shown in Figure 5.8.

Figure 5.8 was generated for the higher resolution grid based parameterization and

depicts essentially the same spectral behaviour associated with the complementing

scenario visible during the midday period.  Additional tests were conducted in the same

manner for other correction fields, however the plots are not included here as they would

be redundant.  In all cases it was found that the majority of the frequency information is

retained up to a grid resolution where #0.1≤∆=∆ yx .  Once the resolution is decreased

by implementing sparser grid-based parameterizations, some of the dominant low

frequency information is distorted and some higher frequency information is lost.
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Figure 5.5: 2D PSD Functions for High Elevation Satellite Correction Field (0.5°)

units: L1 cycles2 / f2
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Figure 5.6: 2D PSD Functions for High Elevation Satellite Correction Field (1.0°)

units: L1 cycles2 / f2
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Figure 5.7: 2D PSD Functions for Low Elevation Satellite Correction Field (0.5°)

units: L1 cycles2 / f2
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Figure 5.8: 2D PSD Functions for High Elevation Satellite During Morning Period (0.5°)

units: L1 cycles2 / f2
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5.3 Summary

The analysis conducted in this chapter provided valuable insight into the spectral

behaviour of the satellite-based correction fields.  From a temporal perspective, large

correlation lengths on the order of several tens of minutes indicate slowly changing

corrections.  This confirms the conclusions made in Chapter 4 stating that it is feasible to

update model parameters over several minutes, which significantly reduces the

transmission bandwidth load.  Also, differences between the combined L1 phase

correlation functions and the ionospheric-free correlation functions were noticed, which

emphasized the need for modelling each error source separately (to some degree).

From a spatial perspective, the spectral analysis of various correction fields showed that

grid resolutions of 0.5° × 0.5° and 1° × 1° were adequate for maintaining the frequency

information contributing the most to the Swedish network data.  This was also seen in

Chapter 3, where the position domain results of various parameterization schemes

indicated the superiority of grid-based parameterizations with resolutions of

#0.1≤∆=∆ yx  (see Table 3.8 for a summary).
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Chapter 6

CONCLUSIONS AND RECOMMENDATIONS

This final chapter summarizes the results presented in this thesis in terms of the three

main objectives identified in the first chapter.  Recommendations for future work on this

area and related issues are also included.

6.1 Conclusions

A comprehensive discussion on a few of the major correction generation algorithms was

presented, with an emphasis placed on the correction dissemination alternatives.

Although not all methods available were discussed, a sample representing a variety of

different approaches was chosen for comparison purposes.  It was found that all methods

provide some insight into the problems associated with the implementation of a carrier

phase based multiple reference station network approach in real-time. Given this brief

overview, it can be said that in general the focus of most of the research has been on

modelling the spatial behaviour of the distance-dependent errors (especially ionospheric

errors).  However, in order to successfully implement any one of the algorithms
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presented, it is equally important to determine the temporal correlation of these errors

over the network coverage area.

The results presented in this thesis revealed several interesting aspects of the spatial and

temporal behaviour of the correlated errors over a regional network in southern Sweden.

Various methods for parameterizing carrier phase corrections for the combined correlated

errors (ionospheric, tropospheric and satellite orbit) over a regional network of reference

stations were analyzed in detail.  The grid-based method employed the formulation of

corrections at discrete points, with resolutions ranging from 0.5° × 0.5° to 2° × 2°.  A

two-dimensional distance-based bilinear interpolation algorithm was found to be the most

suitable for representing the formulated satellite-based correction fields.  The results

showed that the grid-based approach provided the greatest accuracy in terms of user

position, showing improvements of 20% (latitude) 54% (longitude) and 27% (height)

over the standard uncorrected single baseline approach.  The achievable accuracies in

position decreased with lower grid resolution, to the point where a 2° × 2° spacing was

found to be worse than a single baseline approach.  These findings are quite significant

because they identify the limitations of the grid-based model for RTK applications.

On the other hand, the volume of data required for transmitting the necessary information

of a grid-based parameterization to the user was found to be quite significant and options

for reducing the transmission load were investigated. In the interest of meeting data

transmission bandwidth requirements, a second parameterization approach, namely low-
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order surface modelling, was investigated.  In this case four different first and second

order polynomial surfaces were used to model the corrections over the regional network.

The results in the position domain showed up to 5%, 36% and 18% improvements in

RMS for latitude, longitude and height respectively, over the single baseline approach,

using a second order polynomial fit.

Of the most important findings, were the investigations conducted on the update rates of

all spatial model parameters and their effect in the position domain.  For instance, it was

found that some parameterization schemes provide relatively low RMS position errors

(with respect to the corrected single baseline approach) even with corrections as old as 60

seconds.  Temporal trends in the corrections were identified based on the time of day.  In

general, the midday period was found to produce a stronger signal corresponding to the

greater ionospheric activity associated with this time period.  This was also exhibited in

the correlation and spectral analysis of the satellite-based correction fields.

Comparing the two parameterization schemes, it is evident that both models are capable

of producing results better than the single baseline solution.  Also the temporal

characteristics of the corrections were found to be concentrated in the lower frequencies,

which indicate smooth and slowly changing behaviour.  Results showed that it is possible

to update the parameterization parameters (correction grid node values and polynomial

coefficients) at intervals of several tens of seconds.  Therefore, numerous transmission

options were identified as feasible solutions to disseminating the parameterized
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information.  For the southern Swedish network, a single data transmitter option was used

to derive the correction message information for both the grid-based and function-based

schemes.  The final decision on which option to implement would depend on the data link

and bandwidth capacity available. Therefore, depending on the user’s accuracy

requirements several options for the dissemination and communication of multiple

reference station data are available and feasible for use in real-time.

6.1.1 A Note on Higher Residual Correlated Errors

The objectives of this thesis have been addressed and supported with results obtained

using the southern Swedish network data.  As stated in Section 3.2, the level of

ionospheric activity associated with this data was a maximum of approximately 5 ppm

and the remaining errors were on the level of approximately 3 ppm.  It is appreciated that

these levels of residual correlated error effects may vary from day to day and between

data sets.  In view of this inevitable variability, it is beneficial to discern the effects of

such changes (i.e. higher atmospheric activity) with respect to the research conducted

thus far.

As described previously (in Chapters 1 and 2) numerous studies have been conducted on

developing correction generation algorithms with limited work on the parameterization

and subsequent dissemination of these corrections.  Thus, the focus of this work was to

lay a foundation for future investigations, which will continue and expand the results to
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different and perhaps more extreme cases.  Therefore, as a first case a moderate data set

with relatively quiet atmospheric activity was used for the analysis.  It was found

throughout the analyses that the majority of the corrections were compensating for the

ionospheric effects ranging from levels of 3 ppm to 5 ppm.  It was observed that the

effects at this level could successfully be parameterized using grid resolutions of 0.5° ×

0.5° to 1.5° × 1.5° and five to six coefficient bivariate polynomial surfaces, depending on

the accuracy requirements.

From the experience obtained in conducting the investigations, it is evident that higher

atmospheric effects (especially ionospheric) may lead to a need for higher resolution

parameterization models.  In such cases, it is recommended that denser grid-based

parameterizations are used (as opposed to function-based models), as the former was

found to be the most accurate approach.  The actual grid resolution will depend on the

correction values and the geometry of the regional network of reference stations.  Thus, it

must be determined on an individual basis and tests should be conducted in the manner

described throughout this thesis.

As it was shown in Chapters 4 and 5, the temporal behaviour of the investigated

corrections was slowly changing and therefore the parameterization scheme update rates

of several minutes can be used.  For higher amplitude and frequency variations in

corrections this update rate may also increase.  However, the advantage of a satellite-
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based correction scheme allows for each correction field to be transmitted at staggered

intervals.

From a data transmission point of view, it is clear that if higher amplitude and frequency

variations exist (as in the case of ionospheric scintillation or an ionospheric storm, Skone,

1998) a single data transmitter configuration may not be sufficient.  Although for the

SSN, this option was assumed for the discussion, two additional alternatives were also

presented, namely (i) multiple data transmitters and (ii) combined single and multiple

data transmitters.  These options are more easily adaptable for communicating greater

variations in corrections over localized areas.

6.2 Recommendations

Based on the results presented in this thesis, several areas for future work have been

identified in order to improve the overall performance of the multi-reference station

concept.  One of the most prevalent recommendations, which was also mentioned several

times during the analysis, was the generation of 'error-specific' corrections.  This would

involve isolating the ionospheric, tropospheric and satellite orbit effects and formulating

separate corrections for each source.  It is evident that all of the correlated error sources

are independent of each other and they exhibit random behaviour. Since all of the

investigations conducted thus far were based on combined corrections of the correlated

errors, it was often difficult to identify the source of any disturbances.  By separating the
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correlated errors, corrections for specific sources can be obtained which will result in

more accurate parameterizations.  Also, since transmission capacity is a concern for real-

time users, it may be possible to transmit the separated corrections at staggered intervals

resulting in a more efficient dissemination process.

Another area recommended for future work is testing the parameterization schemes under

different conditions.  These conditions should involve a number of different networks

with varying ground station geometry and inter-station separations.  It would also be of

benefit to test the two-dimensional options provided with networks of greater vertical

separations between reference stations.  This would test the limits of the two-dimensional

model and identify when (if ever) a third dimension is required.

Finally, it is recommended that real-time tests are conducted which integrate on-the-fly

ambiguity resolution techniques, correction formulation algorithms, spatial

parameterization schemes, and transmission of multi-reference data to mobile users.

Given the continuously increasing needs of GPS users for higher positioning accuracy

and the explosion of precise positioning applications, it is evident that further research in

this area is warranted.
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Appendix A

FLOWCHART OF CARRIER PHASE PROCESSING PROCEDURE

The following flowchart outlines the major steps involved in determining the double

difference ambiguities for independent baselines in the network.

Double Difference Code Processing - Ionospheric Free (IF)
- Computes preliminary coordinates
Example ionospheric free combo: 

2
1

2
1 P

f
fCCIF −=

Triple Difference Phase Processing - Ionospheric Free (IF)
- Cycle slip detection
- WL and NL  (independently)
- Flags slips based on odd/even criterion

Fix Cycle Slips

Double Difference Code and Phase Processing
- Generates a float solution
- Observables:  L1 code, WL, NL, IF

Ambiguity Searching (WL and NL)
Fixed?

NO

YES

Final Fixed Solution - IF

21 LNLNWLN −= 21 LLNL NNN += 2
1

2
1 LLIF N

f
fNN −=
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Appendix B

DERIVATION OF ERROR VARIANCES FOR PARAMETERIZED

CORRECTIONS

To provide an indication of the quality of the estimated corrections evaluated for the

corresponding horizontal user position, error propagation of the parameterized form can

be performed.

In general, all parameterization schemes can be represented in the following form

(vectors in bold):

xaT
i=iz (B.1)

where, iz  is the parameterized user correction, ia  is a ‘design' vector, which depends on

the estimated horizontal user positions (usually the single point position), and x  is the

vector of parameters.  The error variances of iz  is given by:

ix
T
iiz C aa=σ2 (B.2)

where, xC  is the error covariance matrix of the parameters.  This can be computed based

on the correction generation scheme implemented.

As an example, consider the six-coefficient bivariate polynomial parameterization of eq.

(3.10c), repeated below:
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feydxycxbyaxz iiiiiii +++++= 22  (B.3)

Equation (B.3) can be represented in vector notation as,

[ ]
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By applying eq. (B.2) to the above equation, the error variance of the derived user

corrections is computed.
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Appendix C

DERIVATION OF POLYNOMIAL SURFACE COEFFICIENTS

The general equation of a plane is provided by,

cbyaxz ++= (C.1)

where, the unknown vector of parameters (coefficients in this case) is as follows:

[ ]Ta cba=d (C.2)

The design matrix is formed by computing the partial derivatives with respect to the

unknowns az d∂∂ :
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The normal matrix is generally computed by

PAAN T= (C.4)
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where, P  is the classical weight matrix of the observations (e.g. inverse of the covariance

matrix).  Assuming all observations to be of equal weight ( IP = ), a closed form of the

normal matrix is given as follows:
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Note that the matrix is symmetric, which means that the full matrix does not have to be

computed on an element-by-element basis.  This allows for some computational

advantages in terms of computing the matrix inverse.

Now we can compute the closed form,
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where the vector of observations b is represented by:
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and therefore, we can finally solve for the unknown coefficients of the best-fit plane (in a

least-squares sense) as follows:

ux 1ˆ −= N  (C.8)

where x̂  contains the estimated adjusted parameters.

The best-fit low order surfaces can be computed in a similar manner.  In fact, the

computational burden is lightened somewhat by utilizing the closed forms of the

matrices, as shown above.  These values are computed for the most complicated surface

with six unknown parameters.  Essentially all surface 'fits' are derived from a sub-set of

this form:

feydxcxybyaxz +++++= 22 (C.9)

The unknown parameter vector is:

( ) [ ]Tu fedcba=×1ad (C.10)

and the corresponding design matrix is:
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and the normal matrix is given by:
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