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ABSTRACT

Some critical error sources in static GPS surveying and methods to reduce

these errors on baseline determinations are investigated. Ambiguity search

strategies in rapid static surveying are discussed and some modifications are

explored. Based on the assumption that the impact of the periodic multipath

error on code and carrier phase measurements can be minimized by averaging

the observations, an attempt is made to estimate the site occupation time in order

to correctly resolve the integer ambiguities using spectral analysis in post-

processing mode. The relationship between code and carrier phase multipath is

investigated. For single frequency users, an ionospheric model is developed by

using code and carrier phase measurements. The accuracy of this model and

results of baselines by applying this model are analysed.

111



ACKNOWLEGEMENTS

I wish to express my sincere appreciation to my supervisor, Professor Gerard

Lachapelle, for his continuous support and encouragement through the course of

my graduate studies. His advice and guidance were essential for the completion

of this thesis.

Special thanks are extended to Professor M. Elizabeth Cannon for the valued

time and knowledge she shared in discussing GPS data processing techniques

and problems related to my research, and for providing RAPID and SEMIKEN™

software packages. Mr. D.S. Chen, Mr. G. Lu and Mr. C. Liu are all thanked for

their assistance in data collection. Special thanks are also extended to Mr. Karl

Grebe, whose helpful grammar checking polished the English writing. The many

other graduate students and faculty members who have made the course of my

graduate studies both fruitful and enjoyable, are sincerely appreciated.

Parts of my studies were financially supported through grants and contracts

from the Natural Science and Engineering Research Council and the Geodetic

Survey Division, Canada Centre for Surveying, Energy Mines and Resources

Canada. Their contribution is gratefully acknowledged.

Finally, thanks go to my wife Hong Cheng for her support, encouragement

and patience.

IV



TABLE OF CONTENTS

APPROVAL PAGE.................................................................................................... ii

ABSTItACT................................................................................................................ iii

ACKNOWLEDGEMENTS ..................................................................................... iv

TABLE OF CONTENTS ........................................................................................... v

LIST OF TABLES.................................................................................................... viii

LIST OF HGURES ................................................................................................... x

CHAPTER

!.INTRODUCTION .................................................................................................1

1.1 Background and Previous Studies......................................................... 1

1.2 Thesis Objective........................................................................................ 5

1.3 Thesis Outline........................................................................................... 5

2. POSITIONING WITH GPS................................................................................... 8

2.1 System Description.................................................................................. 8

2.2 GPS Signals............................................................................................... 9

2.3 GPS Observations................................................................................... 11

2.4 Major Error Sources in GPS Observations.......................................... 12

2.4.1 Orbital Errors........................................................................... 13

2.4.2 Clock Errors.............................................................................. 14

2.4.3 Ionospheric Delay................................................................... 15

2.4.4 Tropospheric Delay................................................................. 16

2.4.5 Multipath.................................................................................. 16



2.4.6 Receiver Noise......................................................................... 17

3. RAPID STATIC DGPS......................................................................................... 19

3.1 Carrier Phase Ambiguity Resolution in Rapid

Static DGPS ..........................................................................................20

3.1.1 Carrier Phase Ambiguity Float Solution................................ 22

3.1.2 Ambiguity Searching Window............................................. 23

3.1.3 Testing of Integer Ambiguity Combinations...................... 24

3.1.4 Assurance of the Integer Ambiguity ................................... 27

3.1.5 A Fast Quadratic Form Testing Algorithm......................... 28

3.2 The Influence of Satellite Geometry on

Ambiguity Resolution ......................................................................... 31

3.2.1 Ambiguity Resolution Prediction Algorithm..................... 32

3.2.2 Numerical Results................................................................... 35

4. MULTIPATH EFFECT ON RAPID STATIC DGPS......................................... 41

4.1 Code and Carrier Multipath................................................................. 43

4.2 Multipath Detection and Reduction.................................................... 48

4.2.1 Code Multipath Detection..................................................... 48

4.2.2 Carrier Phase Multipath Detection....................................... 51

4.2.3 Multipath Error Reduction.................................................... 56

4.3 Multipath Effect on Rapid Static DGPS.............................................. 59

5. IONOSPHERIC EFFECT MODELING FOR SINGLE

FREQUENCY USERS.......................................................................................... 63

5.1 The Ionosphere and GPS Signal Propagation.................................... 64

5.2 Ionospheric Effect on Baseline Determination................................... 68

5.3 Ionospheric Effect Modeling for Single Frequency Users ............... 72

5.3.1 Ionospheric Effect Modeling Using Code and Phase

vi



Measurements.......................................................................... 72

5.3.2 Separation of Carrier Phase Ambiguity and

Ionospheric Delay ................................................................. 74

5.3.3 Results and Analysis............................................................... 76

5.3.4 Recovery of the Ionospheric Delay with the

Divergence Method for Baseline Determination ............... 85

6. CONCLUSIONS AND RECOMMENDATIONS............................................. 90

REFERENCES............................................................................................................ 94

VIl



LIST OF TABLES

Table

2.1 Relative Accuracy and Orbital Errors....................................................... 13

2.2 Tropospheric Delay on Measured Ranges................................................ 16

2.3 Receiver Noise for Different Observations............................................... 18

3.1 Satelite Elevation Angles for 442 m Baseline Data.................................. 35

3.2 Rapid Static Test Results for 442 m Baseline............................................ 37

3.3 Satellite Elevation Angles for 519 m Baseline Data................................. 38

3.4 Rapid Static Test Results for 519 m Baseline............................................ 39

4.1 Multipath Analysis of Ashtech P-XH for Satellite 11.............................. 58

4.2 Major Multipath Periods in 519 m Baseline.............................................. 61

4.3 Success Rate of Trials Using Different Observation Time...................... 61

5.1 Maximum Vertical Ionospheric Range Error........................................... 67

5.2 Ionospheric Effect on Baseline Solution.................................................... 69

5.3 Rapid Static Tests with and without Dual Frequency

Ionospheric Corrections Applied............................................................... 71

5.4 Relative Errors of the Ionospheric Delay Estimated with

a Ll Narrow Correlator Spacing Receiver................................................ 82

5.5 Comparison of Ll, Ll /L2 and Code/Carrier Divergence

Solutions (Baseline ALBH-DRAO, 301.77km)......................................... 87

5.6 Comparison of Ll, Ll /L2 and Code/Carrier Divergence

Solutions (Baseline ALBH-HOLB, 419.24km).......................................... 87

viii



5.7 Comparison of Ll, Ll /L2 and Code/Carrier Divergence

Solutions (Baseline DRAO-DRAO, 627.13km)......................................... 88

5.8 RMS Fit of Ll, Ll /L2 and Code/Carrier Divergence Solutions........... 88

IX



LIST OF FIGURES

Figures

2.1 Frequency and Signal Generation of GPS Satellites................................ 10

3.1 General Strategy of Rapid Static Ambiguity Resolution......................... 21

3.2 Evolution of Formal Phase Ambiguity Precision

for 442 m Baseline (Ll)................................................................................ 36

3.3 Evolution of Formal Phase Ambiguity Precision

for 519 m Baseline (Ll)............................................................................... 38

3.4 Double Difference Residuals of Satellite Pair SV17-SV23

for 519 m Baseline ....................................................................................... 39

4.1 Multipath Caused by Reflection ............................................................... 41

4.2 Noncoherent DLL Structure....................................................................... 44

4.3 Multipath Effect on Carrier Phase.............................................................. 46

4.4 Code Multipath Error on Day 342............................................................. 49

4.5 Code Multipath Error on Day 343.............................................................. 50

4.6 Cross-Correlation Function of Multipath................................................. 51

4.7 Differential Ionospheric Delay for SV03 on Day 314.............................. 54

4.8 Differential Ionospheric Delay for SV03 on Day 315.............................. 55

4.9 Correlation of Differential Ionospheric Delays between

Day 314 and Day 315 ...................................................................................55

4.10 Accuracies of Float Ambiguity Estimation............................................... 61

4.11 Code and Carrier Multipath....................................................................... 62



5.1 Approximate Positions of Ottawa GPS Network Stations..................... 69

5.2(a) Comparison of Ionospheric Delay Estimated by The Dual-frequency

and P(Ll) Code-Carrier Divergence Method (SV23, and 17)................ 78

5.2(b) Comparison of Ionospheric Delay Estimated by The Dual-frequency

and P(Ll) Code-Carrier Divergence Method (SV20,21 and 26)........... 79

5.3(a) Comparison of Ionospheric Delay Estimated by The Dual-frequency

and C/A(L1) Code-Carrier Divergence Method (SV03 and 17)............ 81

5.3(b) Comparison of Ionospheric Delay Estimated by The Dual-frequency

and C/A(Ll) Code-Carrier Divergence Method (SV21 and 26)............ 81

5.4 Local Irregularities of Code-Carrier Phase Divergence

Measurements.............................................................................................. 82

5.5 Polar Plots of Satellites, 10:00-13:00, December 8,1992.......................... 84

5.6 Broadcast Ionospheric Delay Versus Delay Estimated Using

Code/Carrier Divergence (SV23) ............................................................. 84

5.7 Broadcast Ionospheric Delay Versus Delay Estimated Using

Code/Carrier Divergence (SV03 and 26)................................................. 84

5.8 ACS Stations Used for Baseline Test......................................................... 86

Xl



CHAPTERl

INTRODUCTION

1.1 BACKGROUND AND PREVIOUS STUDIES

The NAVSTAR GPS ( NAVigation System with Time and Ranging Global

Positioning System) is a satellite-based radio navigation system providing

precise three-dimensional position, navigation, and time information to suitably

equipped users. The system will be continuously available on a world-wide

basis, and is independent of meteorological conditions [Leick, 1990; Seeber, 1993;

and Wells et al., 1987]. The initial intention was to use this system mainly for

navigation purposes of the US military. Due to the tremendous accuracy

potential of this system, and the latest improvements in receiver technology,

there is a growing community which utilizes the GPS for a variety of civilian

applications. GPS surveying is only a small part of the total spectrum of the

many uses of GPS. The applications of GPS surveying can be divided into three

categories:

(1) Conventional static GPS surveying. Receivers are kept on individual sites for

several hours or even several days. The primary objective of this kind of GPS

surveying is accuracy. The required site occupation time and hence the efficiency

plays a subordinate role. The main applications of conventional static GPS

surveying are to establish local, regional, or even global networks. Static GPS
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carrier phase relative positioning has yielded accuracy of a few parts per 100

million [Erickson, 1992; Lichten and Bertiger, 1989].

(2) Rapid static surveying. As the name implies, rapid static surveying involves a

short static site occupation of only a few minutes. GPS code and phase data is

post-processed using a variety of statistical ambiguity search algorithms to

provide baseline precision commensurate with static survey methods [Frei, 1991].

Since rapid static surveying dramatically increases GPS surveying efficiency, it

will certainly be widely used in future surveying applications, such as cadastral

surveying and the establishment of Geographic Information Systems (GIS).

(3) Kinematic surveying. This implies the need for ambiguity resolution at the

beginning of the session, times of cycle slip occurrences, and rising of new

satellites [Abidin, 1993]. Post processing of kinematic GPS data is already very

advanced [Abidin, 1990; Cannon et al., 1990; Chen, 1993; Wiibbena, 1989].

Kinematic GPS positioning can also be used to achieve accurate, real-time

positions and velocities of a moving platform on land, in the air, and at sea.

GPS observations are subject to a number of errors, both random and

systemic. The major error sources include receiver noise, orbital and clock errors,

and propagation errors (ionospheric effect, tropospheric effect, and multipath).

Receiver noise largely depends on the system architecture. Modern receiver

technology tends to bring the internal phase noise below 1 mm, and to reduce the

code resolution to the decimetre level. Orbital and clock errors can be reduced or

eliminated by using a posteriori precise ephemerides and forming double

difference observations. Various models have been developed to estimate the

tropospheric delay. The dry component can be precisely described by these
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models with an accuracy of ±1%, while the wet component can be modeled by

surface weather data to within 3-4 cm [Wells et al., 1987]. If the stations are close

together, the tropospheric residual error almost completely disappears by

differencing in relative mode. For a long baseline, direct measurements with

water vapor radiometers my be used [Elgered et al., 1985].

Although various measures can be taken to reduce the multipath error in

kinematic and rapid static surveying, multipath error contamination is still

inevitable in many cases. For a short baseline, multipath error can dominate the

adjusted residuals and thus affect the site occupation time needed to resolve the

ambiguities. Ionospheric delay is a major source of concern to GPS users since it

can reach extreme values of around 50 metres for satellites directly overhead at

times of high solar activity, and up to three times this amount for satellites near

the horizon [Wells et al., 1987]. The ionospheric effect can be modeled by

observing dual-frequency GPS signals. However, as the type of receiver used by

the majority of civilian users becomes the less expensive, single frequency kind,

there is not enough information to allow elimination of this delay. For precise

positioning applications, some methods of eliminating or reducing the

ionospheric effect are highly desirable.

Integer ambiguity resolution techniques in rapid static surveying are closely

related to the development of kinematic surveying. During the past few years,

several techniques for rapid ambiguity resolution have been developed. These

include "Extra-widelaning" [Wiibbena, 1989; Abidin and Wells, 1990],

"Sequential phase ambiguity resolution" [Talbot, 1991], the "Fast ambiguity

resolution approach" [Frei and Beulter, 1990], the "Least-squares ambiguity

search technique" [Hatch, 1991a; Lachapelle et al., 1992], the "Ambiguity function
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method" [Counselman and Gourevitch, 1981; Remondi, 1984], and the "Fast

Ambiguity Search Filter (FASF)" [Chen, 1993]. Although each of these techniques

has some unique characteristics, each also has elements shared with other

ambiguity resolution techniques.

Multipath effects on pseudorange measurements have been studied for

almost two decades. In 1973, Hagerman derived relationships involving

multipath and code-tracking error [Hagerman, 1973]. This fundamental work

formed the basis for the analysis of GPS code and carrier multipath. Lachapelle et

al. [1989] described marine DGPS experiments in which multipath was mitigated

through the use of RF absorbing ground planes and filtering schemes. Evans

[1986] demonstrated multipath effects on ionospherically corrected code and

carrier phase measurements from geodetic receivers. Georgiadou and Kleusberg

[1988a] considered multiple reflections and showed that multipath on short

baselines could be detected using dual frequency measurements. Abidin [1990]

examined the effects of multipath on ambiguity resolution for dual frequency

measurements. The effect of multipath on ionospheric measurements using GPS

was presented by Bishop et al. [1985]. Some receivers have incorporated special

features to reduce multipath, like narrow early-late spacing [Van Dierendonck et

al., 1992]. Van Nee [1992] studied the tracking performance of the delay lock loop

(DLL) and proposed an optimum GPS receiver structure in the presence of

multipath.

In spite of the highly variable and irregular character of the ionosphere,

various attempts have been made to develop suitable models to describe at least

its mean behavior with a reasonable level of accuracy. The International

Reference Ionosphere (IRI) can predict the Total Electron Content (TEC) with an
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accuracy level of about 30% [McNamara and Wilkinson, 1983]. The model

presently offered by the GPS system to single frequency users has been

developed by Klobuchar [1987]. It provides a correction for approximately 50%

RMS of the ionospheric range error. Georgiadou and Kleusberg [1988b] used a

model of ionospheric vertical delays derived from one dual-frequency receiver in

the vicinity of a small network to remove the systematic effect of the ionospheric

delay. Cohen et al. [1992] and Xia [1992] presented a procedure to estimate the

absolute ionospheric delay using single-frequency code and phase

measurements. Experimental results show that developments in this field are

promising.

1.2 THESIS OBJECTIVE

The objective of this thesis is to investigate the impacts of some critical error

sources on static surveying, and explore methods to reduce these errors on

baseline determinations. Ambiguity search strategies in rapid static surveying

are discussed and some modifications are explored. Based on the assumption

that the impact of the periodic multipath error on code and carrier phase

measurements can be minimized by averaging the observations, an attempt is

made to estimate the site occupation time in order to correctly resolve the integer

ambiguities. For single frequency users, an ionospheric model is developed by

using code and carrier phase measurements. The accuracy of this model and

results of baselines by applying this model are analysed.

1.3 THESIS OUTLINE

The thesis consists of six chapters. The contents of these chapters are as

follows:
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Chapter 2 gives an introduction of GPS, including a description of the three

constituent parts, namely, the control segment, the space segment, and the user

segment. The signals transmitted by the satellites are also described, as are the

various types of observables. An overview of the error sources and their effects

on baseline determination is presented.

Chapter 3 describes the ambiguity search algorithms in rapid static surveying.

Various criteria are introduced to isolate the correct integer ambiguities. A fast

algorithm to calculate the quadratic form of the adjusted residuals is also

presented in this chapter. An algorithm which can be used in real-time to

estimate the occupation time needed to resolve the ambiguities in rapid static

surveys is described. Finally, numerical results of this algorithm are given.

Chapter 4 investigates multipath effects on rapid static surveys. Multipath

errors on pseudorange and carrier phase measurements are discussed. Methods

of detecting and reducing multipath errors are presented along with numerical

examples. The method of estimating site occupation time in rapid static surveys

using spectral analysis of major multipath periods is described.

Chapter 5 investigates the impact of the ionospheric delay on baseline

determination. An introduction to ionosphere and radio signal propagation is

given. Two examples of the ionospheric effect on baseline determination are

presented. One example shows the impact of the dual-frequency ionospheric

correction on rapid static surveys for short baselines. Another example shows the

errors on baseline components due to the ionospheric effect for baselines of

different lengths. The major part of this chapter goes into detail on the
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development of ionospheric modeling using code/carrier divergence for single

frequency users. Results from various type of receivers are analysed.

Finally, the research is summarized and some conclusions from the results are

drawn in Chapter 6. Several recommendations are also made for further

investigations.
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CHAPTER 2

POSITIONING WITH GPS

In this chapter, the Global Positioning System is introduced. As there are a

number of introductory references available [Leick, 1990; Wells et al, 1987], a

very brief discussion of the basics of the system will be given and only the parts

which are relevant to observation modeling and error sources will be discussed

in more detail.

2.1 SYSTEM DESCRIPTION

The NAVSTAR Global Positioning System is an all-weather, space-based

navigation system under development by the Department of Defense (DoD) of

the US to satisfy the requirements for the military forces to accurately determine

their position, velocity, and time in a common reference system, anywhere on or

near the Earth on a continuous basis [Wooden, 1985]. Due to the tremendous

accuracy potential of this system and the latest improvements in receiver

technology, there is a growing community which utilizes the GPS for a variety of

civilian applications.

The system can be conveniently divided into three units: (1) the space

segment, (2) the control segment, and (3) the user segment.

The Space Segment is composed of the satellites in orbit. These satellites

essentially act as beacons sending signals in a one-way ranging mode with which



users can determine their position, velocity, etc. In addition to sending signals,

the satellites can perform several other functions as on-board processing of data,

maintenance of very precise time, and maneuvering on demand from the ground

control stations [Wells et al., 1987]. After full deployment, the NAVSTAR GPS

system will consist of 24 satellites (21+3 active spares) at an altitude of 20,000 km.

The satellites are distributed in 6 orbital planes in a manner which ensures the

visibility of four or more satellites at all locations on the earth's surface at any

time.

The Control Segment consists of five ground-based tracking and control

stations. The one at Colorado Springs is the Master Control Station (MCS). The

coordinates of each tracking station are very precisely known and dual-

frequency receivers connected to atomic clocks are used to track the signals from

the satellites. The data are then send to the MCS where they are processed to

calculate and predict orbits and satellite clock errors. The MCS, along with

several other tracking stations, can also transmit commands for satellite

movement and upload new ephemerides and dock correction information.

The User Segment is the ultimate segment in the chain of system

components. It is the GPS receiver, consisting of an antenna, signal tracking

circuitry, user interface, power, and a microprocessor to control the operation of

the receiver. There are many receivers now commercially available ranging from

low-cost, single-frequency sets to expensive dual-frequency devices.

2.2 GPS SIGNALS

GPS satellites broadcast signals on two L-band carrier frequencies; an Ll

frequency of 1575.42 MHz and an L2 frequency of 1227.60 MHz. The
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corresponding wavelengths are about 19 cm for Ll and 24 cm for L2. Both carrier

frequencies are modulated by so called Pseudo-Random Noise Codes. The Ll

carrier is modulated by the Coarse Acquisition Code referred to as the C/A

code, whereas both carrier frequencies are modulated by the Precise Code

referred to as the P-code. These two codes form the basis for the Standard

Positioning Service (SPS) and Precise Positioning Service (PPS). In addition, both

signals contain the navigation message which is transmitted at a data rate of 50

bits per second. The navigation message contains information such as

ephemerides, satellite clock corrections, satellite status and health information.

Figure 2.1 shows a scheme of the frequency and signal generation for a particular

satellite.

Base Frequency
10.23 MHz

X 154

X 120
L2

1227.60 MHz

/10

Ll
1575.42 MHz

C/ACode
1.023 MHz

P-Code
10.23 MHz

P-Code
10.23 MHz

Navigation Message 50 BPS

Figure 2.1 Frequency and Signal Generation of GPS Satellite
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2.3 GPS OBSERVATIONS

Three different types of measurements can be taken when tracking a GPS

satellite: (1) pseudorange measurement, (2) carrier beat phase measurement, and

(3) instantaneous Doppler measurement.

Pseudorange Measurement: GPS satellites transmit signals which are labeled

with the time of transmission given in the GPS time frame. Receivers measure the

time of reception of the signal relative to the receiver clock. If the receiver clock is

fully synchronized to GPS time, then the time difference between the

transmission time and the reception time is exactly the travel time of the signal.

Due to the fact that the satellite and receiver docks are usually not synchronized,

the range determined with this procedure is affected by clock synchronization

error. These ranges are therefore referred to as pseudoranges.

The accuracy of pseudorange measurement depends on the Early/Late (E/L)

correlator in the receiver Delay Lock Loops (DLLs) [Van Dierendonck et al.,

1992]. Conventional GPS receivers use one chip correlation spacing.

Measurements can be made to approximately 0.01 chip so that the noise on a

C/A-code pseudorange is about 3 m, while that on P-code is 30 cm. Recently,

many receivers are using some types of narrow EarIy/Late correlator spacing

technology (e.g. NovAtel GPSCard™, Trimble 4000SSE, Rogue SNR-8C, etc.).

This technique allows GPS receivers to measure the pseudorange at a 10 cm noise

level on C/A code [Van Dierendonck et al., 1992; Cannon and Lachapelle, 1992a].

Carrier Beat Phase Measurement: The carriers transmitted by satellites can

be reconstructed in the receiver either by complete knowledge of the Pseudo-

Random Codes (C/A-code or P-code) or by code-less signal processing
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technology (e.g., squaring, cross-correlation). The phase of the incoming carriers

is differenced with the phase of internally generated carriers. The difference is

referred to as carrier beat phase. Today's receiver technology allows us to

measure the carrier beat phase with an accuracy at the millimetre level,

depending on the oscillator used in the receiver. These phases would represent

the most accurate range measurements if the so-called initial phase ambiguity

could be determined. The initial phase ambiguity is the unknown number of

cycles between the satellite and the receiver at the epoch when the receiver

locked onto the signal.

Instantaneous Doppler Measurement: Measurements can also be made with

respect to the instantaneous Doppler frequency shift of the incoming carriers.

This frequency shift is the result of the relative motion of the receiver and

satellite, so it can be used to determine the velocity of a moving object [Cannon,

199O]. The accuracy of the instantaneous Doppler measurement depends on the

receiver architecture and tracking bandwidth of the code tracking loop. Modern

GPS receivers can measure the instantaneous Doppler frequency shift with an

accuracy of 5 mm/second [Lachapelle et al, 1992b].

2.4 MAJOR ERROR SOURCES IN GPS OBSERVATIONS

GPS observations are subject to a number of errors, both random and

systematic. The major error sources include receiver noise, orbital and clock

errors, and propagation errors (ionospheric effect, tropospheric effect, and

multipath). They are briefly discussed in this section. The ionospheric effect and

multipath will be discussed in more detail in Chapter 4 and 5.
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2.4.1 Orbital Errors

Orbital errors result from the situation where the satellite is not at the exact

position dictated by the broadcast ephemerides. This discrepancy is the

consequence of the inability to completely model the forces acting on a satellite,

and the degradation due to Selective Availability (SA). If left uncorrected, such

discrepancies will corrupt the range determination and hence the location of the

user position. Differencing observations from one satellite between receivers can

reduce the error. As a rule of thumb, the effect of orbital errors on baseline

determination is [Vanicek et al., 1985]:

^ = ̂  (2.1)

where db is the error in baseline;

b is the baseline length;

dp is the orbital error;

and p is the satellite-receiver range.

Table 2.1 summarizes the acceptable orbital error for a given relative accuracy in

baseline determination [Seeber, 1993].

Table 2.1 Relative Accuracy and Orbital Errors

Relative accuracy required

5 ppm

1 ppm

0.5 ppm

0.1 ppm

Acceptable orbital error

125 m

25 m

12.5m

2.5 m
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Another possibility to reduce the orbital error is to compute the a posteriori

precise ephemerides, based on observations from globally distributed tracking

stations. In addition to the U.S. military GPS satellite tracking networks, several

civilian tracking networks are in the process of being established to determine

the precise ephemerides [Seeber, 1993]. A well-known one is the Cooperative

International GPS Network (CIGNET) with about 20 tracking stations operating

in 1992.

2.4.2 Clock Errors

Clock errors occur in both the satellites and the receivers. Each satellite carries

clocks which act as the time and frequency base for the realization of the GPS

system time. Although the satellite clocks are very accurate, they are not perfect.

The behavior of satellite clocks is monitored by the GPS ground control segment

and the clock correction model is reported to the users as part of the navigation

message. The actual behavior of the clock, however, differs from this model

because of unpredictable, correlated frequency errors. Receiver dock drift is

generally of larger than the satellite clock drift due to the lower quality of the

oscillator.

Differencing observations from one satellite between two receivers can

eliminate the satellite dock error. Differencing observations between satellites

can eliminate the receiver dock error. An alternative approach is to leave the

receiver and satellite clock offsets as an unknown to be solved in parameter

estimation [Remondi, 1984].

The DoD is intentionally degrading the accuracy of position information to

unauthorized users. This mode of degraded operation is called Selective



15

Availability (SA). SA involves the degradation of broadcast orbits and satellite

dock dithering. Orbit degradation should not consistute a problem because high

accuracy post-processing techniques routinely include orbit improvement

calculations [Beutler et al., 1985]. Satellite clock dithering appears more

problematic because it can result in unmodeled satellite clock errors. However,

for the current level of SA, satellite clock dithering has a negligible effect on

baselines determination if double difference processing techniques are employed

and if the GPS receivers remain synchronized to better than 10 ms [Rocken et al.,

1991].

2.4.3 Ionospheric Delay

The atmospheric layer from about 60 km upwards is called the ionosphere

and it includes free electrons. The ionosphere can retard GPS signals from their

velocity in free space by more than 300 ns in the worst case, corresponding to

range errors of 100 metres [Klobuchar, 1987]. The ionospheric delay depends on

the Total Electron Content (TEC) along the signal path and on the frequency

used. TEC is a function of solar ionizing flux, magnetic activity, user location,

and viewing direction. Dual frequency receivers make use of the fact that the Ll

and L2 signals experience different propagation delays in the ionosphere.

However, the type of receivers used by the majority of civilian users will be of

the less expensive, single frequency kind, which does not provide enough

information to eliminate the delay. For precise positioning applications, some

methods of reducing this error is highly desirable. In this thesis, one method of

accomplishing this objective is proposed.
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2.4.4 Tropospheric Delay

The troposphere is the lowest part of the atmosphere, extending up to

between 9 and 16 kilometres in altitude although the neutral atmosphere can

extend up to several tens of kilometres. The tropospheric delay depends on the

temperature, humidity, and pressure. It varies with the height of the user, and

can also vary with the type of terrain below the signal path. The total

tropospheric delay can be separated into a dry and a wet component [Hopfield,

1971]. The dry component, which reaches up to 90% of the total delay, is easier to

determine than the wet component. Table 2.2 gives some numerical values of the

tropospheric delay for different satellite elevation angles in average situation.

Table 2.2 Tropospheric Delay on Measured Ranges
Elevation
Dry Component
Wet Component
Total Delay

90°
2.3 (m)
0.2
2.5

20°
6.7
0.6
7.3

15°
8.8
0.8
9.6

10°
12.9
1.1

14.0

5°
23.6
2.2

25.8

Various models have been developed to estimate the delay. The dry

component can be precisely described by these models with an accuracy of ±1%,

while the wet component can be modeled by surface weather data to within 3-4

cm [Wells, 1987]. Other approaches of determining the wet component include

direct measurement with water vapor radiometers [Elgered et al., 1985] and the

use of a station-dependent zenith scale factor for each satellite pass.

2.4.5 Multipath

Multipath is the phenomena whereby a signal arrives at a receiver via

multiple paths. Multipath propagation is almost inevitable in most GPS
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applications, since all kinds of possible reflectors are normally present, such as

the earth's surface, buildings and other objects. The influence of these reflections

depends on their signal strength and delay compared with that of the line-of-

sight signal, the attenuation by the receiver antenna, and the measuring

technique of the receiver. The theoretical maximum effect of multipath on C/A

code pseudorange measurements can reach 0.5 ms when the reflected/direct

signal strength ratio is one. Carrier phase measurements are not free from

multipath either. Though the effect is about two orders of magnitude smaller

than in pseudoranges, it contributes to the phase measurement noise. For short

baselines, it may even dominate the adjustment residuals in the solution. In a

strong multipath environment, the observation time in the field may increase

significantly in order to correctly resolve the satellite carrier phase ambiguities

[Lachapelle et al., 1992c].

Multipath can be reduced by careful selection of observation site, and special

design of receiver antenna and firmware [Meehan et al., 1992; Van Nee, 1992]. In

some special cases, multipath can be predicted [Fu, 1992]. In this thesis, instead

of modeling multipath, an attempt is made to estimate the observation time

required for solving the carrier phase ambiguities in a strong multipath

environment.

2.4.6 Receiver Noise

The receiver noise depends on the signal to noise ratio of the satellite signals.

The dynamics acting on the antenna also have an effect. The greater the

accelerations of the antenna, the wider the tracking loop bandwidths have to be

in order to keep lock on a incoming signal, and the higher the noise level of the
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receiver will be. As a rule of thumb, the observation resolution for classical

receivers is slightly better than 1% of the signal wavelength. The typical receiver

noise level is summarized in Table 2.3.

Table 2.3 Receiver Noise for Different Observations
TypeofObs.
C/A-code
P-code
Carrier Phase

Wavelength
30Om
30m
20cm

Receiver Noise
3 m

30cm
2mm

Modern receiver technology tends to bring the internal phase noise below 1

mm, and to reduce the code noise to the ten centimetre level [Van Dierendonck et

al., 1992].
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CHAPTERS

RAPID STATIC GPS SURVEYS

The most accurate relative positioning performed with the Global Positioning

System has resulted from carrier phase observations where the initial phase

ambiguities are resolved and constrained to their correct integer values. Static

GPS carrier phase relative positioning has yielded accuracies ranging from a few

parts per million to a few parts per 100 million [Erickon, 1992; Lichten and

Bertiger, 1989], depending on the observation and processing methodology used.

Traditionally, site observation periods of at least one hour are typically

recommended for short baselines (<10km) in order to achieve a few parts per

million accuracy, with longer observation periods necessary for longer baselines.

Efforts towards higher GPS surveying efficiency led to the development of rapid

static positioning. As the name implies, rapid static GPS positioning involves a

short static site occupation time of only a few minutes [Frei and Beulter, 199O].

During the past few years several techniques for rapid ambiguity resolution

have been developed. These include "Extra-widelaning" [Wiibbena, 1989; Abidin

and Wells, 1990], "Sequential phase ambiguity resolution" [Talbot, 1991], the

"Fast ambiguity resolution approach" [Frei and Beulter, 1990], the "Least Squares

ambiguity search technique" [Hatch,1991a; Lachapelle et al., 1992a], the

"Ambiguity function method" [Counselman and Gourevitch, 1981; Remondi,

1984], and the "Fast Ambiguity Search Filter (FASF)" [Chen, 1993].
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3.1 CARRIER PHASE RESOLUTION IN RAPID STATIC DGPS

The carrier phase measurement, as was discussed in Chapter 2, can be written

as [Lachapelle, 1992d]:

3> = p + c(dt - dT) + X • N - dion + d^op + dp + £($) (3.1)

where <I> is the carrier phase measurement in metres;

p is the geometric satellite-receiver range;

dp is the orbit error;

c is the speed of light in vacuum;

dt is the satellite clock offset;

dT is the receiver clock offset;

X is the wavelength of the carrier phase measurement;

N is the unknown integer carrier phase ambiguity;

dion is the ionospheric delay;

dtrop ig *he tropospheric delay;

e(O) is the receiver noise.

Because of difficulties in accurately modeling satellite orbits, dock errors, and

propagation delays, double difference observations are formed from the

combination of raw phase measurements between satellites and between

receivers. Double difference observations are commonly used for differential

precise positioning since it has the effect of eliminating or reducing many

systematic errors inherent in raw phase measurements [Remondi, 1984]. The

double difference observation equation for carrier phase is:

VAO = VAp + X • VAN - VAdion + VAd^ + VAdp + e(VAO) (3.2)
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where VA is the double difference operator. The unknown remote station

coordinates (X, Y, Z) are contained in VAp. The difficulty in resolving remote

station coordinates and ambiguity terms simultaneously is due to the similarity

of VAp and VAN, both of which are range related. Separation of the coordinates

from the ambiguities requires a significant change in satellite geometry resulting

from relative satellite motion.

Float ambiguity
estimation

Search failure
No

Assurance criteria

iYes

Ambiguity fixing

Figure 3.1 General Strategy for Rapid Static Ambiguity Resolution

All rapid static ambiguity resolution techniques have a more or less similar

strategy for resolving ambiguities. Basically, the procedure starts with an

estimation of initial remote coordinates or initial ambiguities. The ambiguity

resolution is performed by testing many combinations of potential ambiguity sets

inside a certain predetermined searching space. Each potential ambiguity set is
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tested by applying certain validation and rejection criteria. The searching process

is stopped and the ambiguities are fixed when certain assurance criteria are

fulfilled. This procedure is summarized in Fig. 3.1.

The more satellites are available, the better the searching procedure works

since each additional satellite restricts the number of possible solutions. In the

following sections, the general strategy for rapid static ambiguity resolution

procedure is discussed in more detail.

3.1.1 Carrier Phase Ambiguity Float Solution

As a first step, a fast ambiguity resolution algorithm normally involves the

computation of a double difference carrier float solution following the

observation equation (3.2). The linearized form of equation (3.2) is:

V = AX+ W (3.3)

where V is the vector of residuals; A is the design matrix, the explicit form of

which is given in [Erickson, 1992]; W is the misdosure vector; and X is the state

vector containing the unknown remote station coordinates and carrier phase

ambiguities:

X = [X,Y,Z,VAN1,VAN2,...,VANnsat_1]

where nsat is the number of satellites being tracked during the observation. The
A

corresponding least-squares solution of the estimated state vector X is:

X = -(A1Cf1A)-1A7Cf1W (3.4)

A

and the adjusted residuals, V, are computed as:
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V = AX + W (3.5)

where C1 is the covariance matrix of the observations [Krakiwsky, 199O].

Since the a priori variance factor is unknown beforehand, Cj is derived using
f \

a unit a priori variance factor, and the a posteriori variance factor, GQ, is estimated

as:

A T 1 **

.2 V Cf1VCJQ = ~ -1 - (3.6)n-u

where n is the number of observations and u is the number of unknown

parameters. The covariance matrix of the adjusted parameters is scaled by the a

posteriori variance factor to give:

where C^ is the estimation of the covariance matrix of the adjusted parameters

Cx-

3.1.2 Ambiguity Searching Window

In the second step, the searching space of potential integer ambiguities is

defined. The searching space could be either the mathematical space (defined in

the ambiguity domain) or the physical space (defined in the position domain).

The searching technique in physical space is discussed in [Remondi, 1984]. Since

searching in mathematical space is more efficient than in physical space, only

searching in mathematical space is discussed here. There are many possibilities

to define the integer ambiguity search ranges [Abidin, 1993; Frei, 1991]. One

approach is to determine the integer ambiguity ranges based on the confidence
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intervals around the real ambiguity solutions using the appropriate diagonal
A A

components of CX [Frei, 1991]. Letting Nj represent an estimated real ambiguity

from the float solution and Nj a potential integer value for the same ambiguity,

then

P(Nj - St,df 4-0/2 • °Nj S Nf < NJ + St,df ,l-a/2 • aN. } = 1 - a (3.7)

where P{ } represents the probability for a certain confidence level 1-ex,

£t,df,l-a/2 is tne student t distribution for df degrees of freedom and a
significant level of a, and a^. is the standard deviation of the float ambiguity

In order to reduce the potential ambiguity sets in searching space, the

observed satellites can be divided into two groups, i.e., primary satellites and

secondary satellites [Hatch, 199Ia] by the fact that the ambiguities corresponding

to the four primary satellites mathematically determine the other ambiguities

corresponding to the remaining satellites. Therefore, it is only necessary to search

for the primary ambiguities regardless of the number of satellites. The advantage

of this technique is that only a three-dimensional searching space needs be

considered.

3.1.3 Testing of Integer Ambiguity Combinations

After constructing the ambiguity searching space, the next step is to try to

identify the correct ambiguities from the potential ambiguity sets inside the

searching space by applying certain validation and rejection criteria. Some of

these criteria are:
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(1) Compatibility test between potential coordinates and the code-derived coordinates.
The potential position is computed as if the carrier phase ambiguities were

exactly known. If the potential ambiguities are correct, then the corresponding

estimated position should differ from the code-derived position in a statistically

predictable manner. The differences in coordinates in this case will be caused

only by the differences in precision between code and phase observations. This

criterion can be formulated as [Abidin, 1993]:

IXp -Xcl< 91(0,1)1-0/2 '<Ixc <3-8)

^ ' A

where Xp is the potential position, X^ is the code-derived position, 9l(0,l)i_a/2
is the Gaussian normal distribution with the confidence level 1-oc, and GX is the

standard deviation of the code-derived position. The compatibility test between

potential position and code-derived position is especially useful when very

precise code measurements are used.

(2). Ambiguity function test of the adjusted residuals. The ambiguity function
^ A

AF(Xp) for the potential position Xp is defined as [Remondi, 1984]:

AF(Xp) = REAL( e - > ) (3.9)
k=l j=l

where VA<E>^S is the observed double difference range, ^ApJ[lc(Xp) is the
A

computed double difference range for the potential position Xp/ nsat is the

number of satellites observed, and nepoch is the number of epochs. Summations

are made for all (nsat-1) double difference observations and all epochs. The

normalized ambiguity function AF(Xp) is:

AF(XP) = ——— -4 ——— TrAF(Xp) (3.10)nepoch • (nsat - 1)
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The ambiguity mapping function measures the agreement between the

measurements and their calculated values. The ambiguity function will have a

maximum value when the phase residual is calculated at the correct potential

position, or at all other candidate positions where the double difference residual

changes by an integer number of wavelengths. This leads to the criterion of

ambiguity function testing:

AF(Xp) > minimum threshold (3.11)

(3). Compatibility test between pair of ambiguities. This test makes FARA unique

as compared to other rapid static ambiguity resolution techniques [Frei, 1991;

Erickson, 1992]. In each set of potential ambiguity solutions, pairs of ambiguities

are tested. The differences between two real ambiguities and the difference

between corresponding potential integer ambiguities are formed as:

ij = VAN1 - VANj (3.12a)

VAN*- = VAN[ - VAN[ (3.12b)

The standard deviation of the real ambiguity difference VAN[J is:

A

where <JMr,C7Mr and o\TrKTr can be obtained from CX-INj INj INiPSIj

The criterion relating the real ambiguity differences with potential integer

ambiguity differences is then written as:

(3.14)
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Ambiguity sets with pairs of ambiguities which do not fulfill equation (3.14) are

rejected from consideration.

(4). Test on the quadratic form of the residuals. The quadratic form of the
np i

residuals V Cj" V is the quantity which is to be minimized by the adjustment

process. If the correct ambiguities are involved, and assuming that only the

random errors are present in the observations, then the value of the quadratic

form of the residuals should be statistically predictable and smaller than a certain

threshold. In this case, one-sided statistical Chi-squared testing is applied, and

the criteria is formulated as:

V1C^1V

f\
where an denotes the a priori variance factor and £ 2 J£ ., is the Chi-squaredu r ^X ,01,1-(X ^

distribution with df degree of freedom and confidence level (1-oc).

Many other criteria can also be employed in this step [Abidin, 1993]. Some of

these criteria are mathematically equivalent [Lachapelle et al., 1992e]. In fact,

rapid static ambiguity resolution techniques usually differ from each other in

these validation and rejection criteria used in the searching process. These

differences usually lead to the differences in computation and observation time

in ambiguity resolution and sometimes in the reliability of resolution.

3.1.4 Assurance of The Integer Ambiguity

The searching process of the integer ambiguity set is stopped if only one

potential ambiguity set survives all validation and rejection criteria. However,

this ambiguity set could be either the correct integers or the incorrect ones. Fixing
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the ambiguities to the incorrect integers could be caused by several factors.

Insufficient observation time is one of them. Other factors include the use of

parameters in validation and rejection criteria which do not represent the realistic

level of random and systematic errors.

If more than one potential ambiguity set passes these validation and rejection

criteria, a choice has to be made to select the correct ambiguity set. One

commonly used criterion is to choose the ambiguity set which yields the smallest

variance factor as the correct integers. In this case, the smallest and the next

smallest variance factor are compared to ensure their independence. The

comparison is given as [Erickson, 1992]:

I2^cIf I,df2,a 0.16)al

where GI is the smallest variance factor, 62 is the second smallest variance

factor, and ^p,df l,df 2,a *s tne F (Fisher) distribution for df 1 degrees of freedom

(for the solution with the smallest variance factor) and df2 degrees of freedom

(for the solution with the second smallest variance factor) and with a significant

level a. If the ambiguity set with the smallest variance factor fails the test of

equation (3.16), the observation data is deemed to be insufficient to correctly

resolve the ambiguity.

3.1.5 A Fast Quadratic Form Testing Algorithm

Ideally, all possible potential ambiguity sets inside the searching space should

be tested to ensure the correct ambiguities are included. The basic problem is that

the number of necessary mathematical operations increases rapidly as the
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searching space grows. For example, if there are 6 unknown integer ambiguities,

each one known to ±10 cycles, then there are (21 ) possible combinations to be

tested. Many rapid static ambiguity resolution algorithms require computing a

batch least-squares solution for each potential ambiguity set to obtain the

variance factor OQ for the quadratic form testing, thus consuming enormous

computer time. Langley et al. [1984] developed a fast algorithm to calculate the

quadratic form of residuals, which was further improved by Landau and Euler

[1992]. The algorithm is described in this section.

Let us divide the unknown state vector X into two parts:

_ TV Y l (1 1 T\_ — Lii1/ii2J W.I/,1

where X1 = [X7Y7Z] contains the coordinates of remote station,

X2 = [VAN1,VAN2,...,VAN11] is the double difference ambiguities, and u is the

number of unknown ambiguities to be resolved.

The observation equation (3.3) can be rewritten as:

Y = A1Xi+A2X2 (3.18)

where Aj is the sub-matrix formed with the first three columns of the design

matrix A, A2 is the sub-matrix formed with the last u columns of A. Equation

(3.4) may be rewritten as:

Tr>-l Tr-IA1
1Cf1A1 A1

1Cf1A2 X1

AlCr1A2 1 2 2 JCr1Ao Il X- >-l W (3.19)

Introducing
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N11 = Aj1Cf1A1, N12 = AfCf1A2, N22 = A^Cf1A2 (3.20)

and

U1=-A[Cf 1W, U2 ̂ AjCf1W (3.21)

then equation (3.19) becomes:

Nn][X1

N 2 2 Ix2-

U1

U2_ ».

(3.21)

The least-squares solution of X1 is

X1 = NfJ(U1 - N12X2) (3.22)

# A

Let X2 be a new set of potential ambiguities instead of X2. We are now
A A

looking for the best approximation of X1 in the least-squares sense, provided X2

is approximated by X2. The solution is:

Xj=Nf1
1OJ1-N12X2) (3.23)

The new value of residuals vector V is then:

Y =A1X1+A2X2-W
= A1NfI(U1-N12X2) +A2X2-W

The quadratic form of the residuals becomes:

V*TCf V = W7Cf1W + D1 + DjX2 + X2
1D3X2 (3.25)

where D1 = -U7Nf1
1U1 is a constant, D2 = -2(Uj - U[Nf1N12) is a vector, and
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32s ^N22-Ni2NfJN12) is a symmetric matrix. As D1, D2 and D3 are

functions of components in equation (3.21), once the ambiguity float solution has

been carried out, all of them become constant and, therefore, only need to be

calculated once. The quadratic form of residuals corresponding to each potential

ambiguity set can be obtained from equation (3.25) without carrying out the

least-squares adjustment.

The above ambiguity searching procedure can be further improved by

applying the Cholesky decomposition of the symmetric matrix D3:

Do=LL7 (3.26)

where L is a lower triangular matrix. Substituting equation (3.26) into equation

(3.25) leads to the following simple results:

2"1C1-1V* = W1Cf1W + D1 +DjX2
- +(X2TLXLTX2)

rp -I rj-i jj. rp

= W1Cf1 W + D1 + DjX2 + YT Y

T *where Y = L1X2 is a vector. Instead of performing the complete matrix

multiplication, equation (3.27) breaks down to a much faster vector

multiplication.

3.2 THE INFLUENCE OF SATELLITE GEOMETRY ON AMBIGUITY

RESOLUTION

In rapid static surveying, whether initial ambiguities can be resolved or not

depends on a few rather complex factors, e.g. the satellite geometry, the type and

quality of measurements available, the effects of systematic errors, etc. The site

occupation periods are usually set based on experience and conservative rules-
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of-thumb. However, on occasions post processing reveals that the results of a

survey session do not meet the required accuracy standard, and the session must

be re-observed.

Real-time positioning offers a potential means of improving the efficiency of

static positioning. In this case, a field operator can be signaled when all

ambiguities are resolved and baseline precision has reached a predefined

tolerance. Site occupation time can, therefore, be reduced to a minimum [Talbot,

1991].

Since the capabilities of real-time GPS data communication are still limited, a

reliable and accurate algorithm to predict the site occupation time required to

resolve the ambiguities is highly desirable. Prediction algorithms have been

proposed by several authors, e.g. the "Resolution of the cycle ambiguity"

[Mermind, 1988] and the "Rapid differential Positioning with the Global

Positioning System (GPS)" [Frei, 1991]. Most of them are based on the variance-

covariance analysis of the estimated ambiguities. In the following section, an

ambiguity resolution prediction algorithm by sequential variance-covariance

analysis is described.

3.2.1 Ambiguity Resolution Prediction Algorithm

Sequential processing of double difference carrier phase measurements can be

easily derived from Kalman filter as a special case. The general Kalman filter

equations are well documented in [GeIb, 1974]. For a system described by the

following equations:

wk~N(0,Qk) (3.28)
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Zk=AkXk+ek , ek~N(0,Rk), (3.29)

the optimal estimate of the vector Xk and its covariance matrix are given by:

(3.30)

PkH = 2kEk-iM* + Qk (3.31)

XkM = XkH + Kk[zk - AkXk(-)] (3.32)

EkM = [I - KkAk]EkH (3.33)

Kk = Pk(-)Aj[AkPk(-)Aj +Rk]"1 (3.34)

where (-) denotes the predicted quantities,

(+) denotes the updated quantities,

Xk is the state vector,

Ok is the transition matrix,

Pk is the state covariance matrix,

Kk is the Kalman gain matrix,

Qk is the covariance matrix of the system process noise wk,

Rk is the covariance matrix of the observation noise ek,

Ak is the design matrix, and

Zk is the observation vector at epoch k.

Since no actual measurements are needed in the variance-covariance analysis

of initial ambiguities, only equations (3.31), (3.33) and (3.34) need to be calculated

in the ambiguity resolution prediction algorithm. In the case of rapid static

surveying with double difference carrier phase measurements, the transition

matrix Ok is simply a identity matrix, and the covariance matrix of system
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process noise Qk is a null matrix. This leads to the following recursive equations

for the variance-covariance analysis of the initial ambiguities:

(3.35)

(3.36)

The design matrix Ak at epoch k is described in [Erikson, 1992]. The observation

noise covariance matrix has the following form [Remondi, 1984]:

Rk =

where afj is the a priori carrier phase measurement variance.

In the ambiguity resolution prediction algorithm, the formal precision for

each ambiguity term is analysed at each epoch and a decision to fix a given term

is made once its formal precision drops below a preset tolerance:

Fix ambiguity VAN1 if GyAN < threshold (3.38)

"4 2
2 4

2 2

... 2"

... 2

... 4

If the ambiguity is successfully fixed, this ambiguity can be constrained by

enforcing a small number (10~8 cycles2) on the variance element and zeros on the

covariance elements that the ambiguity involves in the matrix Pk. Constraint of

one ambiguity improves the estimation of the other ambiguities. This is due to

the mathematical correlation that exists in the double differences that share a

reference satellite. Once the formal precision of all the ambiguities drop below

the preset threshold, it is assumed that this particular satellite geometry will

result in successful ambiguity resolution.
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3.2.2 Numerical Results

To prove the validity of such an ambiguity resolution prediction approach,

two tests with actual measurements taken under different satellite constellations

and with different receivers were conducted.

In the first test, a 442 m baseline was observed with Ashtech P-Xn receivers

near Springbank Airport west of Calgary on August 20, 1992. Metal chokering

ground planes were used at both the monitor and remote locations to minimize

multipath. One hour of data were recorded during which 6 satellites were

tracked using a 15° degree cutoff angle. The satellite elevation angles for this

period are shown in Table 3.1.

Table 3.1 Satellite Elevation Angles for 442 m Baseline Data

SV
11
17
21
23
26
28

Elevation Angle
(start to end, degrees)

27-49
45-19
57-82
78-52
22-15
20-35

The Ll carrier phase measurements of this data set were analysed using the

above algorithm. The threshold in equation (3.38) was set to 3 cm (15% of the

wavelength). The formal precisions of the ambiguity parameters for the 442 m

baseline are shown in Figure 3.2. The combination SV26-SV23 displays a

standard deviation which is significantly less than the other four ambiguities and

is the first one resolved. Overall convergence of the remaining ambiguities is
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benefiting from the constraint of this ambiguity. This can be deduced from the

marked drop of the formal precision after epoch 240 seconds. The remaining

ambiguities are all isolated within 280 seconds.

I
ctt

Q
!-o

0.3

0.1- SV21-SV23

SV17-SV23

SV11-SV23

•SV28-SV23

SV26-SV23

100 200

Epoch Time (Seconds)
300 400

Figure 3.2 Evolution of Formal Phase Ambiguity Precision

for 442m Baseline (Ll)

The entire data set was then processed using the rapid static ambiguity

resolution techniques discussed in this chapter. Fourteen trials, each using 280

seconds of data were tested to determine the site occupation time needed to

resolve the ambiguities. Table 3.2 shows the results of the rapid static test. For

each of the fourteen trials, two statistical measures are displayed; 1) the ratio of

the second smallest sum-of-squares to the smallest sum-of-squares, and 2) the

RMS of fit of the carrier phase residuals from the double difference fixed
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processing; These two measures are important since they represent the quality of

the rapid static solution. The larger the ratio of the sum-of-squares, the higher the

statistical certainty of correct integer ambiguity selection. The smallest the RMS

of fit, the better the solution. In this test, the correct integer ambiguities were

achieved in 13 out of 14 trials.

Table 3.2 Rapid Static Test Results for 442m Baseline
TRIALNO.

1
2
3
4
5
6
7
8
9

10
11
12
13
14

RATIO
15.482
24.760
48.375
20.070
13.124
6.334

11.276
6.041
1.032*
4.546
6.484

10.813
8.444
5.908

RMS (mm)
1.0
2.0
1.0
1.0
1.0
1.0
1.0
1.0
1.6
2.0
2.0
2.0
2.0
2.0

RDOP
0.204
0.193
0.182
0.174
0.206
0.206
0.207
0.210
0.192
0.170
0.176
0.184
0.192
0.200

* Integer ambiguities are assumed not reliably determined.

In the second test, a 519 m baseline was observed with NovAtel GPSCard™

receivers near Fort Belvoir, USA on December 7,1992 [Lachapelle et al., 1993]. No

chokerings were used. Six satellites were tracked in the analyzed data segment.

The satellite elevation angles during this period are shown in Table 3.3.
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Table 3.3 Satellite Elevation Angles for 519 m Baseline Data

SV
3
12
17
21
23
26

Elevation Angle
(start to end, degrees)

20-15
33-50
80-60
30-45
70-75
46-17

0.3

IS
0.2-

0.1-

SV21-SV23

\__SV26-SV23

SV12-SV23

SV17-SV23

i
100 200

r
300 400

Epoch Time (seconds)

Figure 3.3 Evolution of Formal Phase Ambiguity Precision

for 519 m Baseline (Ll)

The formal precisions of the ambiguity parameters from the ambiguity

resolution prediction algorithm using the same threshold are shown in Figure

3.3. The pre-analysis indicates that after 250 seconds of observation time, all the

ambiguities can be successfully resolved. This data segment was then processed
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in rapid static mode. Ten trials each using 250 seconds of observations were

tested. The results are shown in Table 3.4.

Table 3.4 Rapid Static Test Results for 519m Baseline
Trial No.

1
2
3
4
5
6
7
8
9

10

Ratio
1.323*
3.206
6.512
1.275*
3.160*
1.268*
1.621*
2.066
1.350*
2.034

RMS (mm)
10.1
5.0
4.0

11.0
14.8
15.7
8.0
9.0
8.0
4.0

RDOP
0.129
0.137
0.141
0.134
0.148
0.157
0.153
0.148
0.152
0.144

Integer ambiguities are assumed not reliably determined.

-2-

-3-
O

GPSCard, SV17-SV23, 519m Baseline , Day342
50 100

Observation Time (minutes)

Figure 3.4 Double Difference Residuals of SateUite Pair SV17-SV23

for 519 m Baseline (Ll)
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As it can be seen from Table 3.4, the success rate of trials in which ambiguities

are correctly resolved is not high. Further analysis reveals that multipath is one

of the major factors which affects the observation time needed to resolve the

ambiguities. The double difference carrier phase residuals of the satellite pair

SV17-SV23 are shown in Figure 3.4. The periodic characteristics of the residuals

clearly indicate the presence of strong multipath.

From these two tests we may conclude that:

(1). The ambiguity resolution prediction algorithm can be employed in real-

time to inform the user when sufficient measurements have been taken to resolve

the ambiguities in rapid static surveys. The algorithm is simple and self-

contained. Under favorable conditions (low multipath environment), the success

rate of this predictor is very high.

(2). The use of such a predictor without using any actual measurements has

some severe limitations. One has to assume that every available satellite can

actually be tracked by all the participating receivers. The procedure relies on the

assumption that the actual noise level in the measurements is very close to the a

priori one assigned to the algorithm. However, carrier phase multipath will

strongly degrade the data quality and thus affect the site occupation time needed

to resolve the ambiguities.
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CHAPTER 4

MULTIPATH EFFECT ON RAPID STATIC DGPS

Multipath is the phenomenon whereby a signal arrives at a receiver via

multiple paths. Multipath is mainly caused by reflections. Due to the reflection of

nearby objects such as ground streets, buildings, waterways and vehicles, the

received signal will be composed of the direct line of sight signal and one or

more indirect (reflected) signals, as is depicted in Figure 4.1. Purely from

geometry it is clear that signals received from low satellite elevations are more

susceptable to this kind of multipath than signals from high elevations. Since

both the antenna and the reflect objects are stationary in rapid static surveys,

multipath errors in pseudorange and carrier phase have periodic characteristics

due to the changing satellite geometry. This kind of multipath is critical to rapid

static surveys as well as kinematic positioning.

^

GPS signal>^
GPS antenna

V////////A
Reflector

Figure 4.1 Multipath Caused by Reflection
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Multipath affects both pseudorange and carrier phase measurements.

Multipath error in pseudorange measurements has been studied for almost two

decades. In 1973, Hagerman derived the relationships involving multipath and

code tracking [Hagerman, 1973]. This fundamental work formed the basis for the

analysis of GPS code and carrier multipath errors. Early studies indicated that

[Bishop et al., 1985]:

(1). Multipath can cause both increases and decreases in delay depending on

the relative phase of the reflected signal to the direct signal.

(2). The magnitude of the multipath error depends on the relative strength of

the reflected signal to the direct signal. The theoretical maximum delay error can

reach 150 m for C/A-code pseudoranges when the reflected/direct signal ratio is

one.

(3). Typical multipath errors show sinusoidal oscillations of periods of 6-10

minutes and a magnitude of 9 metres or less.

Various ways of reducing multipath errors have been investigated.

Performance improvements were obtained by mounting the antenna on radio

frequency (RF) absorbent material and thereby improving the characteristics of

the antenna pattern. Lachapelle et al. [1989] described marine DGPS experiments

in which multipath was mitigated through the use of RF absorbing ground

planes and filtering schemes. Evans [1986] demonstrated multipath effects on

ionospherically corrected code and carrier phase measurements from geodetic

receivers. Georgiadou and Kleusberg [1988a] considered multiple reflections and

showed that multipath on short baselines could be detected using dual frequency

measurements. Abidin [1990] examined the effects of multipath on ambiguity
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resolution for dual frequency measurements. The effect of multipath on

ionospheric measurements using GPS was presented by Bishop et al. [1985].

Some receivers have incorporated special features to reduce multipath, like

narrow early-late spacing [Van Dierendonck et al., 1992]. Van Nee [1992] studied,

the tracking performance of the delay lock loop (DLL) and proposed a optimum

GPS receiver structure in the presence of multipath.

4.1 CODE AND CARRIER MULTIPATH

In GPS signals, the carrier frequencies are modulated by Pseudo Random

Noise codes, either C/A-code or P-code. A simplified GPS signal can be written

as:

Sd(t) = ApP(t) cos(cot + ¥) (4.1)

where co is the frequency of the carrier, and ¥ is the carrier initial phase. The

Pseudo Random Noise code P(t) is a ±1 pseudo-random sequence with a clock
rate of 1.023 Mbps for C/A code and 10.23 Mbps for P-code. Ap is the amplitude

of the Pseudo Random Noise code. The navigation message sequence is not

presented here since it is of no interest.

In the presence of multipath, the GPS signal received at the antenna will

consist of both the direct signal S^ (t) and its delayed replica Sr(t) due to

reflection:

S(t) = Sd(t) + Sr(t)
= ApP(t) cos(cot + ¥) + oApP(t - 5) COs(COt + ¥ - ¥r) '̂z;

where 8 and 1P1 are the time and phase delay of the reflected signal, and a is

the ratio of reflected/direct signal voltages.
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In a GPS receiver, the Delay Lock Loop (DLL) is used to measure the range

from the receiver antenna to the satellite. There are two kinds of widely used

DLLs, namely the coherent DLL and noncoherent DLL. The structure of the

noncoherent delay lock loop is shown in Figure 4.2 [Van Nee, 1992].

Kt)

S(t)
r^<8>— •»

-^0— ̂

Bandpass
Filter

Bandpass
Filter

—— ̂

—— ̂ -

I I 2

I I 2

+1

-T
Lowpass
Filter

, e(t)

Figure 4.2 Noncoherent DLL Structure

In a noncoherent DLL, the input signal S(t) is coherently correlated with two

local spread-spectrum codes with a relative spacing T^, tne early code e(t) and

the late code l(t). The two correlation functions are then squared in envelope

detectors and subtracted to form a correction signal to drive the Voltage-

Controlled-Oscillator (VCO). The VCO in turn drives the PRN generator to align

the locally generated PRN code with the received code. In the coherent DLL, the

envelope detectors are not used, instead the carrier tracking loop is added.

Breeuwer [1991] mathematically described the multipath error in a

noncoherent delay lock loop. The formula can be written as:
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= [R2(T + Td)-R2(T-Td)]
+ 2CCCOS^F1-[R(T + Td)R(T + Td - 8)-R(T- Td)R(T - Td -S)] (4.3)

+ CC2[R2(T + Td-8)-R2(T-Td-8)] = 0

The multipath error in a coherent DLL is given in [Bishop et al., 1985]:

D(T) = [R(T + Td) - R(T - Td)]cos(0m) .
+ Oc[R(T + Td)R(T + Td - 8) - R(T - Td - 8)]cosOFr - 6m) = O ^A)

where

nrl?f<T_KWinVl/
» (4.5)

R(T) is the PRN cross-correlation function:

-T T = PRN chip time (4.6)
H>T

Td is the early-late correlation spacing.

Carrier phase measurements are made on the phase lock loop (PLL). On the

phase lock loop, the code and carrier are separated to enable phase to be locked

and the bit information of the satellite message to be extracted. This technique is

also named reconstruction of the carrier. In most cases a Costas Loop is used. In

the loop, the demodulated satellite carrier phase signal is aligned with the phase

signal of the receiver's oscillator. The output observable is the carrier beat phase,

the relative phase between the received carrier signal and the internal reference

carrier signal.

The effect of multipath on the carrier phase can be understood from the

vector plot in Figure 4.3. The instantaneous carrier multipath error is the angle
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*Fm between the direct signal vector Sd(t) and the sum vector S(t) of direct and

reflected signals.

Figure 4.3 Multipath Effect on Carrier Phase

Let us assume that the Pseudo Random Noise code P(t) has been properly

removed in the PLL. The received carrier signal (4.2) then becomes:

S(t) = Ap cosCcot + 1F) + cxAp COs(COt + 1F-^F1. (4.7)

or [Georgiadou et al., 1987]:

cos(cot + ¥ + ¥ (4.8)

where p = -y(l + 2ct cos 1F1. + a2) is the change factor in signal voltage amplitude,

and 1Fn, = arctan( ————— — ) is the multipath error in the carrier phase.

Georgiadou et al. [1987] also considered the case of multiple reflectors. In this

case, the received signals are

M
S(t) = Ap COs(COt + ¥) + Ap Xtti COs(COt + V -¥}, (4.9)
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where M is the number of reflections, and (Xj and *P}. denote the amplitude and

the phase delay of the ith reflected signal, respectively. The total voltage

amplitude and the multipath induced carrier phase error are given by

[Georgiadou et al., 1987]:

M . 0 M ; o i /o
P = Kl+ Ia1 cos^)2 +(Ia1 sin ̂ J.)2]1/2 (4.10)

i=l i=l

M .

1 +

Equation (4.11) can be approximated by:

M
(in cycles) (4.12)

As we already know, due to the changing geometry between satellite,
reflector and antennas, the phase difference *¥* between direct and reflected

signals will slowly vary in time, resulting in periodic variations of the carrier

phase multipath. From Figure 4.3 we can see that when the reflected signal and

the received signal are perpendicular, the multipath error in carrier phase

reaches its maximum so that:

^ max ~ ± arcsin a (4.13)

The maximum multipath error in carrier phase depends only on the relative

signal strength of the reflected signal expressed by the factor a. In the worst case
where a = 1, this maximum value is ^m3x =90°, which is equivalent to a range

error of about 4.8 cm for Ll signal and 6.0 cm for L2 signal.
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4.2 MULTIPATH DETECTION AND REDUCTION

A major problem in the study of multipath is the isolation of its effects on

actual pseudorange and carrier phase measurements. Since the early stages of

GPS development, a number of approaches have been investigated to determine

the multipath errors on both pseudorange and carrier phase measurements.

4.2.1 Code Multipath Detection

The simplest method to determine multipath error in pseudorange

measurements is to compare the differences between pseudorange and carrier

phase measurements [Evans, 1986]. The pseudorange is obtained by multiplying

propagation time from satellite to receiver by the propagation velocity of the GPS

signal. Pseudorange measurements are influenced by a number of error sources.

The carrier phase contains the same information and error sources as the

pseudorange except for the ionospheric effect. The ionosphere advances the

carrier phase and delays the pseudorange. So a correction for the ionospheric

effect has to be made.

Since the range information contained in the pseudorange and carrier phase is

highly correlated, when we subtract the carrier range measurements from the

pseudorange measurements we are eliminating the geometric information.

Systematic errors such as orbit, receiver clock and tropospheric errors will be

canceled out as they have similar effects on the pseudorange and carrier phase.

Since the multipath error on carrier phase measurements is two oder of

magnitudes smaller than that on pseudorange measurements, this leaves for the

most part, pseudo-range multipath, receiver measurement noise and a constant

bias caused by the unsolved cycle ambiguity from the carrier phase.
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To demonstrate the multipath error in pseudorange measurements, the data

sets collected with NovAtel GPSCard™ receivers at Fort Belvoir area [Lachapelle

et al., 1993] were analysed. The code and carrier measurements were first

corrected for the relative effect of the ionosphere, and then differenced. Since

GPSCard™ is a single-frequency receiver, it is impossible to calculate the

ionospheric delay by dual frequency data. A second order polynomial is used

instead to subtract the long term bias. The cycle ambiguity was removed with an

accuracy of several cycles by subtracting the initial code/carrier bias, and the

carrier phase cycle slips were detected and corrected so that the ambiguity bias

was constant throughout the data span. The above difference can, therefore, be

assumed to consist mostly of code noise and multipath. Figure 4.4 shows the

range differences for SV3 on day 342. From the figure, it can be seen that even

though a narrow spacing correlation technique is used in the receiver, the

multipath error can still reach up to three metres.
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Figure 4.4 Code Multipath Error on Day342
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Figure 4.5 Code Multipath Error on Day343

Multipath errors in the pseudorange measurements collected over two

consecutive days will be highly correlated when the surrounding conditions stay

exactly the same. Figure 4.5 shows the range differences for the same satellite on

the second day at the same place. To demonstrate the repeated day-to-day

multipath effects, the cross-correlation function is determined for two days of

range differences and is shown in Figure 4.6. The cross-correlation function is

defined as the standard cross correlation divided by the standard deviation of

each data set. This normalizes its value to be between -1 and +1. Let

X1Ci), i = 0,l,2,..., (4.14)

(4.15)

be time series representing the pseudorange differences on the first and second
day, i is the epoch and ov^X? ^e standard deviation of X1(i)andX2(i),

respectively. The normalized correlation function r(k) is:
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N-k-1

i=0
I)* x2(i + k)

(4.16)

A peak (0.711) can be seen in Figure 4.6 at 240 seconds delay. This is the

multipath signature since the satellite orbit repeats itself approximately 4

minutes earlier each day.

I O-

-0.5
2 4 6 8

Time Delay (minutes)

Figure 4.6 Cross-correlation Function of Multipath

10

4.2.2 Carrier Phase Multipath Detection

In GPS carrier phase measurements, the multipath error 1F1n is

indistinguishable from a change of the true phase of the direct signal. Only the

analysis of adjustment residuals could reveal suspicious systematic variations.

However, dual frequency carrier phase observations can make it possible to

detect the occurrence of multipath directly in the measurement records, at least

on short baselines [Georgiadou and Kleusberg, 1987].
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The main purpose of using dual frequency carrier phase measurements for

geodetic applications is to eliminate the dispersive ionospheric delay. For short

baselines, the actual differential ionospheric delay will be very small as the

behavior of the ionosphere does not frequently show short periodic variations, so

periodic variation in the differential ionospheric delay as computed from dual

frequency carrier phase measurements will be an indicator of multipath

contamination.

With a dual frequency receiver, observation equations can be formed for Ll

and L2 carrier signals [Lachapelle, 1992d]:

<frL1 = p + dp + c(dt - dT) + X1N1 - dionl + d^ + X1^]n + e(Ll) (4.17)

<*>L2 = P-+ dp + c(dt - dT) + X2N2 - dion2 + d + X2¥^ + e(L2) (4.18)

where

^Ll /^L2 are me carrier phase measurements on Ll and L2,
me carrier phase multipath errors on Ll and L2.

After differencing between the two frequencies, we obtain:

I>L2

- di0n2) + (^N1 - X2N2) + (X1^Jn - X2^) + e(Li,L2)

The only effects remaining after inter-frequency differencing of the carrier phase

observations are the dispersive ionospheric delay, the initial inter-frequency

ambiguities, the carrier phase multipath errors, and measurement noise. The

initial inter-frequency ambiguities will remain constant as long as the carrier

phase data are cycle slip free. The carrier phase multipath error is

indistinguishable from the ionospheric delay for a single station. However, for a
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short baseline only a few kilometres in length, the differential ionospheric delay

between two stations will be very small. The difference of inter-frequency

differences between two stations may indicate the presence of carrier phase

multipath error at both sites:

DD = dOM - d3>R = (dionl - <*ion2)M -
- X2N2)M ~ (MNi - X2N2)R

(4.20)

+ e(Ll,L2,M,R)

Assuming the actual differential ionospheric delay is zero for short baselines,

equation (4.20) can be written as:

DD = (X1^p]n - X2Yn^M -(Xi1Pjn - X2TJn)R + constant + white noise (4.21)

where ( )M and OR indicate that the quantities in brackets are calculated at the

monitor and remote stations, respectively.

Equation (4.21) represents a superposition of multipath errors on both

frequencies and at both sites. Applying the carrier phase multipath error model

(4.12) in equation (4.21) and recognizing that there are multiple simultaneous

reflections, we obtain:

M fv. ... «•
DD = I ^-(X1 sin ̂ J1 - X2 sink^f) + C (4.22)

i=!2^

where i denotes the i-th reflected signal. The summation indicated by £ is to be

extended over all reflected signals at both monitor and remote stations, k is the

ratio of the wavelengths between L2 and Ll.
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An experiment at The University of Calgary was conducted to investigate the

carrier phase multipath error. To avoid any errors resulting from differential

atmospheric delays and inaccurately known satellite orbits, a very short baseline

on the upper part roof (F Block) of the Engineering Building was selected for the

test. The proximity of several ventilation shafts with convex reflective metallic

surfaces ensures this location to be a relatively high multipath environment. Two

Ashtech P-XII receivers were used to observe the 7m baseline. The inter-

frequency differences for SV03 were computed at both sites according to

equation (4.19). The time series so obtained were then reduced to differential

ionospheric delay using equation (4.21).
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Figure 4.7 Differential Ionospheric Delay for
SV03 on Day314 (Carrier Phase)

The results on day 314 are shown in Figure 4.7. The observation was repeated

the next day in order to assess the correlation of the differential ionospheric

delays. The differential ionospheric delays on day 315 are shown in Figure 4.8.

The correlation coefficients of the differential ionospheric delays between the two

consecutive days are shown in Figure 4.9. The high correlation at 4 minutes
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clearly indicates that the variations shown in Figures 4.7 and 4.8 are related to

repeated satellite geometry, and therefore must be attributed to multipath. The

rather regular periodic pattern in these figures indicate that multipath could

originate from planar reflectors. However, due to the multitude of conducting

material in the surroundings of the observation site, the unambiguous

identification of a particular reflector was not possible.
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4.2.3 Multipath Error Reduction

Multipath errors affect not only the accuracy of the position, but also the site

occupation time to resolve the carrier phase ambiguities. It is hence important to

avoid multipath. Possible measures to minimize the effect are:

(1) Improve the receiver performance. The narrow Early-Late (E/L)

correlation spacing technique used in NovAtel GPSCard™ receiver reduces the

multipath error and noise level in pseudorange measurements [Van Dierendonck

et al., 1992]. However, the multipath errors in carrier phase measurements are

not reduced. Meehan and Young [1992] described several techniques to reduce

the code and carrier multipath developed at the Jet Propulsion Laboratory (JPL).

Some of them have been tested with the Turbo Rogue GPS receiver.

(2) Mitigate the multipath error in code and carrier phase measurements with

mathematical models. Cohen et al. [1991] used a spherical harmonic function of

satellite elevation and azimuth to represent the multipath error. Another

approach is to consider the multipath error as a random process. In this case

multipath can be reduced by using stochastic filters [Van Graas et al., 1991].

(3) Select an antenna site distant from reflecting objects, and design

antenna/backplane combinations to further isolate the antenna from its

surroundings, such as the use of chokering ground plane and RF absorbing

material.

To assess the effectiveness of reducing multipath with the use of chokering

and RF ground plane, six days of data were collected for three cases, namely (1)
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no extended ground plane, (2) use of RF absorbent ground plane, and (3) use of a

chokering. The data was collected by one Ashtech P-XII receiver on two

consecutive days for each of these cases. The same observation span was used for

the two days in order to assess the correlation in pseudorange measurements.

The antenna was placed on The University of Calgary's Engineering roof, where

large multipath errors have been observed [Lachapelle et al., 1989].

The RF absorbent ground plane, which was provided by the Department of

Electrical Engineering, The University of New Brunswick, was made of carbon

impregnated foam, had a dimension of 1.5 m x 1.5 m, and was in the shape of an

inverted cone to shield signals coming from an elevation angle <15". The

chokering groundplane manufactured by EM Technologies in Fredericton for the

Ashtech P-Xn antenna was made of aluminum and had a diameter of 37 cm.

The pseudorange differences were calculated for each day using the approach

discussed in section 4.2.1. The code or pesudorange multipath can now be

isolated from the code noise if one assumes that the pseudorange differences

contain only measurement noise and multipath. The rms of the pseudorange

difference at can be written as

(4.23)

The noise CJnQj86 was estimated through zero-baseline analysis as 1.5m for C/A-

code and 20 cm for P-code. cmuit can then be calculated using equation (4.22).

Table 4.1 summarizes the results for the three test cases for SVIl.

A first analysis of Table 4.1 can be made by determining the consistency

between the results achieved on each day. For each test, there is a very high
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correlation between the standard deviations of each day. For example, the 'RF

ground plane1 case gives standard deviations of 1.81 m, 0.27 m, and 0.33 m for

the C/A, P-Ll and P-L2 data, respectively, on March 6, while the data for March

7 gives corresponding standard deviations of 1.69 m, 0.25 m, and 0.23 m.

fable 4.1 Multi
Case

No
extended
ground
plane

RF Ground
plane

Choke ring

path Analysis of ASHTECH P-XII for Satellite 11
Date

Mar 11

Mar 12

Mar 6

Mar 7

Mar 14

Mar 15

Obs RMS
C/A
P(Ll)
P(L2)
C/A
P(Ll)
P(L2)
C/A
P(Ll)
P(L2)
C/A
P(Ll)
P(L2)

C/A
P(Ll)
P(L2)
C/A
P(Ll)

P(L2)

2.47
0.41
1.15
2.71
0.87
1.25
2.48
0.67
0.30
3.26
0.25
0.49

1.86
0.29
0.65
2.15
0.16
0.18

STD at
1.92
0.30
0.55
2.36
0.33
0.53
1.81
0.27
0.23
1.69
0.25
0.23
1.84
0.23
0.15
1.96
0.16
0.17

tfmult
1.20
0.22
0.51
1.82
0.26
0.49
1.01
0.18
0.11
0.78
0.15
0.11
1.07
0.11
0.00
1.26
0.00
0.00

The rms code multipath effect is shown in the last column of Table 4.1. The

results show that the C/A(Ll) multipath is larger for the case when no extended

groundplane is used, i.e. 1.20 m and 1.82 m for March 11 and 12, respectively,

compared to the case when a chokering or RF absorbent ground plane is used
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(generally 1 m). For P-Ll and P-L2, the noise is significantly smaller than

C/A(L1) noise, as expected. The magnitude is larger when no extended ground

plane is used. The results also show that in this case, the choke ring is an effective

method to minimize code multipath whether CXA code or P code data are

collected. No significant multipath effect on P-L2 is apparent on March 14, and

on P-Ll and P-L2 on March 15. Although this is theoretically possible, the data

has to be interpreted with caution at this time due to the various biases and other

problems affecting the Ashtech P-Xn receiver.

4.3. MULTIPATH EFFECT ON RAPID STATIC DGPS

Although various measures can be taken to reduce the multipath error in

code and carrier phase measurements, multipath error contamination is still

inevitable in many cases. For a short baseline, multipath errors can dominate the

adjusted residuals and thus affect the site occupation time needed to resolve the

ambiguities. One approach to investigate the multipath effect on the required

time to resolve integer carrier phase ambiguities is to analyse the spectrum of the

carrier phase multipath.

Equation (4.12) can be rewritten in the form of a Fourier series:

oo

4 cos(2rcf it) + B1 sin(2rcf it)] (4.24)
i=0

where Ai, Bj are the amplitudes of the carrier phase multipath error at frequency

f i . The power spectrum Pj is defined by:

P1= V(A? + B?) (4.25)
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By analyzing the power spectrum of the carrier phase multipath errors, the major

multipath frequencies can be identified. As a rule-of-thumb, the observation time

should be as long as the largest multipath period to average out its effects,

provided that the satellite geometry is optimal.

As an example, the 519 m baseline data set described in section 3.2.1 has been

analysed. Variance-covariance analysis of the carrier phase ambiguities indicated

that 250 seconds of observation was enough to isolate the ambiguities. However,

the success rate of trials to resolve the integer ambiguities using 250 seconds of

observation time was 50% due to strong multipath. Table 4.2 shows the major

multipath periods calculated by the Fourier analysis.

Using the information from Table 4.2, the longest multipath periods for the

519m baseline were found to be about 450 seconds. Using 450 seconds of

observation time for the baseline in rapid static mode, nine out of ten trials were

successful in resolving the integer ambiguities, as shown in Table 4.3. For the

purpose of comparison, the success rate of trials using 350 seconds (< multipath

periods) are also listed in Table 4.3. From this table it can be seen that when the

site occupation time is less than the major multipath period, the success rate in

resolving the integer ambiguities is significately lower.

To assess whether the averaging of multipath is indeed a necessary condition

for integer ambiguity resolution over short baselines, the differences between the

estimated float ambiguities and the true integer ambiguities are plotted against

the observation time in Figure 4.10. From this figure we can see that, due to

strong multipath errors in carrier phase measurements, the estimated float

ambiguities become stable only after 400 seconds of observation time. Hence 450
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seconds of observation time is really needed to isolate the ambiguities in this

case. This conclusion is also true for long baselines to obtain a more accurate

baseline determination using a float solution.

Table 4.2 Major Multipath Periods in 519m Baseline.
Satellite

3
16
17
21
23
26

Major Periods
449.0 seconds
383.0
520.0*
290,0
324.0
179.0

Small magnitude

Table 4.3 Success Rate of Trials Using Different Observation Time
Occupation Time
450 seconds
350 seconds

Success Rate
90%
50%
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Figure 4.10 Accuracies of Float Ambiguity Estimation
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The main problem with the power spectrum analysis in estimating the major

multipath periods is that we cannot obtain the carrier phase multipath errors in

real-time. For single-frequency receivers, the carrier phase multipath error will

not be obtained until the ambiguities are successfully resolved and the carrier

phase residuals are calculated.

.S"'<—»

3

0.5-

-0.5-

-1
151500

Carrier multipath (cm)
--, !

Code multipath (m)

151750 152000 152250

GPS Time (seconds)

152500

Figure 4.11 Code and Carrier Multipath

Fortunately, as Breeuwer [1991] pointed out, the multipath error in carrier

phase measurements has the same frequency as the multipath error in

pseudorange measurements. The relation between the multipath error on

pseudorange and that on carrier phase measurements for SV26 of the 519m

baseline is illustrated in Figure 4.11. Multipath errors on other satellites of this

baseline have the same relation although the pattern is not so clear. This figure

shows that the carrier multipath is generally minimal when the code multipath is

maximal and vice versa. Hence it is only necessary to calculate the multipath

error in pseudorange measurements in real-time in order to obtain the major

periods of the carrier phase multipath errors.
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CHAPTERS

IONOSPHERIC EFFECT MODELING FOR

SINGLE FREQUENCY USERS

The ionospheric propagation delay is a major source of concern to GPS users

since it can reach an extreme value of 50 m at times of high solar activity [Wells et

al., 1987}. Four methods can be used to eliminate or reduce the the ionospheric

range errors for precise positioning applications:

(1) Differencing observations from one satellite between two stations to

reduce the ionospheric effect, based on the assumption that the ionospheric delay

is, to some extent, spatially correlated between the receivers.

(2) Taking measurements on Ll and L2 and using the dispersive nature of the

ionosphere to eliminate the first order propagation delay term.

(3) Predicting the delay using an ionospheric model. A simplified model is

transmitted as part of the satellite navigation message. This model can generally

compensate 50% to 75% (rms) of the ionospheric effect at mid-latitude

[Klobuchar, 1987].

(4) If only Ll code and carrier phase measurements are available, use the

code-carrier phase divergence property to predict the ionospheric group delay

(and carrier phase advance since the latter is identical to the former with the

opposite sign). This however entails the availability of relatively precise Ll code
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measurements largely free of multipath errors. The use of divergence

measurements yields the relative ionospheric delay since the initial observation

epoch. Appropriate modeling can also yield the initial absolute delay, although

with a lower level of accuracy (Cohen et al., 1992). While it is recognized that the

relative ionospheric delay is sufficient for static differential GPS, the absolute

delay is needed for many other single point and differential static and kinematic

applications.

In this chapter, the latter method is investigated using successively P(Ll)

measurements and precise C/A code measurements obtained with a narrow

correlator spacing Ll C/A code receiver [Qiu et al., 1993]. Two important

characteristics of the latter receiver type are a 10-cm receiver code noise level, as

opposed to the 1 -3m level which typifies wide correlator C/A code receivers,

and increased resistance to code multipath [Cannon and Lachapelle, 1992; Van

Dierendonck et al., 1992]. First, the methodology used to derive not only the

relative ionospheric delay over time but also the absolute delay, is described.

5.1 THE IONOSPHERE AND GPS SIGNAL PROPAGATION

The ionosphere is that region of the earth's atmosphere in which ionizing

radiation (principally from ultraviolet and x-ray emissions) causes electrons to

exist in sufficient quantities to affect the propagation of radio waves [Langley,

1992]. The dimension of this layer of ionized material vary both spatially and

temporally, but general guidelines are 50 -60 km and 1000 km for the lower and

upper limits respectively. To be exact, the ionized part of the atmosphere extends

to interplanetary space and merges with the plasma although the electron

density (the number of electrons per cubic metre) decreases significantly above
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800 km. What we observe is the combined effect from the ionosphere and the

plasmasphere, because the GPS orbits are located far above the ionospheric layer.

However, an observer on the surface of the earth, who uses GPS as a tool for

positioning or navigation, has no need to separate the ionospheric and the

plasmaspheric effect. In this thesis, as in most literature, the term ionospheric

delay is therefore understood as the combined effect.

The ionosphere is composed of free electrons. These charged particles are

influenced by solar activity and the geomagnetic field. The spatial distribution of

electrons and ions is mainly determined by two processes in the ionosphere:

(1) Photo-chemical processes; they depend on the insulation of the sun, and

they govern the production and decomposition rate of the ionized particles.

(2) Transportation processes; they cause motion of the ionized layers.

Both processes create different layers of ionized gas at different altitudes. The

main layers are known as the D-, E-, FI-, and !7- layer [Seeber, 1993].

The state of the ionosphere is described by the electron density ne with the

unit of number of electrons per m3. When radio waves, such as those from a GPS

satellite, pass through the ionosphere, they travel in curved paths and experience

a delay. This is caused by electromagnetic interactions between the electrically

charged field of the ionosphere and the external field of the penetrating wave.

The impact of the curved path on the code and phase measurements are very

small. Applying the empirical formula given by Brunner and Gu [1991], the

residual range error, which is the difference between the dual-frequency

corrected range and the true range, due to bending alone, is estimated to be
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about 4 mm at a 10° elevation angle and less than a millimetre for elevations

above 30°. The bending effect will be ignored in the following analysis; the two

signals will be assumed to travel along the same straight path.

The impact of the ionosphere on the signal propagation delay in the radio

frequency domain is mainly characterized by dispersion. The refraction index

describing the propagation of phase can be written as a power series:

The coefficients q are independent of the carrier frequency. However,

through the electron density Ji6, they depend on the state of the ionosphere. The

coefficient C2 is estimated to be c^ = ̂ 40.3ne, hence we find the approximate

relation:

1 40.3ne /c ̂n p =l —— -g-S. (5.2)

The refraction index ng of the group delay is related to np by [Seeber, 1993]:

n g =n p + f^ (5.3)

With (5.1), it follows from (5.3) that

n = i _ _ _ (54)
% f2 f3 '"

Truncating after the first order term, it follows that

., 40.3ne ,_ _xn e =l + — s-S- (5.5)5 f2
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GPS phase measurements are dependent upon the phase refraction index np.

The ionospheric phase delay 5Oion is [Wells et al., 1987]:

S AC\ ^S

n ~ J (np
R

(5.6)

where NT is the Total Electron Content (TEC), counted along the signal path s

between the satellite S and the receiver R. The code measurements, on the other

hand, are governed by the refraction index of group velocity ng. The ionospheric

group delay 5Pion is:

J(ng-l)ds = 40.
R

(5.7)

A comparison of (5.6) with (5.7) makes it dear that the effect of the ionosphere on

the phase and the group velocity is approximately equal in magnitude, but has

an opposite sign with each.

Because of the approximation in equations (5.2) and (5.5), equations (5.6) and

(5.7) are called the first order ionospheric refraction correction. The remaining

model errors reach only a few centimetres. Table 5.1 shows the maximum range

errors that can be expected for both GPS frequencies, and for the dual-frequency

corrected signal, both in vertical direction [Bassiri and Hajj, 1993].

Table 5.1 Maximum Vertical Ionospheric Range Error
[Bassiri and Hajj, 1993].

ist order: i/f2term
2nd order: 1/f3 term
3rd order: 1/f4 term

Ll
16.2 m
1.6 cm
0.9mm

L2
26.7 m
3.3 cm
2.4mm

Ll /L2
0.0 m
1.1 on
0.7mm
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5.2 IONOSPHERIC EFFECT ON BASELINE DETERMINATION

The ionosphere is a dispersive medium. The ionospheric effect is frequency

dependent. Ll and L2 phase measurements can be used to estimate the relative

effect when dual-frequency measurements are available:
ij

- I1 / f2<i>L2] - [NLI - f i / f 2NL2]} (5.8)
U1 -f2)

where NLI and NL2 are the respective ambiguity terms. Combining observations

on Ll and L2 yields the ionospheric free linear combination:

*L1/L2 = TF1T2
0Ll - Af^L2

 (5'9)

For single-frequency receivers, when simultaneously observing GPS satellites

from two or more stations, the expected high degree of correlation between the

ionospheric effects affecting the observations at both sites should result in the

cancellation of the ionospheric error through differencing. It is under this

assumption that inter-station differences of single frequency observations reduce

ionospheric effects. However, as the distance between stations increases, the

ionospheric effects will be less correlated. Residual ionospheric effects will

remain in the carrier phase time series after inter-station differencing, and will

affect the accuracy of baseline coordinate estimation.

In order to investigate the effect of the ionosphere on baseline solutions, the

Ottawa GPS network data set was analyzed. The network consists of eight

stations. Baseline lengths vary from 2 km to 150 km. The approximate positions

of the network stations are shown in Figure 5.1. All the eight stations were

observed simultaneously with Ashtech P-XII receivers on September 4, 1992.
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Figure 5.1 Approximate Positions of Ottawa GPS

Network Stations

Table 5.2 Ionospheric Effect on Baseline Solution

Baseline
Length(km)

2.23
10.14
45.30
50.95
95.52

103.07
105.62
109.82
137.39
146.45

Differences between solutions with and without
ionospheric correction

Dx(cm)

0.3
0.8
2.4
5.2
2.4
8.7
5.8

12.2
6.1

12.4

DY(CITI)

0.7

0.9
2.0
2.4
4.0
0.0

10.2
3.9

25.7
6.3

Dz(cm)

1.0
1.0
1.8
5.1
0.2

19.5
6.6

13.1
6.0
9.3

3D Error
(cm)

1.3

1.6
3.6
7.8
4.7

21.4
13.5
18.3
27.1
16.7

Relative
Error(ppm)
5.80
1.57
0.79
1.53
0.49
2.07
1.28
1.67
2.04
1.14

The baselines in the network were processed using double difference carrier

phase observations with float ambiguities. Each baseline was processed using
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two different observables; i) Ll only double differences, and ii) ionospheric free

Ll/L2 double differences. Since no ground truth is available for this network, the

solutions using ionospheric free Ll/L2 double difference carrier phase

observations were considered true for the purpose of comparing the results

obtained with Ll only double difference carrier phase observations which are

affected by the ionosphere. Table 5.2 summarizes the results.

From this table we can find that, using the Ll only double difference carrier

phase solution, the large residual ionospheric errors lead to degraded positioning

accuracies. As the baseline length increases beyond 100 km, the relative baseline

coordinates differ from the ionospheric free solution by up to 27 on. This level of

precision might not be acceptable for certain GPS surveys. Thus the assumption

of ionospheric error cancellation by differencing single frequency observations

between stations does not hold under high ionospheric activity or for long inter-

station distances. Early Reports [Beutler et al., 1988] have indicated that the

ionospheric effects could cause problems on baselines as short as 3 kilometres. It

is suggested that for baselines longer than 20 km, the ionospheric effect should be

taken into account in order to achieve acceptable baseline accuracies.

It is also very interesting to investigate the effect of the dual-frequency

ionospheric correction on rapid static surveying for very short baselines. It is well

known that applying the dual-frequency ionospheric correction increases the

noise of the ionospheric free data. Therefore, the benefit of applying the

ionospheric correction for very short baselines must be weighted against the

increase in measurement noise. Due to this reason, dual-frequency ionospheric

corrections are generally not applied to baselines less than 10 km.
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Table 5.3 shows the results of the rapid static tests for the 442 m baseline

discussed in Chapter 3 with and without the ionospheric correction. Fourteen

trials each using 250 seconds of data were used to determine the differences

between the Ll only and the ionospheric free Ll/L2 data. For the Ll only case,

the correct integer ambiguities were achieved in 12 out of 14 trials. When

ionospheric corrections are applied, only 6 correct integer ambiguity solutions

are obtained. From the table, it can be seen that the variance ratios are always

larger for the Ll only case. These results mean that the correct integer

ambiguities are determined with a higher level of certainty when no ionospheric

correction is applied.

Table 5.3 Rapid Static Tests with and without Dual
Frequency Ionospheric Corrections Applied (500 m Baseline)

Trial

1
2
3
4
5
6
7
8
9
10
11
12
13
14

Ion Correction
Ratio

1.404*
2.060
5.423
5.431
2.995
3.347
2.276
1.274*
1.228*
1.001*
1.006*
1.346*
1.039*
1.107*

RMS
(mm)
36.3
2.8
5.3
3.3
7.3
2.9
2.6
2.5
2.5
3.8
25.5
5.0
20.3
4.8

No Ion Correction
Ratio

6.401
34.424
20.053
43.455
21.066
27.933
22.202
5.376
6.730
1.189*
1.129*
8.043
10.530
8.345

RMS
(mm)
1.4
1.2
2.0
1.3
1.1
0.8
0.7
1.1
1.6
1.0
4.1
1.8
1.8
1.7

RDOP

0.321
0.305
0.290
0.276
0.258
0.295
0.309
0.313
0.311
0.340
0.986
0.257
0.260
0.276

Ratio<2, integer ambiguities are assumed not reliably determined.
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5.3 IONOSPHERIC EFFECT MODELING FOR SINGLE-FREQUENCY

USERS

5.3.1 Ionospheric Effect Modeling Using Code and Phase Measurements

If only single-frequency receivers are available, the use of equation (5.11) is

impossible. An attempt can then be made to use an ionospheric correction model,

the coefficients of which are transmitted as part of the GPS satellite message

[Klobuchar, 1987]. This Klobuchar model is described by eight coefficients (four

OCi's and four pj's) and removes about 50% of the ionospheric delay at mid-

latitude. The correction is:

fF.[DC + Acos(27t(t-<I>)/P)] day
5Pi-={ F.DC night (5'10)

with

F slant factor

DC constant night-day offset (5 ns)

A amplitude

<I> constant phase offset (50400 seconds)

t local time

P period

and
3 3

A= IanOn (seconds); B= lPn3>n (seconds);
n=0 n=0

An alternative method to model the ionosphere is to calculate the relative

ionospheric effect through the combination of code and phase measurements, if
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the code measurements are accurate enough. The GPS code and phase

measurement equations on Ll can be written as:

= p + dp + c(dt - dT) + dp^n + dfro + e(pL1) (5.11)

= P + dp + c(dt - dT) + ClOkI1 + d + X1NL1 4- e(OL1) (5.12)

From equations (5.11) and (5.12), we find that the difference between code and

phase measurements is related to the ionospheric effect as follows:

PLl - *L1 = d p n - CiO1n - X1NL1 + e(pL1 - OL1) (5.13)

The carrier phase multipath and measurement errors E(^L1) are two orders of

magnitude smaller than the code multipath and measurement errors e(pL1)- E we

assume that the antenna site is in a low multipath environment, the averaged
code measurement error e(pL1) will be significantly smaller than the ionospheric

effect. Thus,

PL1 - *L1 = dP i n - cto - X1NL1 (5.14)

or

(5.15)

Since dp|̂ n and dOJ^ are equal but of opposite signs, the difference (or

divergence) between the code and carrier measurements is twice the group delay

plus a constant ambiguity. The key problem in estimating the absolute

ionospheric effect with single frequency GPS measurements is to separate the

cycle ambiguity from the ionospheric delay.
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5.3.2 Separation of Carrier Phase Ambiguity and Ionospheric Delay

In order to separate the cycle ambiguity from the ionospheric delay, an

obliquity function is introduced to map the vertical delay at the ionospheric

intercept point to the line-of-sight delay at the user location [Cohen et al 1992].

The obliquity function O(E) can be expressed in terms of the satellite elevation

angle, E [Klobuchar, 1987]:

O(E) = sec[sin~1(0.94792cosE)] (5.16)

which can be approximated numerically by:

O(E) = 1 + 2[(96 - E) / 9O]3 (5.17)

From equation (5.15) we have:

PLl - OLI = 2dPv * O(E) - X1N1 (5.18)

where dpy is the vertical group delay at the ionospheric intercept point.

Separating dpy into a standard ionospheric correction Ig and a residual vertical

delay dly, we obtain:

PLl - OLI = 2(1S + d!v)*0(E) - X1N1 (5.19)

or:

PLl ~ OLI ~ 2IS*O(E) = 2dIv*O(E) -

The standard ionospheric correction Is can be set to zero or calculated using the

broadcast ionospheric model [Klobuchar, 1987]. If Is is set to zero, the initial or

absolute part of the ionospheric delay is still modelled through the polynomial

coefficients estimated with a batch least-squares method.
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The residual vertical delay dly is a function of time, user location, satellite

elevation and azimuth. If we assume that the vertical total electron content (TEC)

remains constant in time over the observation period, the residual vertical delay

can be approximately expressed as a function of the ionosphere intercept point

position ((J)*, A,*). Many functions can serve this purpose. First order spherical

harmonic functions were used by Cohen et al. [1992] to model the residual

vertical TEC . In this research, the following third order polynomial was found to

produce satisfactory results:

dlv = aoo + a10cj> +anA, +a2o<|> +a21<l> X + a22A,
*o »7 * * * \3'4- )

+ a30(|> * + a31<j> *K + a32<i> X

The ionospheric intercept point coordinates (J)* and X* can be calculated as a

function of the user location ((J)0, X0), and the satellite elevation, E, and azimuth,

AZ:

(J) = sin" (sin (J)0 cos E+ cos (J)0 sin E cos AZ) (5.22)

^ 1 . -i/sinEsinAZ, ,__.,.A, =Xo + sm (————?—) (5.23)
COS0

The 10 parameters a^,aw/ali/a2o/a2i/322/a30,a31,a32,a33, along with the

carrier phase cycle ambiguity NLI, are estimated using a least-squares

adjustment using the observables (PLI^LI^ over *^e observation period. The

absolute group delay, in addition to its variation along the satellite trajectory

during the observation period, can therefore be recovered.
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5.3.3 Results and Analysis

Three sets of data are used herein to illustrate the code-carrier phase

divergence concept using the formulation presented in the previous section. The

first data set consists of dual frequency P code and carrier phase data collected

with a Rogue receiver at a fixed site in Western Canada. The ionospheric effect

estimated with the divergence technique using Ll data can be compared with the

effect measured directly using dual-frequency measurements. The second data

set includes data collected simultaneously with a dual-frequency Ashtech P-Xn

receiver and a narrow correlation spacing Ll C/A code NovAtel GPSCard™. The

receivers were operating side by side in the Calgary area. The dual frequency P-

code data can be compared to the divergence results obtained with the C/A code

receiver. The third data set consists of GPSCard™ collected in the eastern USA in

December, 1992 [Lachapelle et al., 1993] The ionospheric effect estimated with the

divergence method is compared to the broadcast ionospheric model.

1. P Ll Divergence Versus L1/L2 Ionospheric Results

Data collected by Geodetic Survey of Canada with a Rogue SNR-8C receiver

at Station Albert Head, British Columbia, on April 27, 1993, over a four hour

period was used. This station is part of the Canadian Active Control System

(ACS). The P code observation noise, which includes receiver noise and field

multipath, is estimated to be of the order of 10 - 20 cm for such a fixed site. The

local time of the initial epoch was about 21:00. P-code and carrier phase

measurements collected on Ll every 30 seconds were used to derive the

code/carrier divergence. The broadcast ionospheric model was not recorded and

the term !5 in equation (5.20) was set to zero. The 10 polynomial coefficients of
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equation (5.21), together with NLI in equation (5.20), were solved simultaneously

with a least-squares adjustment. The a posteriori standard deviation of NLI was °f

the order of 0.5 - 1.0 cycle.

The ionospheric effect derived with the divergence method is compared to

that obtained using Ll /L2 carrier phase measurements for the five satellites used

in Figure 5.2. For each satellite, the Ll ionospheric group delay (or carrier phase

advance if the sign is changed) obtained with the direct divergence

measurements, i.e., P(Ll)-O(Ll), its polynomial approximation, and the dual-

frequency measurements, i.e., O(L1)-O(L2), are shown. The three sets of results

are in very close agreement and can hardly be distinguished from one another.

In the case of the dual-frequency measurements, the initial ionospheric delay,

which would normally be set to zero due to the presence of the unknown carrier

ambiguities NLI and NL2/ was shifted to coincide with the initial delay estimated

with the divergence technique. In order to obtain a qualitative estimate of the

accuracy of the initial delay obtained with the divergence method, the numerical

values of the initial delay obtained both with the divergence method and the

dual-frequency P-code measurements at that epoch are given for each satellite.

The Ll /L2 initial delay is obtained with the following standard formula:

dpj^Ll / L2) = 1.5457[p(Ll) - p(L2)] (5.24)

The accuracy of the Ll /L2 initial delay is estimated to be of the order of 25 -

50 cm. The results shown in Figure 5.2 show that the relative fit between the

direct divergence measurements, the polynomial approximation and the dual-

frequency measurements is very good, the rms difference between any two sets

of results being better than 5 cm. This is due to the low code multipath
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environment at the station and to relatively constant (in time) ionospheric

conditions during the observation period. The differences in the initial delay

range from 20 to 200 cm which is considered satisfactory, in view of the

assumptions made to recover the initial delay with the divergence method and

the possible difference of up to several nanoseconds between the satellite Ll and

L2 code phase offsets [Cohen et al 1992]. Similar results were also achieved at

other ACS stations and different observation periods.
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Frequency and P(Ll) Code-Carrier Phase Divergence Methods
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2. OA (Ll) Divergence Versus L1/L2 Ionospheric Results

Data collected simultaneously with a dual-frequency Ashtech P-XII unit and a

narrow correlation spacing Ll C/A code NovAtel GPSCard™ in August 1992 on

the Springbank calibration baseline, located some 20 km West of Calgary, was

used in this case. The two receivers were approximately 500 metres apart. Since

significant code multipath was present, as is nearly always the case under normal

field conditions, chokering ground planes were used with both receivers. Such

ground planes were proven to be effective with both types of receivers to

decrease multipath (e.g., Cannon & Lachapelle 1992a, b). As in the previous

example, 1$ was set to zero. The ionospheric effect derived with the GPSCard™

Ll divergence method is compared to that obtained using P-XII Ll/L2 carrier

phase measurements in Figure 5.3. The differences in the initial delay estimated

using the divergence method and calculated using dual-frequency data range

from 40 to 160 cm which is of the same order of magnitude as in the previous

example.

Although the relative agreement is not as good as that shown in the previous

example, the estimated ionospheric effect using the divergence method still

agrees within 10 cm with that derived with the dual-frequency method. The

differences are due to two reasons, namely the model assumption that the

ionospheric effect remains constant during the observation period, and code

multipath. This is illustrated in Figure 5.4 where a limited segment of divergence
measurements [pc/A/L1) - ̂ 1] is shown for SV03 and SV21. Local irregularities

are caused by a combination of the above phenomena.
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Figure 5.4 Local Irregularities of Code-Carrier
Phase Divergence Measurements

Table 5.4: Relative Error of the Ionospheric Delay Estimated
with an Ll Narrow Correlator Spacing Receiver

Satellite
SV03
SV17
SV21
SV26

max(Adpion)
0.13m
0.04
0.09
0.10

max(dpion)
2.40m
0.48
1.49
1.07

Relative Error
5%
8%
6%
9%

As an accuracy indicator, the relative error of the ionospheric effect estimated

using the GPSCard is shown in Table 5.4. The relative error (R.E.) is defined as:

R. E. = max( Adpion ) / max(dpon (5.25)

where max(Adpi0n) is tne maximum difference in the ionospheric effect

calculated by the two receivers, and max(dpion) is the maximum variation of

the ionospheric effect during the observation period. The relative error reaches
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9% which means that the Ll code and carrier phase divergence method can

remove 90% of the relative ionospheric effect.

3. CVA (Ll) Divergence Versus Broadcast Ionospheric Model

A data set collected on December 8, 1992, in Virginia with a NovAtel

GPSCard™ [Lachapelle et al., 1993] was chosen to compare the ionosphere delay

estimated by code/carrier phase divergence with that derived using the

broadcast ionospheric model. No dual frequency measurements were available.

The measurements were made between 10:00 and 13:00, local time. During a 3-

hour observation period, seven satellites were tracked. The trajectories of three

selected satellites are shown in Figure 5.5. A data interval of 10 seconds was used

to obtain the divergence results. In this case, I5 values calculated from the

broadcast model were used.

Shown in Figure 5.6 and 5.7 for the three selected satellites are the code-

carrier phase divergence measurements, the corresponding polynomial models,

and the broadcast ionospheric models. The relative ionospheric effect estimated

by the divergence method is in a good agreement with the broadcast model. The

differences between the initial delays obtained with the two methods range

between 20 cm in the case of SV12 to 3.02 m in the case of SV23. The broadcast

model has an estimated accuracy of 50% at mid-latitude and the differences are

therefore well within the error range. Another set of polynomial models was

derived using Is values of O. The only differences were in the initial ionospheric

delays. These range from -1.8 m to 3.7 m. Again, this is well within the above

range of uncertainty. Additional tests with the availability of a dual-frequency
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receiver to measure directly the absolute ionospheric delay are however required

to better assess the effectiveness of the above approaches.
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Figure 5.5 Polar Plots of Satellites, Figure 5.6 Broadcast Ionospheric
10:00 -13:00, December 8,1992 Delay Versus Delay Estimated using

Code/Carrier Divergence (SV23)
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Figure 5.7 Broadcast Ionospheric Delay Versus Delay Estimated Using

The Code/Carrier Phase Divergence Method (SV03 and SV26)
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5.3.4 Recovery of the Ionospheric Delay with the Divergence Method

for Baseline Determination

The performance of the code-carrier phase divergence method to recover the

relative effect of the ionosphere for precise baseline determination were

investigated. Since double differenced carrier phase observations are normally

used in such a case, only the relative ionospheric effect with respect to the initial

observation epoch is required and the initial ionospheric delay is not needed. In

principle, direct code-carrier phase divergence measurements (e.g., pu - 3>u)

could therefore be used. However, the polynomial model presented earlier is still

useful as it acts as a filter to reduce the effects of code multipath.

Three baselines of the Canadian Active Control System located in British

Columbia were used. These are shown in Figure 5.8. The baseline lengths vary

between 302 and 627 km and their heights between 32 and 560 m. The baseline

coordinates are known with an accuracy better than a few cm from previous

VLBI and GPS surveys. One of the stations, namely Albert Head (ALBH), was

used to assess the effectiveness of the divergence method in single point mode in

the previous section. All three stations were observed with dual-frequency

Rogue SNR-8C receivers. The baselines could therefore be processed using

successively Ll only, Ll/L2 and Ll data corrected for the effect of the ionosphere

using the code/carrier phase divergence method. Data over three different days,

namely, Julian Day 116,117 and 144, were processed to assess the repeatability of

the results. Some three to four hours of data per day, at an interval of 30 seconds,

was used.
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Figure 5.8 ACS Stations Used for Baseline Test

Because of the use of external frequency standards at ACS stations and

double differencing, the effect of receiver and satellite clock errors on baseline

solutions were eliminated. In order to remove the effect of broadcast ephemeris

errors, precise post-mission orbits calculated by the Geodetic Survey of Canada

were used. These have an estimated accuracy of 1 m. The raw Ll and

ionospherically corrected Ll carrier phase data was post-processed in double

difference mode, with real number ambiguities estimated as part of the solution.

The remaining errors present in the Ll /L2 solutions, therefore, consist mostly of

tropospheric errors. The Ll solution is affected by the same tropospheric errors

and by ionospheric errors. The difference between the Ll and Ll/L2 solutions is

therefore due to the ionospheric effect. The Ll solutions corrected for the effect of

the ionosphere with the divergence method are also affected by the same

tropospheric errors. Differences between these solutions and the Ll/L2 solutions

are caused by the limitations of the divergence method to account for the entire

ionospheric effect.
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Table 5.5 Comparison of Ll, L1/L2 and Code/Carrier Divergence Solutions
(Baseline ALBH-DRAO, 301.77km)

Date

Dayll6

Dayll7

Dayl44

Obs

Ll

Ll /L2

CCD*

Ll

Ll /L2

CCD

Ll

Ll /L2

CCD

A<p(m)

0.001

-0.006

0.035

-0.017

-0.011

0.051

0.243

-0.009

0.087

AA (m)

0.030

0.033

-0.015

0.678

0.028

0.113

0.369

0.025

0.094

A/Km)

-0.158

-0.033

-0.079

0.028

-0.057

-0.174

-0.069

0.051

0.076
* CCD: Ionospheric effect calculated by code/carrier divergence.

Table 5.6 Comparison of Ll, L1/L2 and Code/Carrier Divergence Solutions
(Baseline ALBH-HOLB, 419.24km)

Date

Dayll6

Dayll7

Dayl44

Obs

Ll

Ll /L2

CCD

Ll

Ll /L2

CCD

Ll

L1/L2

CCD

A<p(m)

-0.457

0.043

-0.030

-0.032

0.031

0.037

-0.218

0.028

0.050

AA (m)

0.124

0.017

0.113

-0.556

0.000

0.103

-0.221

0.020

0.089

A/z(m)

0.331

-0.083

0.033

-0.245

-0.042

-0.154

0.130

-0.052

0.029
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Table 5.7 Comparison of Ll, L1/L2 and Code/Carrier Divergence Solutions
(Baseline DRAO-HOLB, 627.13km)

Date

Dayll6

Dayll7

Dayl44

Obs

Ll

Ll /L2

CCD

Ll

Ll /L2

CCD

Ll

L1/L2

CCD

A<p(m)

-0.240

0.038

0.020

0.062

0.045

0.027

0.107

0.029

0.013

AA (m)

-0.085

-0.037

-0.160

-0.233

-0.045

0.064

-0.210

-0.027

0.031

A/*(m)

-0.119

-0.009

-0.050

-0.471

-0.010

0.019

-0.299

-0.116

-0.153

Table 5.8 RMS Fit of Ll, L1/L2 and Code/Carrier Divergence Solutions

Solution
Ll
Ll /L2
CCD

Latitude
21cm
3
4

Longitude
6cm
3

10

Height
24cm
6

10

3D RSS*
48cm
7

15

* Root Sum Square

Differences in latitude, longitude and height components between the known

values and the solutions described above are given in Table 5.5, 5.6, and 5.7. The

Ll/L2 differences are largest in the height component and reach 12 cm for the

baseline DRAO-HOLD on Day 144. These differences are likely due to residual

tropospheric effects. The Ll differences reach 68 cm in longitude for the baseline
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ALBH-DRAO on Day 117. The CCD Ll differences reach 17 cm in height for the

baseline ALBH-DRAO on Day 117. More statistically significant than the above

differences, however, are the rms and difference statistics given in Table 5.8. The

accuracy gain from an Ll only to an Ll/L2 solution is evident with a three-

dimensional root sum square (RSS) decrease of 48 to 7 cm. The use of CCD Ll

solutions result in an RSS of 15 cm, a significant improvement over the Ll-only

RSS fit.

The proposed approach of recovering ionospheric effect using a single

frequency code/carrier phase divergence was also successfully applied to the

long baseline data reduction of a series of surveys conducted in Eastern United

States in December 1992 with GPSCard™. The use of this method was shown to

produce significantly better results over Ll only carrier phase solution, thereby

demonstrating the capability of narrow correlator spacing single frequency

equipment for ionospheric effect recovery [Cannon et al., 1994].
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CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS

In this thesis, ambiguity search strategies for rapid static surveying are

discussed and some modifications are explored. Based on the assumption that

the impact of the periodic multipath error on code and carrier phase

measurements can be minimized by averaging the observations, an attempt is

made to estimate the site occupation time in order to correctly resolve the integer

ambiguities. For single frequency users, an ionospheric model is developed by

using code and carrier phase measurements. The accuracy of this model and

results of baselines by applying this model are analysed.

Based on the investigations done in this research and the results obtained

from the data processing, the following conclusions can be made.

The ambiguity resolution prediction algorithm can be employed in real-time

to inform the user when sufficient measurements have been taken to resolve the

ambiguities in rapid static surveys. The algorithm is simple and self-contained.

Under favorable conditions (low multipath environment), the success rate of this

predictor is very high. However, the usage of such a predictor without using any

actual measurements has some severe limitations. One has to assume that every

available satellite can actually be tracked by all the receivers. The procedure

relies on the assumption that the actual noise level in the measurements is very

close to the a priori value used in the algorithm.
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Carrier phase multipath will strongly degrade the data quality and thus affect

the site occupation time needed to resolve the ambiguities. Multipath errors in

pseudorange measurements can be detected by analysing the differences

between ionospherically corrected pseudorange and carrier phase observations.

For short baselines, multipath errors in carrier phase measurements can be

detected by analysing the differential ionospheric delay using dual-frequency

data. Both chokering and RF absorbent planes are very effective in reducing

multipath. In order to resolve the integer ambiguities with a high level of

certainty in rapid static surveys, the site occupation periods should be as long as

the largest multipath period, provided that the satellite geometry is optimal.

For short baselines, the ionospheric effect virtually cancels in double

differencing mode. The application of the ionospheric correction to the raw data

increases the measurement noise and multipath. However, as the baseline length

increases, the accuracy of double difference carrier phase solutions without

ionospheric correction will be degraded and finally lead to a level which might

not be acceptable for certain GPS surveys.

The code-carrier phase divergence methodology used herein to recover the

ionospheric group delay or carrier phase advance with single-frequency

observations was shown to be effective for the cases analysed with P-code and

narrow correlator spacing C/A receivers, with over 90% of the effect recovered.

Many conditions are however required for the method to be applied successfully,

namely, the absence of irrecoverable cycle slips from the observation sequence, a

relatively low code multipath environment, and a relatively constant ionosphere

during the observation period. The first condition can usually be met for most
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differential static applications where cycle slip recovery can be achieved with a

relatively high degree of success. The second condition can often be met through

a combination of careful siting, antenna design, and the use of chokering ground

planes to reduce multipath sources. The latter condition could partly be

overcome by using an appropriate analytical model. For some types of precise

DGPS kinematic missions where the monitor-remote distance may necessitate the

recovery of the absolute part of the ionospheric delay, the code-carrier

divergence technique may find some use provided that the above conditions can

be met.

The research reported in this thesis did not provide all the answers to the

effects of critical error sources in static surveys, which in itself is a multi-faceted

problem. Some aspects have not been investigated, such as tropospheric effect,

orbital errors, Selective Availability (SA), and others need more investigations.

The following investigations are recommended as a continuation of this research.

(1) One of the greatest challenges with rapid static surveying techniques is the

judicious decision as to whether a solution is good enough to confirm that

integer ambiguities have been successfully resolved. Applications of statistical

criteria are complicated by the existence of systematic errors such as multipath.

More investigations are required in this area.

(2) In this thesis, dual-frequency carrier phase measurements are used to

detect carrier multipath errors. However, as the type of receiver used by the

majority of civilian users will be of the less expensive, single frequency kind,

other methods to detect carrier phase multipath should be used. New receiver
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architectures and in-receiver signal processing techniques for GPS multipath

reduction should also be investigated.

(3) The empirical relationship between site occupation time and major

multipath periods presented in this thesis is based on limited GPS data sets. A

wider variety of GPS data should be analysed in order to have more insight into

the effect of multipath on the resolution of integer ambiguities.

(4) The ionospheric model developed in this thesis is based on the assumption

that the Total Electron Content (TEC) remains constant within the observation

period. With the use of more stations, more sophisticated models could be used

to describe the variation of the ionospheric delay which, in turn, will improve the

accuracy of the estimated absolute ionospheric delay.

(5) The relationship between code and carrier phase multipath demonstrated

in this thesis should be further investigated to determine whether code

measurements could be used in real-time to quantify the level of carrier phase

multipath and estimate the observation time for successful ambiguity resolution.
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