UCGE Reports

GEOMATICS Number 20268
ENGINEERING

Department of Geomatics Engineering

GPS L5 Software Receiver Development for High-

Accuracy Applications
(URL: http://www.geomatics.ucalgary.ca/research/publicatins/GradTheses.html)

by
Cécile Mongrédien

May 2008

SCHULICH 5, 1

School of Engineering -



UNIVERSITY OF CALGARY

GPS L5 Software Receiver Development for High-AecyrApplications

by

Cécile Mongrédien

A THESIS
SUBMITTED TO THE FACULTY OF GRADUATE STUDIES
IN PARTIAL FULFILMENT OF THE REQUIREMENTS FOR THE

DEGREE OF DOCTOR OF PHILOSOPHY

DEPARTMENT OF GEOMATICS ENGINEERING
CALGARY, ALBERTA

MAY, 2008

© Cecile Mongrédien 2008



Abstract

The GPS L5 signal, part of the effort to modern@ES, was designed to increase
performance for civilian users. In order to fulbypoit the structural innovations brought
by this signal, new receiver architectures are ededThis dissertation proposes novel
acquisition and tracking algorithms that can mazarthe L5 signal performance in terms

of acquisition robustness, tracking sensitivity ameasurement accuracy.

A cascaded algorithm is shown to enable robustdarett acquisition of the signal. A

coarse acquisition step that coherently combinesl#ta and pilot channel is first used to
acquire the PRN code delay. An intermediate 1-nis-lbésed tracking is then introduced
to remove the residual Doppler error and a pild{+dine acquisition step is implemented

to simultaneously acquire the NH code delay antbparbit synchronization.

Different data- and pilot-only constant bandwidtacking strategies are investigated to
assess their relative performance in terms of seitgiand accuracy in the presence of
white noise, oscillator phase noise and receiveragycs. Results show that the L5
dataless channel can increase phase and frequae&ing sensitivity by approximately

5dB in addition to increasing accuracy. The swup#y of phase tracking is also

demonstrated since, in addition to enabling naisganessage decoding, it is also shown
to provide greater accuracy and better sensitiiéyn frequency tracking. Code tracking
accuracy is also shown to greatly benefit from dia¢galess channel through the use of

long coherent integration times. Further measurérmecuracy can be achieved through



an innovative technique that coherently combines dlata and pilot channel at the

correlator level.

Although shown to greatly benefit from the preseata dataless channel, the constant
bandwidth tracking is outperformed by the Kalmaltefibased tracking in all areas
investigated. The difference between the two traglstrategies is the most significant
for carrier tracking where the Kalman filter-bassttategy improves the tracking
accuracy by approximately one order of magnituct lawers the tracking threshold by
approximately 3 dB. These two tracking strategiesadso compared in the position and
velocity domains. Results confirm the superiorifytlee Kalman filter-based strategy,

especially in terms of velocity estimation.
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CHAPTER ONE: INTRODUCTION

The Global Positioning SysterfGPS) was designed to provide position, velocitg a
timing information to users worldwide, 24 hours aydregardless of the weather
conditions. As a military system, GPS was origmatitended to offer civilian users a
limited accuracy. This had the effect of initiallyniting civilian interest for GPS
operations. However, innovative techniques, sucmeasurement differencing or semi-
codeless tracking of the military signals (Lach&»@004), gradually improved civilian
accuracy and made GPS the main positioning andgatwn tool for an increasing
number of professional activities (e.g. surveyirghip and aircraft navigation).
Simultaneously, miniaturization of electronic compats and progress in power
management have allowed the integration of GPSsobipautonomous devices such as
handheld GPS receivers or cellular phones and imaveased its adoption by the general
public (e.g. for pedestrian or car navigation). Heer, this unexpected rise of product
development and increasing user demand for loca@ovices presents a wide range of
challenges, and has highlighted the inherent ltiong of the legacy civilian GPS

system.

1.1 Background

Efforts to overcome the weaknesses of the legagjiati GPS system and satisfy the
increasing demand for higher performa&lebal Navigation Satellite SysteffGNSSs)
have led to the launch of four major global initiat:

* Modernization of the GPS (Phases Il and I1I)
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* Restoration and modernization of the RusstahObal Navigation Satellite
Systen(GLONASS)

» Development of the European Galileo system

* Development of the Chinese Compass system
All four initiatives benefit from the experienceigad during the design and exploitation
of GPS 1 and GLONASS. Through innovative designtluéir respective space and
control segments, they all aim at offering enharmesitioning accuracy and reliability as
well as improved measurement accuracy, trackingistiess and tracking sensitivity.
The focus of these improvements is three-fold:mMproved satellite availability and/or
frequency diversity, 2) increased signal power a&nsignal structure innovations.
Among these initiatives, GPS modernization is ofjanainterest for the GNSS
community owing to the emerging availability of GP8ase Il. This modernization was
launched under the joint initiative of the U.S. Bgments of Defenceand
Transportation. It began with the introduction @wnmilitary and civilian signals to
enhance the performance of the legacy GPS systenth& military, the existing P(Y)
encrypted signal, transmitted on the L1 and L2dssgries, is being augmented by a new
spectrally split Military signal (M code). The didin community, on the other hand, is
benefiting from the addition of two new civil sigaat the L2 and L5 frequencies. The
implementation of the L2 civil signal (L2C) startad September 2005 with the
successful launch of the first 1IR-M satellite. A February 2008, five such satellites
have been placed in orbit and are successfullgtniting L2C; and a full L2C-enabled
constellation is expected to be operational by 200lte L5 signal, broadcast in the

protectedAeronautical Radio Navigation Servi(@RNS) band centred at 1176.45 MHz,
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is intended to suppoBafety-of-Life(SoL) applications such as aviation navigatios. It
implementation was originally scheduled to stathvtihe launch of the next generation of
GPS satellites, namely the II-F satellites, inye&008. However, delays in the 1IR-M
satellites launch schedule have deferred the fifBt satellite launch to 2009. In the
meantime, the U.S. Air Force is having a 1IR-M #aeereconfigured to include an L5
demonstration payload. Upon successful review, ItRaV satellite, planned for launch
in June 2008, would temporarily transmit the thaidil signal. This, in turn, would
provide an on-orbit demonstration capability foe b6 signal and would secure the L5
frequency filing (GPS World 2008). It would alsoade the Air Force to conduct some
early signal testing prior to any II-F satelliteiteches.
While it is understood that the major improvement €ivilian users will be achieved
through direct access (that is, without having éby ron codeless or semi-codeless
acquisition and tracking techniques) to signalsaioast at three different frequencies, it
is important to bear in mind that the accuracyhef havigation solution will also depend
on measurement accuracy. Assuming that rangingbidse to atmospheric and orbital
errors can be efficiently mitigated, it can be ddesed that measurement accuracy is
ultimately conditioned by tracking performance. &nGPS signals’ synchronization
enables tracking aiding from one frequency to amottfiCannon 2004), it is
straightforward to understand that the overall fpmsing accuracy will ultimately be
driven by the signal that offers the highest tragkperformance. In this regard, both
modernized civil signals should benefit from themproved structure (e.g. dataless
channel, improved spreading sequence propertiegnbanced navigation message

format) and should outperform L1 C/A. Furthermdreensure its spectral compatibility
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with the two military GPS signals broadcast in slaene frequency band, many trade-offs
were made in designing the L2C signal structuredrticular, the transmitted power and
chipping rate had to be set lower for the L2C dighan for its L5 counterpart (Fontana
et al 2001). It is therefore anticipated that th® &ignal should offer the highest
performance.

In light of the above, it is important to confirmatt the key L5 structural innovations do
indeed help overcome the inherent weaknesses ofetfazy C/A signal in terms of
acquisition, tracking and data demodulation. Thremvations in the L5 signal are of
central interest for signal performance as they expected to lead to substantial
improvements in tracking sensitivity and measurdnssturacy: 1) the presence of a
pilot channel broadcast in quadrature from theiticathl data bearing channel, 2) the use
of new spreading sequences that are broadcasthahar chipping rate, and 3) the
introduction of aForward Error Correction(FEC) scheme applied to the navigation
message. It is expected that the presence of aghibmnel will enhance phase tracking
sensitivity and accuracy. Combined with the FECoeimtg of the navigation message,
this should result in greater data demodulatiorsigity and reliability. Similarly, it is
assumed that the increased L5 chipping rate wdlidie superior noise and multipath
mitigation capacities. Additionally, the introdumti of secondary codes, referred to as
Neuman-HofmarNH) codes, will reduce the susceptibility to maveiband interferences.
However, to fulfill the aforementioned expectaticensd effectively provide a superior
navigation solution, innovative L5 receiver architees are needed. It is therefore
critical to identify any challenge inherent to Lé&ceiver design, and to confirm, in light

of these challenges, the effective performancé®lb signal.



1.2 Limitations of Previous Work

The recent development of GPS software receivessbinaught a new perspective to
receiver design. Such receivers can provide cdstiefe and versatile testbeds for
innovative receiver design (e.g. for acquisition taacking algorithms). They have
therefore been extensively used to further imprateC/A acquisition and tracking
sensitivity (Psiaki & Jung 2002, Shanmugam 2008, 2007). Additionally, in the
context of GNSS modernization, they can facilitegeearch on the performance of the
new GNSS signals (Julien 2005, Gernot 2007).

In this perspective, the development of GPS L5 receivers has, thus far, remained
fairly limited. Despite the significant amount aitérest initially raised by the L5 signal
structure design (Hegarty 1999, Spilker & Van Dietenck 1999), subsequent research
has resulted in limited investigation into the was L5 receiver architectures and their
associated performances. In terms of receiver taxathre, Ries et al (2002) and
Macabiau et al (2003) cover a wide range of L5 ixegefunctions (e.g. acquisition,
tracking, data demodulation and ionospheric comacimplementation). They address
the data/pilot combining issue for acquisition d@ratking; and compare single versus
dual frequency ionospheric correction implementein light of expected L1 and L5
pseudorange accuracy. However, the performanceai@s are mostly theoretical and
few simulation results are shown. Further reseamhlL5 receiver architecture has
focused mainly on acquisition implementations andye specifically on L5 secondary
codes acquisition and on data/pilot combining. Higg& Tran (2003) and Zheng &

Lachapelle (2004) proposed acquisition schemes thiat at minimizing the
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computational burden while maximizing PRN code d@ba performance. Yang et al
(2004) and Hegarty (2006) discussed optimal wayseefombining the data and pilot
channels’ power in light of both PRN and NH codejasition. These investigations
mostly focused on spreading code acquisition ardl rdbt consider the effects of
frequency errors. In terms of L5 performance anglyBastide (2004) offers the most
comprehensive overview. This investigation, howev¥ecuses more on analyzing the
degradation of L5 navigation performance in thespnee of interference, and is placed
in the context of civil aviation requirements. Acgjtion, tracking and data demodulation
sensitivity thresholds are derived but the recearehitectures under consideration focus
on robustness and reliability over accuracy. Whikeal for aviation navigation
applications, such implementations leave roomifgmicant accuracy improvements.
The relative scarcity of research on the L5 sigsaprobably a consequence of the
absence of real field data at the L5 frequency d¢netbwith the high cost of hardware
simulators. This implies that, to date, most of tesoftware development endeavours
have relied on software signal simulators. Whibftvgare simulators offer numerous
advantages (e.g. controllability, repeatability aabe of configuration), they suffer two
major drawbacks: 1) integrity and 2) accuracy. Whesearch groups develop software
signal simulators to test their software receivéng, integrity of their findings can be
threatened by the inter-dependence of their sinamatools and software receivers.
Besides, faithfully modelling GNSS signal propagatpaths can be very challenging.
Specifically, it requires a deep understanding aious GNSS error sources and of the
physical processes that create them. In an efoalleviate the latter problem, research

groups tend to use “specialized” L5 software sigsiahulators. Such tools limit the
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number of errors simulated to those relevant tar tresearch. While enabling more
faithful simulation, this approach, has mostly lied the extent of previous research to
acquisition and tracking, offering little perspeetiinto the measurements and position
domains.

Finally, L5 research efforts have remained focusmu classical GPS receiver
architectures. While it is important to confirm thévantages of the L5 signal modulation
in this context, it is important to bear in mindatrsuperior tracking architectures have
been proposed to enhance L1 C/A performance. Iticpkr, Kalman filter-based
tracking (and acquisition) techniques have beenvaho result in significant sensitivity
gain over various constant loop bandwidth implemeons (Psiaki & Jung 2002,
Humphreys et al 2005, Yu et al 2006). While origynantroduced for high sensitivity
capabilities, later research demonstrated thatetbeshniques could also produce high
quality carrier phase measurements (Petovello &hapelle 2006). Adapting these
techniques to the L5 signal could therefore créageopportunity to further improve L5
tracking and measurement accuracy. Ziedan (2005 sisnilar techniques but focuses
on very weak signal power and does not comparerdkalts to constant bandwidth

tracking techniques.

1.3 Objectives and Contribution

The aim of this dissertation is 1) to identify reee architectures that are most suited to
accommodate the major structural innovation inhteterthe L5 signal and to maximize

its acquisition, tracking and positioning perforroarand 2) to implement them in a full
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GPS L5 software receiver. To reach these objectivesfollowing research goals have

been identified:

1. To understand all the important parameters in the esign of an L5 acquisition
algorithm. The focus here is to assess how the secondary endethe pilot channel
impact the acquisition process; and to find innmeasolutions that minimize the
computational burden and maximize detection peréoce.

2. To analyze the L5 constant bandwidth code and carer tracking performance.
The aim is to confirm that the L5 signal structimgroves tracking accuracy. The
advantages of pilot-channel tracking and a fagpihg rate are highlighted in terms
of carrier tracking sensitivity and code trackirng@aracy, respectively.

3. To compare constant bandwidth and Kalman filter-bagd tracking for L5.
Kalman filter-based tracking has proven to be ssgfcé in improving L1 C/A
tracking sensitivity and accuracy. Recognizing tia¢ L5 constant bandwidth
tracking performance is superior to that of L1 ClAbecomes critical to verify
whether Kalman filter-based tracking can provideHer improvements to the L5
tracking sensitivity and accuracy.

4. To use representative simulation and analysis toolsith a high degree of fidelity.

It is important to ensure that the results preskare meaningful. In the absence of
available real GPS L5 data, it was necessary tosimalation tools. The goal is to
obtain two versatile, independent and complemerntaig:

a) A Spirent GPS L5 hardware simulator is used in combination with a

NovAtel Euro-L5 card to produce high-fidelity L5 Hamples; and
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b) A full GPS L5 software receiveris developed to confirm, in post-

mission, tracking performance at the measuremeahpasition levels.

In light of these objectives, the major contribusoof this thesis can be summarized as

follows:

1. Characterization of the benefits and limitationsGR®S L5 Such a characterization is
important given the key role of the L5 signal ie thverall GPS positioning accuracy.
Included in this characterization is a thorougleasment of:

a) L5 acquisition implementation issues and resulgagormance
b) L5 tracking performance using constant bandwidtd &alman filter-
based algorithms

2. Confirmation of tracking performance results at theasurement and position levels
Typically, performance evaluation of the variouscking implementations is
conducted at the tracking level. Useful informateam be gathered by comparing the
impact of various errors on different code and ieardiscriminators. However,
significant insight can be gained if the impact tbkse errors can be further
propagated. Given this, the various tracking imm@etations are compared at the
measurement and position levels.

3. Use of independent simulation and analysis tdolshe absence of real GPS L5 data,
performance analysis must be conducted using sfionldools such as a signal
simulator and a software receiver. To ensure thegiity of the findings presented

herein, high-fidelity L5 IF samples obtained frorhardware receiver were used.
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1.4 Dissertation Outline

This dissertation focuses on the development oP& G5 software receiver. In order to
provide a comprehensive view of the research mdlizhe subsequent chapters are
structured in the following way.

Chapter 2 reviews the GPS L1 C/A and L5 signalcstmes. The improvements expected
from the latter are presented in light of the wessges of the former. Such an evaluation
is performed in terms of acquisition, tracking alada demodulation.

Chapter 3 introduces the simulation and analyststased throughout this dissertation.
The Spirent GSS 7700 hardware is presented withlicpr emphasis on its error
modeling capabilities. The architecture of the Lditware receiver developed in the
frame of this research is then outlined. Finalhg terivation of the truth measurements
is briefly discussed.

Chapter 4 is an in-depth investigation of the @rales brought by the L5 signal structure
in terms of acquisition. The general goal and a&echire of a GPS acquisition module
are reviewed. The impact of the new L5 spreadingusece and data/pilot
implementations are thoroughly discussed and waysglementing efficient and robust
L5 acquisition are proposed and compared.

Chapter 5 is a thorough study of the GPS L5 condtandwidth tracking loops. The
architecture and error sources of the carrier ate dracking loops are presented. The
L5 tracking performance is assessed in the presehemise, oscillator phase noise,
multipath and dynamics. The benefits of pilot tiagk over data tracking are
demonstrated in terms of accuracy, sensitivity aslmistness. An innovative correlator

level data/pilot combining scheme is proposed astet.
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In Chapter 6, an L5 Kalman filter-based trackinghiétecture is proposed and evaluated.
Its advantages in terms of code and carrier trgcki® demonstrated in the presence of
noise, oscillator phase noise and dynamics.

Chapter 7 summarizes the major findings of thigaesh and makes recommendations

for future work.
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CHAPTER TWO: GPS C/A AND L5 SIGNAL STRUCTURES

After a brief review of GPS principles, this chappeesents the structures of two GPS
civil signals, namely th&€oarse AcquisitionC/A) and L5 signals. It is important to
understand that these signals were designed titl feéfy different requirements. The
GPS C/A code was a pioneer signal that was designede 1970s to facilitate the
acquisition of the military signals and that walt feeely available to civilian users. The
range of applications that rely on it is much witlean anticipated and presents a variety
of challenges that had not been forecasted. Thes@f#al structure is therefore presented
in light of the initial requirements it was meaatftlfill, and its limitations discussed in
the context of the challenges it is currently fgcinn contrast, the L5 signal was
introduced to overcome some weaknesses in the @falsand to suppoi$afety-of-Life
(SoL) applications such as aviation navigation. e signal structure is therefore
described to highlight how it differs from the CBucture and why it is expected to
outperform it in terms of tracking robustness, measient accuracy and interference

protection.

2.1 GPS Overview

The fundamental principles of GPS operation ard detcribed in Parkinson (1997a),
Misra & Enge (2006) or Kaplan et al (2006). In exse GPS operates on the principles
of measuring the distance between the user anfiiteatavith known location, where the
user position can then be retrieved by multi-ldtera Despite the simplicity of this

concept, some complexity arises in its implemeotatsince the following key
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requirements need to be met: 1) the user must hacarate information about the
location of all satellites used in its multi-lateoam computations, and 2) the user must be
able to accurately estimate its range to each efsttellites in view (i.e. to each of the
satellites from which a signal is received).

In GPS, these requirements are fulfilled througtefcd design of the broadcast signals.
The electromagnetic signals broadcast from thdlisaten the Radio FrequencyRF)
band use a two-lay@irect Sequence Spread Spectr{(d®-SS) modulation technique to
carry the GPS data and are basedCode Division Multiple Acce€DMA) principles

to distinguish signals coming from different satei. The first layer of the modulation
consists of a sequence of bits that conveys allinf@mation necessary for precise
positioning (e.g. satellites location or ionospberorrections), and is referred to as the
navigation message. The second layer consistsegeating pseudo-random sequence of
bits that spread the signal across a wide bandvadthis therefore referred to as the
spreading code. The purpose of the spreading cotteoifold: 1) to allow determination
of the signal propagation time or, equivalentlye thstance between the receiver and the
satellite, and 2) to spread the signal across & Wwamhdwidth and therefore provide a
satisfactory level of tolerance against intentiomalnintentional interference (including
other GNSS signals).

In GPS |, three signals were designed to meet theermentioned specifications. Two
high-performance signals were designed for militasgrs, and one lower performance
signal was left available to civilian users. Thelitasy signals, broadcast in the L1
(1575.42 MHz) and L2 (1127.60 MHz) frequency bangse long spreading codes and

high chipping rates. These codes, referred tBrasise(P) spreading codes, are further
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encrypted by a classified code to form secure gessiof the published P codes. The
resulting precise encrypted codes, referred to (a3 €odes, are therefore restricted to
authorized users. The third signal, transmittedtloen L1 frequency only, was mainly
intended to facilitate the acquisition of the twditary signals (hence its name, C/A for
Coarse Acquisition To this end, the spreading code it uses is naldrter and has a
slower chipping rate than the precise encrypted) Bffeading codes. Since all the GPS
signals broadcast by one satellite are synchronimelitary users can use the timing
information provided by the C/A signal to lock oriioth precise military signals. While
shorter spreading codes and slower chipping ratesmake acquisition faster, they also
provide lower tracking accuracy and reliability. iGequently, the accuracy available to
most civilian users is limited by the shortcomirmjghe C/A signal in terms of tracking
accuracy, sensitivity and reliability.

In GPS I, four additional signals are being intwodd: two new military signals

broadcast in the L1 and L2 frequency bands, andnve civilian signals transmitted on

the L2 and L5 (1176.45 MHz) frequencies. Designedmneet the same fundamental
system requirements, these signals are also exptxtecrease the accuracy available to
both military and civil users. From a civilian ppestive, the advantage of broadcasting
civil signals at the L2 and L5 frequencies is twddf First it brings the advantages of
frequency diversity to civilian users. This, inrigy greatly enhances the civilian system
reliability (to counter possible jamming in indivdl frequency bands) and ionospheric
mitigation capabilities (since ionosphere is a dispre medium, as will be explained in
chapter 3). Second, these signals exhibit key tsiraic innovations that improve

measurement accuracy, tracking sensitivity andkinacrobustness. In particular, the L5
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signal, intended to support SoL applications, ipeeted to offer the highest accuracy
amongst GPS civil signals. More specifically, the dignal was designed to provide the
following (Spilker & Van Dierendonck 2001): enhadceross-correlation side-peaks
protection, improved narrow-band interference ratiign, instantaneous carrier phase
ambiguity resolution for cm-level positioning, amsproved multipath performance.
Furthermore, and contrary to the high-performandéamy signals, the L5 signal was
designed to enable direct code acquisition withloeitC/A code.

Despite its inherent limitations, the GPS C/A sighas shaped the field of satellite
navigation. Similarly, thanks to its high-accuramygfile, the GPS L5 has the potential to
revolutionize the scope of civilian GPS operatiohssummary of the GPS L1 C/A and
L5 signals’ characteristics are given in and adbgh description of their structure is

given in the following sections.

2.2 C/A Signal Structure

The C/A signal iRRight Hand Circularly PolarizeRHCP) and use Binary Phase Shift
Keying (BPSK) modulation. As mentioned previously, the dakrier is modulated by a
navigation message and a spreading code. Thesersmguboth use rectanguldon-
Return to Zero(NRZ) materialization. The L1 frequency is centr&d1575.42 MHz,
resulting in a wavelength of approximately 19 cm.

The navigation message contains information relevanprecise positioning (Spilker
1997a). In particular, it includes: 1) a set ofgwe orbital parameters, called ephemeris
parameters, from which the current position, vejoand clock error of the satellite can

be derived, 2) a set of coarser orbital parametatted almanac parameters, from which
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the location of all the GPS satellites can be axprated over a period of 14 days, and 3)
a set of ionospheric correction parameters, thatbeaused by single frequency users to
remove (on average) about 50% of the ranging elwer to signal propagation through

the ionosphere (Klobuchar 1997).

Table 2.1 - GPS C/A and L5 Signals Characteristics

GPS L5
Properties GPS L1 C/A
15 Q5
Frequency [MHz] 1176.45 1575.42 1575.42
Transmitted Power [dBW] - 157 -154 - 154
Code Length [Chips] 1023 10230 10230
Code Chipping Rate [Mcps] 1.023 10.23 10.23
Modulation BPSK QPSK
Navigation Data Yes Yes No
Data Rate [sps] 50 50 -
Data Encoding No FEC (7, 1/2) -
Secondary Code No Yes Yes
Seconda[lghicgz?e Length i 10 20

The navigation message repeats every 12.5 min asdahdata rate of 50 Hz. This
relatively low data rate was selected to enable BinError Rates(BER) for common

Signal-to-Noise Ratio§SNRs) (Van Dierendonck 1997).
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To spread the signal over a wide frequency, the €ihal uses 1023-bit PRN codes
broadcast with a 1.023 MHz chipping rate; the Cpheading codes repetition period is
therefore one millisecond. These spreading codespart of the 1023-bit Gold code
family described in Gold (1967) and Spilker (1997f)ey are obtained as the modulo-2
addition of two maximum length sequences genetayetivo Linear Feedback Registers
(LFSR) of 10 stages each. Maximum length sequeaftes better auto-correlation side
peaks protection than Gold codes; the latter wereeher selected for the superior cross-
correlation (with code from other satellites) sigeaks protection they offer. The
degradation they suffer in terms of auto-correfatgidde-peaks protection is minimal
since the Gold codes provide, in the absence ofCappler effects, a minimum auto-
and cross-correlation side peaks isolation of 289
Figure 2-1 shows the normalized auto-correlatiomt plor PRN 23 C/A code
materialization. It can be seen that the main @otoelation peak is a perfect triangle. In
fact, in the context of tracking, it is common tegtect the auto-correlation side peaks

and therefore to model the auto-correlation fumcte

_ . [1-|{ i |X<chip
RC’A(X)_{O it |x > 1chip 1)

where R.,,is the normalized auto-correlation function of tG#A spreading code

materialization.
This approximation, however, cannot be made inctirgext of signal acquisition, where

auto- or cross-correlation side-peaks must be takeraccount.
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Figure 2-1 — Example of GPS C/A Code Normalized AotCorrelation (Left) and
Zoomed-in View About + 10 chips (Right)

Since thePower Spectral DensitfPSD) and the auto-correlation of a wide-sense
stationary signal form a Fourier pair (Brown & Hwah992), the PSD of the C/A signal
can be obtained by applying a Fourier transformtgoauto-correlation function. As
demonstrated by Macabiau (2003), and confirmedigurgE 2-2, the resulting PSD is a
peak spectrum that can be approximated by its esivelope. The spectral lines result
from the spreading sequence periodicity and araraggd by an increment of 1 kHz
(since the PRN code has a repetition period of )1 fitse sinc shape corresponds to the
PSD of the rectangular materialization used for gpeeading code chips. Finally, the

normalized PSD of the GPS C/A signal can be apprated as

2
sin(ncJ
_ f
GC/A(f):TC TC (2-2)
fo

where G, , is the normalized PSD of the C/A spreading codé, & =1/ f_ is the C/A

spreading code chip duration.
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The C/A signal is broadcast with a minimum spedifreceived power of -158.5 dBW
when using a 0 dBic antenna RHCP (ICD-GPS-200D)s Mery low signal power,
combined with the spreading of the navigation mgssaver a very large bandwidth
brings the signal PSD under the thermal noise feoad effectively limits interferences

between GPS and other existing communications rsigste
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Figure 2-2 — Example of GPS C/A Signal Normalizedd®ver Spectral Density
Spectrum (Left) and Zoomed-in View about + 10 kHzRight)

Finally, considering all the above and taking tihepagation time into account, the C/A

signal received from a particular satellite camrmaleled, at the receiver antenna, as

SC/A(t) = 2|:)C/A t d(tC/A(t))CC/A(tC/A(t))COiZﬂthC/A(t)+%/A)-'_ n(t) (2_3)
where P.,,(t) is the instantaneous power of the received C/A nalig

andP., ,(t) = A2, ,(t)/2, with A, ,(t) the instantaneous amplitude of the signuit)is the
NRZ materialization of the navigation data hit, ,(t) is the NRZ materialization of the

CIA spreading codef , is the L1 frequencyg;, , is the initial carrier phase offset(t)



20

is the noise on the received signal, apg, (t)is a function incorporating the effects of

propagation delay and Doppler shift on the recei@éal signal.

In the framework of this dissertation, the noiseassumed to be a zero-meadditive
White Gaussian NoiséAWGN) process. In reality, the noise is neitherite@hnor
Gaussian. The Gaussian assumption, however, ifigdsby the central limit theorem
(Walpole et al 1998), and is found to work well pmactice. Similarly, the noise
bandwidth limitation due to frontend filtering antthe correlation introduced in
consecutive noise samples by the sampling proceasesignored. However, the
whiteness approximation was found to work well nagtice. Under normal conditions,
the L1 C/A thermal noise floor, which is based ba Boltzman constant and the system
temperature, can be approximated at about -205 #2\Wan Dierendonck 1997).

In general,t.,,(t) is an arbitrary function ot, wheret denotes the GPS time, that

depends on the conditions encountered by the s@nék propagation path between the
satellite and the user; a simple first order appnaxion can however be given by

(O’Driscoll 2007)

tC/A(t)=(1+,7)t_TC/A (2-4)

where 7is the time dilation coefficient due to the Doppédfect andz,, is the time

delay introduced on the L1 C/A signal during theeBide-receiver propagation time.
The Doppler effect is a time contraction (or diteta) due to the relative satellite-user
motion along the propagation path of the radio waveé can be expressed as (Axelrad &

Brown 1997)
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n= VSat C_VRX 1 (2_5)

wherevg,,, V., are the velocity vectors for the satellite andereer respectivelyc is the

speed of light,u is unit vector along theine Of Sight(LOS) between the satellite and

the receiver, anc [y is the dot-product of the vectorand y .

Thus, if two events are separated DByseconds in the transmitted signal, they will be

separated byT><(1+/7) seconds when the signal reaches the receiver. &ifest is

commonly associated with the frequency shift iabes on the signal carrier
cod27f,(1+n)t) = cod2n(f,, + f, ) (2-6)

where f, =7, is known as the Doppler shift.

However, it is important to note that this effetipacts all components of the transmitted

signal. Therefore the signal effectively suffer®tadditional Doppler effects: one on the

navigation message (data Doppler) and one on tleading code (code Doppler).

The time delay can be expressed as

+ At p aimo (2-7)

Z-C/A -

=P
|

where p is the true distance between the satellite andrebeiver, ¢, is the speed of
light, and At , »mo IS the delay due to propagation of the radio wt#veugh the

atmosphere. From a GPS standpoint, the atmosplestecas to two layers: the
ionosphere and the troposphere. Their respectieetefon radio wave propagation will

be further discussed in Chapter 3.
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Now that the C/A signal structure has been revievteid instructive to look at the L5

signal structure to understand how it is expeatealtperform the C/A signal.

2.3GPS L5 Signal Structure

The L5 signal is broadcast usingQaiadrature Phase Shift Keyif@PSK) modulation
with a minimum specified received power of -154BDMd (IS-GPS-705). The L5
frequency is centred at 1176.45 MHz, resulting wmaaelength of approximately 25 cm.
The L5 signal is composed of two channels: 1) a ddtannel (15) that carries the
navigation message, and 2) a pilot channel (Q5) dogs not possess a navigation
message. The 15 and Q5 channels are synchronizkdrédmogonal. In addition, they
equally share the total L5 signal power. Conseduetgken separately, 15 and Q5 will
have a minimum received power 0.6 dB higher thameatly specified for the GPS C/A
signal.

The presence of a dataless channel, broadcastanirature from the conventional data
channel, allows significant phase tracking sengjtiaccuracy and robustness gain. The
absence of unknown data bit transitions on the I@bcel enables the use of pure Phase
Lock Loop (PLL) discriminators (instead of the titawhal Costas discriminator used for
data bearing channel such as GPS L2-P(Y) or GPE&/RA)-that possess wider linear
tracking ranges and were shown (e.g. Julien 2005)mprove the phase tracking
sensitivity, to remove the risk of half cycle sliasd to reduce that of full cycle slips. It
also allows the use of longer coherent integratiimes which can enhance thermal noise
mitigation on the correlator output values and iowar tracking accuracy. Longer

coherent integrations also play a critical roletie re-acquisition of weak signals.
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Another consequence of this channel separatiohaisdeveral implementations can be
envisioned for the acquisition and tracking of tfesignals since some trade-offs must
be made in terms of complexity, computational bar@decuracy and reliability.
The L5 data bit rate has been set th&S per secon@bps). However, to compensate for
the fact that the QPSK modulation induces a 3 digattation in the energy allocated for
the transmission of the navigation data bit, thigieal navigation data bit stream is

coded with a ratd/2,K =7 Forward Error Correction(FEC) convolutional code. The

effect of this encoding is to offer more reliabkcovery of the data bit train. Spilker
(1977) demonstrated that a receiver using softst@tiViterbi decoding can decode, with

the same error rate, a 50 bps data stream andritssponding FEC1(2,7) encoded

stream transmitted with 5 dB less signal-to-noiggor Another consequence of this
encoding is that the data channel will have toatiifely transmit the encoded symbols at
100symbols per secon@ps) to maintain an effective navigation message at 50 bps.
Besides, the C-NAV navigation message format usedhie L5 signal differs from the
NAV navigation message format used for the C/A alignin particular, the rigid frame
and superframe sequencing order adopted for the MAegsage (Spilker 1997a) is
replaced by a more flexible sequencing scheme wiheresontrol segment can modify
the L5 subframe broadcasting order as it see$Hg. C-NAV message also includes new
ephemeris parameters that improve the accuradyedadtellite position determination.
The PRN codes used on each channel are 10230 lomgsand are broadcast with a
10.23 MHz chipping rate; the L5 PRN codes repetitiperiod is therefore one
millisecond. These codes are generated from twierdiit maximum length sequence

generators, XA and XBof 13 stages each. XA generates a truncated segud 8190
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chips and XBa sequence of 8191 chips. Both sequences are ea@dadded to generate
the 10230-chip PRN codes. Note that, due to thesirdd length, the L5 PRN codes are
not Gold Codes. As such, their auto- and crossetaiion properties are not optimal.
However, owing to their increased length, and taeful selection of initial stages, they
provide a minimum isolation 2.5 dB better than therent GPS C/A code, as illustrated

in Table 2.2.

Table 2.2 - GPS L5 Code Isolation Properties (Riest al 2002)

Minimum Side Peaks Protection| Minimum Cross-Correlation Peaks Correction

[dB] [dB]
R(1,1) R(Q.Q) C(l) C(Q) C(.Q)
Without NH code
-29.2 -29.0 -26.4 -26.5 -62.1
With NH code
-29.8 -29.4 -28.1 -28.5 -33.3

R(1,1) = auto-correlation of all 15 codes, R(Q,Q)uto-correlation of all Q5 codes,
C(I)= cross-correlation of all I5 codes vs. all #8d Q5 codes, C(Q)= cross-correlatior
of all Q5 codes vs. all I5 and Q5 codes, C(l,Qress-correlation of (1,Q) pair.

The 15 and Q5 channels are further modulate8ibyman-HofmaiiNH) codes. The NH-
modulated PRN codes are referred to as tiered segseFor the 15 component, the PRN
code is further modulated by a 10-bit NH sequemdid;{ = 0000110101). For the Q5
component, the PRN code is further modulated by Gbi2 NH sequence
(NHz0 = 00000100110101001110). Each bit of the NH cadek ms, and the NH bit

transitions are fully aligned with the PRN codel-mter. This results in 10 and 20 ms
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tiered sequences on the data and pilot channetctgely. Besides, the Nldand NHy
sequences are fully synchronized with the 10 msbgsyrbit and the 20 ms data bit
respectively.

Figure 2-3 shows the normalized tiered sequenae@rtelation plot for PRN 23 on the
L5 data and pilot channels. It is interesting tdenthat the NH codes create several
secondary peaks on the tiered sequence auto-camel®@s underlined in Ries et al
(2002) and Macabiau et al (2003), these peaksecieaisk for biased acquisition. This
issue will be addressed in detail in Chapter 4.

As for the C/A signal, the L5 signal PSD is a pspkctrum that can be approximated by
its sinc envelope. Since the tiered sequences fiegetition periods of 10 and 20 ms, the
code spectral line separation is reduced from 1 tH00 Hz and 50 Hz on the data and
pilot channel, respectively. Besides, since thespfeading code chips are broadcast at a
10.23 MHz chipping rate, the main lobe of the simgvelope is increased from
approximately 2 MHz to 20 MHz, as shown in Figurd.ZThe normalized PSD of the

GPS L5 signal can therefore be approximated as

)|
B SiN T
GLS(f ) =Te 3 (2-8)
fe

where G, is the normalized PSD of the L5 spreading code, Bn=1/ f. is the L5

spreading code chip duration.
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Figure 2-3 — Example of GPS I5 Code (Left) and GPQ5 Code (Right) Normalized
Auto-Correlation

The purpose of the NH sequences is three-foldt, Flue to their periodicity, they narrow

the code spectral line separation from 1 kHz to H@0and 50 Hz on the data and pilot

channels respectively. As illustrated in Figure, 2t4as the effect of reducing the power

carried in each spectral line and therefore, toaanb the L5 signal inherent mitigation

capacities against narrow-band interference.
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Figure 2-4 — GPS L5 and C/A Normalized Power Spedt Density Spectrum (Left)
and GPS L5, 15 and Q5 Normalized Power Spectral Desity Spectrum (Right)
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As shown in Table 2.2, the NH codes also improwe ¢hoss-correlation properties
amongst spreading codes. Finally, as they are eignith the navigation data and
symbol bits, data synchronization can be perforrgdcorrelating the received NH
sequences with the locally generated ones. Thishadeprovides better reliability
compared to classical techniques such as the héstogrocess (van Dierendonck 1997).
From the above, and taking the propagation time adcount, the L5 signal received

from a particular satellite at the receiver antec@a be represented as

(2-9)

)= Il et

+NH,, (tL5 (t))CQS (tL5 (t))Sin(znthth (t) + ﬂ.s)

where P_(t) is the instantaneous power of the received L5 aigd(t)is the NRZ
materialization of the navigation data hit,(t) and CQS(t)are the NRZ materializations

of the L5 PRN codes on the data and pilot chanmsigectively, NH,,(t) and NH,(t)

are the NRZ materializations of the L5 NH codes tba data and pilot channels

respectively, f . is the L5 frequencyg, is the initial carrier phase offsetyt) is the
noise on the received signal, ang.(t) is a function incorporating the effects of

propagation delay and Doppler shift on the receigdignal.

The noise is again assumed to be a zero-mean AWGHegs. However, to account for
the larger filter insertion loss expected due toremstringent filtering requirements, a
larger L5 noise figure has been suggested by He@a006). The -200 dBW/Hz noise
floor value he proposed has been widely acceptddsatmerefore used herein.

In general,t,(t) will differ fromt,,,(t); this is due to the presence of a dispersive

medium on the satellite-to-receiver propagatiot pat
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Now that the structures of the C/A and L5 signagehbeen discussed, it is interesting to
review the limitations of the C/A signals and hdwe L5 signal is expected to improve on

these.

2.4 GPS C/A Signal Limitations and Improvements Broughtby GPS L5

The desire to use GPS under ever more challengindittons has shed light on some
limitations of the legacy GPS system and its uniggian signal, the L1 C/A code.
GPS modernization and, in particular the L5 sigmadre intended to overcome these
limitations. From a signal perspective, these ktniins can be summarized in three main
points: sensitivity, reliability and accuracy. TG#A signal limitations and improvements
brought by the L5 signal will be discussed in lightall the signal processing operations

which include acquisition, tracking and data deniatiion.

2.4.1Acquisition Reliability

Acquisition reliability refers here to the receigeability to acquire the signal spreading
code autocorrelation main peak. In this respeat, ttho main sources of unreliable
acquisition are the auto- and cross-correlatiore gidaks. The C/A signal provides a
minimum isolation of 23.9 dB against both. Althougffiering a very reasonable margin
in open-sky environments, this value may appeay Vienited in more challenging

environments where signals suffer from severe a#tton and multipath conditions. The
main challenge arises when the signals reach tesves with very different power. This

is often the case in urban canyons where somelsignave at the receiver after passing

through materials (e.g. concrete buildings) whiteeo arrive unobstructed. The power
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difference can easily reach the C/A cross-cormafirotection level. As demonstrated in
MacGougan (2003), such occurrence can lead todipeisition and tracking (over short
periods) of cross-correlation peaks. The easiest waprovide higher reliability is to
design codes that exhibit better correlation priger This can be achieved using longer
codes. In this perspective the L5 PRN codes adfeg truncated Gold family, correlation
properties close to the theoretical bound (Rieal€2002). In particular, as shown in
Table 2.2, the L5 auto-correlation and cross-cati@h side peak protections are
increased by 5.1 and 2.5 dB respectively with respe the C/A code. As explained
earlier, the most significant gain is the 2.5 dBprovement in cross-correlation peak
isolation.

Furthermore, the presence of secondary codes resdlie correlation properties of the
L5 spreading sequences. As shown in Table 2.2, whercorrelation is taken over a
PRN code period, the NH codes improve the L5 caige- and cross-correlation side
peak protections by an additional 0.4 and 1.7 d&peetively, which is particularly
interesting in terms of cross-correlation side pe@aitection.

However, as illustrated in Figure 2-3, they cresgeondary auto-correlation side peaks
when the correlation is taken over the full 15 d¥ t@gred codes. This implies that the L5
tiered codes auto-correlation side peaks proteétiorduced to 14 dB on both data and
pilot channel. As underlined in (Ries et al 200Rgse peaks create a risk for biased
acquisition. Furthermore, Macabiau et al (2003) odestrated that, due to their short
length, the NH code correlation properties are ttyedfected by residual Doppler errors.

In the presence of frequency errors as small adzZ3@he auto-correlation side peaks
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protection could drop to 6.8 dB (ibid). This paul&r issue will be further discussed in

Chapter 4.

2.4.2Tracking Sensitivity

Tracking Sensitivity is defined here as the minimpne-correlationSignal-to-Noise
Ratio (SNR) that ensures the correct tracking of theaigEquivalently, the tracking
sensitivity of a receiver will determine the maxim@mount of attenuation GPS signals
can undergo without compromising the receiver’slitgbto remain locked onto the
incoming signal. Designing signals that would lowbe receiver tracking threshold
would greatly enhance satellite navigation in ddgda environments such as urban
canyons or indoors where attenuations of 20 dBanemare common.

In principle, the easiest method to increase theimam level of permissible attenuation
is to increase the signal power at the satellitd. &éfhe specified minimum receiver
powers are -158.5 dBW and -154.9 dBW for the C/Al &b signals respectively.
However, according to Hudnut et al (2004), the alc@/A received power seems to be
varying more between -154 dBW and -157 dBW. Ifrailsir trend were to occur for the
L5 received power, the overall gain in received eowould be 3.6 dB. This gain,
however, would be counterbalanced by the fact thatL5 noise floor is about 5 dB
higher than the C/A noise floor.

The easiest way to increase tracking sensitivityoismprove the correlation gain or,
equivalently, the post-correlation SNR. To this eimdreasing the coherent integration
time is the most efficient strategy. The coheretggration process, however, is limited

by two mechanisms: 1) unknown data bit transitioe tb the presence of a navigation
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message, and 2) susceptibility to frequency errBrsvided frequency errors can be
constrained, the presence of a dataless channgiroaie significant sensitivity gains.
(Watson 2005) demonstrated that for a stand-aleceiver, coherent integrations in
excess of one second remain extremely challengigeasing the coherent integration
time from 20 ms (symbol bit duration on the C/Ar&t) up to one second can provide an
additional 20 dB gain in post-correlation SNR (iavhich, in principle, would be
feasible for static applications and using a higttble receiver oscillator. An alternate
strategy consists in using non-coherent integratiorhis technique is based on the
summation of successive squared coherent cornetatidssuming that the coherent
integrations are aligned with the data bit traihis ttechnique presents the double
advantage of being less sensitive to frequencyr eamal data bit transition than the
coherent integration strategy but the squarindnefstuccessive correlation outputs has the
disadvantages of removing the information aboutdd@ bit sign and squaring the noise
components. The latter translates into squaringelogLachapelle 2004) that reduce the
gain of the non-coherent integration technique. édwer, the lower the post-correlation
SNR after the coherent integration time, the higherlosses (ibid).

The receiver tracking sensitivity is also a funetiof the individual code and carrier
tracking loops implementations. In this regard, ¢heier tracking loop is known to offer
the worst performance (Ray 2005). In particulae, th C/A carrier sensitivity is limited
by the occurrence of a 180 degree phase shiftialaelata bit transition, that requires the
use of a Costas loop for phase tracking. The poeseha pilot channel (that does not

exhibit these sudden phase shift) enables the tiqeure Phase Lock LoopPLL)
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discriminators. Julien (2005) demonstrated thatnkis to their wider linear region, these

discriminators could improve phase tracking sevigjtby approximately 6 dB.

2.4.3Tracking Accuracy

The accuracy of a tracking loop is characterizettdyesistance to the following tracking

error sources: 1) thermal noise, 2) multipath,ri@¢rference, and 4) receiver dynamics.
Noise and multipath will more severely affect thmle tracking loop than the carrier

tracking loop, whereas interference may greatlgafboth (Ray 2005). The impact of

these errors on code tracking accuracy dependsaplynon the spreading sequence used
to modulate the signal. To that end, higher chigpiate provides superior inherent

mitigation capacities.

For a given signal, a lower bound on code traclkioguracy due to white noise can be
obtained using itRoot Mean SquaréRMS) bandwidth (Betz 2002). This lower bound,
based on the performance of a maximum likelihoodmador of the time of arrival

driving aDelay Lock LoogDLL), is given, in units of seconds, by

O.g 2B (2-10)
with
Brus = T f2G(f )df (2-11)

-B

where ;s is the RMS bandwidth of the signd®, is the DLL filter one-sided noise

B
bandwidth, A = J'G(f )df is the fraction of power remaining after bandlimgithe signal

-B
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to + BHz, C/N,is the carrier-to-noise PSD ratio (over theBHz bandwidth) and

G(f)= # is the normalized signal PSD.

It can be seen from Equations 2.11 that a sigral carries more power away from the
carrier frequency will have a greater RMS bandwidiid therefore will be better able to
mitigate white noise. As confirmed by , signalsngsa 10.23 MHz chipping rate
(including the GPS P(Y) and L5) possess an RMS watid approximately three times
greater than signals using a 1.023 MHz chipping (aicluding the GPS C/A and L2C)
and, accordingly, are expected to provide a mocerate code tracking accuracy in the
presence of white noise. It is interesting to ribtd a tenfold chipping rate increase only
translates in a three fold code tracking accuragyrovement. This limited enhancement
can be explained by frontend filtering effects thiatit the effective signal power
received by the receiver. It is also a consequaicthe spectral shape of the PSK-
modulated signals. Indeed, as outlined in Betz 22@dd Julien (2005), modulations that
carry the main part of their power around the @drftequency are not optimal in terms
of noise mitigation. In facBinary Offset Carrie(BOC) modulations, that possess a split
spectrum, provide greater resistance to white noise

Similarly, the resistance of a signal to narrow<barterferences can be assessed through

its effective rectangular bandwidfly . The effective rectangular bandwidth of a signal’s

PSD is defined in Betz (2002) as the bandwidth fctangular spectrum having both the

same maximum and the same area. It can therefoseitben as:
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Teﬁyﬁ

ﬁrect = G( fmax)

(2-12)

whereG(f,__ ) is the maximum value of the signal’s PSD.
Greater values of3,., provide better resistance to interference. Thianderstandable

since the wider the effective rectangular bandwidtie smaller the amount of energy
carried in a given small frequency band and, tloeegfthe less the narrow-band

interference is likely to affect a significant paftthe useful signal.

Table 2.3 — Signal Modulation Spectral Characterists (Betz 2002)

Signal Modulation RMS Bandwidth Effective Rectangular Bandwidth
BPSK (1) 1.1 1.0
BPSK (10) 35 9.3
Computed with a receive bandwidth of 24 MHz

As shown in , signals using a 10.23 MHz chippinig @ossess an effective rectangular
bandwidth approximately nine times greater thamalg using a 1.023 MHz chipping
rate. Therefore, the L5 signal is expected to be &fected by narrow-band interferences
than its L1 counterpart. It is important to notattthe values shown in do not account for
the effect of secondary codes. As underlined irs Rieal (2002) and confirmed by Figure
2-4, the NH sequences lower the amount of energyedan individual spectral lines by

10 and 13 dB on the data and pilot channels, réispbc This effectively reduces the
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maximum value of the L5 signal PSD and further éases its effective rectangular
bandwidth.

In terms of multipath, a general rule of thumbhiattreflected signals with a delay greater
than one chip will not have a significant impact toacking (Ray 2005). Accordingly,
signals using a faster chipping rate (or, equivlfersignals with shorter code chip
durations) will exhibit lower susceptibility to Ignmultipath. Numerous publications
comparing the impact of multipath on code trackiogthe GPS C/A and P(Y) signals
and other signals have confirmed this statement demonstrated that, in terms of
inherent resistance to long specular multipath Lfhaignal will significantly outperform
its L1 counterpart (e.g. Braasch 1997, Betz 2002n004). However, as underlined in
Hegarty et al (2004a), true specular multipath lyareccurs in typical multipath
environments. In these environments, short-delaitipaths are usually dominant and
multiple multipaths frequently co-exist and intarddénder these conditions, Hegarty et al
(2004a) showed that the performance of wide bantims@jnals (such as the L5 signal)
do not provide significant improvements over nartmamdwidth signals (such as the C/A
signal).

The impact of noise and multipath on carrier tragkaccuracy depends primarily on the
carrier wavelength (Ray 2005). To that end, a snosavelength improves the signal
inherent mitigation capacity against noise and ipath. As previously mentioned, the
L5 and L1 signals’ wavelengths are 25 cm and 19espectively. This implies that in
terms of carrier tracking the C/A signal is morsis&ant to noise and multipath than its

L5 counterpart.
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The impact of dynamics on carrier tracking depeprimarily on the order of the tracking
loop used. In this regard, a tracking loop of ordels resistant to receiver to satellite

LOS dynamics of order—1 (Ward et al 2006).

2.4.4Data Demodulation Sensitivity and Reliability

It is necessary to properly decode the navigatiessage in order to derive pseudorange
measurements and calculate navigation solutionsa damodulation performance is
affected by: 1) post-correlation SNR, 2) carrieagd tracking sensitivity and reliability,
and 3) navigation message encoding. As previousintioned, the C/A navigation
message has a data rate of 50 Hz. This relatively date, compared to a typical
communication device, allows an acceptaBle Error Rate BER) for common SNR
(Van Dierendonck 1997). However, the simple pacityeck algorithm implemented on
the GPS C/A navigation message offers limited dersign performance (Spilker
1997a).

Considering that the L5 and C/A navigation messagesroadcast with the same 50 Hz
data rate, the L5 post-correlation SNR is redugedgproximately 6 dB when compared
to its C/A code counterpart. This degradation itssfrom a 3 dB loss entailed by the
QPSK modulation (since the data channel is onlycalied half of the total power) and
another 3 dB loss due to the convolutional encodsigce the symbol bits only last
10 ms and therefore carry half the amount of poe@mtained in a full data bit).
However, the convolutional encoding can improve BER by approximately 5 dB

(Spilker & Van Dierendonck 2001) and therefore ryosbmpensate for this degradation.
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Furthermore, pure PLL tracking is expected to imprthe L5 carrier tracking sensitivity
by approximately 6 dB; this improvement will trazig in a direct increase of the L5 data
demodulation sensitivity. Besides, Julien (2006)ndestrated that pure PLL tracking
also reduces the occurrences of half and full cgtifes which significantly enhance the

data demodulation reliability.
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CHAPTER THREE: SIMULATION TOOLS

This chapter introduces the tools that will be usethe subsequent chapters to evaluate
the L5 signal performance. Since this signal is yedttransmitted by GPS satellites, an
L5 signal simulator is required. Similarly, few dfe-shelf GPS L5 receivers are
currently available. In addition, the performancealgsis enabled by commercial
receivers is limited by two factors: 1) the aldomis they implement for signal
processing (e.g. acquisition and tracking) and getion solution condition their
performance but are not typically available to as@nd 2) their outputs are typically
limited to the measurement and position domaindéight of the above, an L5 receiver is
also needed. The goal is therefore to develop domeptary simulation tools that
accurately model the generation and processindh@fL6 signals at théntermediate
Frequency(IF) level. This chapter starts with a descriptmnthe various error sources
involved in GPS positioning with particular emplsagin their impact on the signal
processing functions of the receiver. The L5 hardveaamulator is then introduced and its
ability to model the various error sources previpuwescribed is thoroughly explored.
Following this, the global architecture of the Ld&ftevare receiver developed in this thesis
is discussed. Specifically, the operation whichtishe core of signal processing, namely
signal correlation, is discussed in details. Finathe derivation of the necessary truth

information is described and its accuracy assessed.
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3.1 GPS Error Sources

Several errors play a role in GPS positioning. Eattihese error sources is briefly
discussed here. A more comprehensive overviewso&RS error budget can be found in

Parkinson (1997b), Misra and Enge (2006) or Coategl (2006).

3.1.1Satellite Ephemeris Errors

Satellite ephemeris errors occur because the isagedisition broadcast in the navigation
message does not match the actual location of dkadliee. The navigation message
contains a set of ephemeris parameters that am toseredict the position of GPS
satellites. To this end, the GPS orbits are modedie purely elliptical Kepler orbits
perturbed by various forces including non-spheri€aith gravitational harmonics, lunar
and solar gravitational attraction and solar fli®pilker 1997c). To provide a better fit,
the parameters for this model are updated reguladged on measurements made by
several ground stations. In normal operation, thanterval is four hours and the range
errors resulting from ephemeris inaccuracy havéaadard deviation of approximately
2.6 m (Lachapelle 2004), although this level of fpenance is improving on a
continuous basis.

This accuracy quote is valid for current satellitgeadcasting the legacy navigation
message (NAV format); however, the new generatmn&PS satellites (including the
IIR-M satellites) will broadcast the modernized GBigil signals and, therefore, the
modernized navigation message (C-NAV format). Tlesy message includes additional
ephemeris parameters that should further improgeatitcuracy of the broadcast satellite

positions. Unfortunately this message is not yahdmitted by any GPS satellites. The
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IIR-M satellites currently in orbits are capablembdulating either navigation message
on the L2C signal they transmit (IS-GPS-200D). Heere as shown in (Muthuraman et
al 2007), the L2C signal is currently broadcastheiit any navigation message. This
implies that the accuracy of the modernized sefpbiemeris parameters has not yet been
assessed.

It is important to bear in mind that this kind afa@ will be seen by the receiver as a
slowly varying bias in the LOS signals’ propagattone. Olynik (2003) showed that the
satellite orbital errors were strongly correlategeater than 90%) over time intervals
shorter than five minutes. However, in terms ohalgorocessing, the main concern is a
change in the signal characteristics during cotiargagration times; or, in the case of
tracking, during a period of time smaller than thecking loop response. These time
intervals typically range from a few milliseconds less than one second. This implies
that the ranging bias induced by a satellite ephisneeror will be estimated and tracked

without error in the acquisition and tracking maeltgspectively.

3.1.2Satellite Clock Error

The satellite clock error is the difference betwdba true GPS time and the time
maintained in a GPS satellite. The satellites usgly stable atomic clocks (e.qg.
rubidium or caesium). These clocks, however, arepsofect and drift with time. A
typical value for this drift is 1 part in 1 over a day, which is equivalent to
approximately 18 s or 3.5 m. This drift, originating from a deviati of the oscillator
from its nominal frequency, is often called the ilbstor frequency noise. The ground

stations closely monitor and estimate this dewgtio turn, a set of clock parameters is
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included in the navigation message and can be asdde receiver end to correct the

satellite time in the following way (Spilker 1997a)

TS(M)=t+a&5(t)

dS(t) = afO + a‘fl(t _toc)+ afz(t _toc)z +Atr _TGD (3-1)

wheret is the GPS timeT °(t) is the time maintained by the satellite afid(t) is the

satellite clock error,a,,,a,,a;, are the zero, first and second order clock caoect
coefficients referred to time,, and expressed in s'@nd & respectively,At, is the
relativistic correction term expressed in s ang is the group delay expressed in s.

After corrections, the current range biases dusatellite clock errors have a standard
deviation of approximately 7 ns, or equivalently th (Lachapelle 2004).

It is interesting to note that satellite clock esravill again be seen by the receiver as
slowly varying biases. Olynik (2003) showed that Hatellite clock errors were strongly

correlated (greater than 90%) over time intervalster than one minute. As mentioned
before, this implies that ranging biases induceddtgllite clock errors will be estimated

and tracked without error.

3.1.3Tropospheric Errors

Tropospheric errors occur when signals propagataugih the layer of the atmosphere
called troposphere. This neutral layer of the aphese extends up to about 70 km above
the earth’s surface and perturbs the signal's majens by slowing the signals and
bending their paths. The typical measurement elt@ to the tropospheric effect is
around 2.4 m for a zenith satellite and can in&dag a factor of about 10 for low

elevation satellites (Skone 2005). The tropospleerer is composed of a wet and dry
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(hydrostatic) component. The dry component accofant80-90 % to the total error but
can be predicted with an accuracy of about 1% etz#mith using meteorological data.
The wet component accounts for only 10-20 % tatoked error but can only be predicted
with an accuracy of about 10-20 % using meteorchgiata.

Olynik (2003) showed that the tropospheric delagamms highly correlated (greater than
90 %) for time periods shorter than ten minuteslesls exceptionally high tropospheric
activity is encountered, the slow changes in trppesic delay will be easily estimated

and tracked in the receiver without bias.

3.1.4lonospheric Errors

lonospheric errors occur when signals propagateutir the layer of the atmosphere
called ionosphere. This layer of the atmosphereersd approximately from 70 to
1000 km above the earth’s surface and is compoketiazged elements (i.e. ions and
free electrons). These electrons directly impaetgtopagation of the GPS signals. They
have an opposite effect on the code and carrigropoof the signal, namely they delay
the code (i.e. the navigation message and the Ripesce used to spread it) and
advance the carrier by an equal amount. The presenitee electrons is closely related
to solar radiation. Consequently, the magnitudéhefionospheric error is influenced by
solar cycles and shows diurnal variations with mmaxn effects typically occurring at
1400 local time (Skone 2005). Another interestihgracteristic of the ionosphere is that
it is a dispersive medium that impacts signalsed#htly based on their transmission

frequency. More specifically, the range error inelliby the ionosphere is proportional to
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the squared inverse of the transmission frequenig. implies that the L2 and L5 signals
are more adversely affected by ionospheric erf@s the L1 signal.

Although large variations can be observed dependimgeceiver location and solar
cycle, the typical measurement error due to thespheric effect is approximately 5 m
for a zenith satellite broadcasting a signal at lthefrequency and can increase by a
factor of about 3 for low elevation satellites (8ko 2005). This translates to
approximately 9 m for a zenith satellite broadcagt signal at the L5 frequency.

Using its dispersive property, dual frequency usees able to correct the first order
ionospheric error which comprises 99 % of the tatalay (Skone 2005). In contrast,
single frequency users can only correct for appnaxely half of the ionospheric error
using the broadcast ionospheric correction parasé¢idobuchar 1997). For these users,
the ionospheric error typically remains, even aft@rection, the dominant error. In light
of the above, the interest of GPS modernizatiorcifatian users becomes obvious.

In general, the ionospheric delay varies prettyatmly; Olynik (2003) showed that, even
during periods of high ionospheric activities, tbeday remains highly correlated (greater
than 90 %) for time periods shorter than five masutThis again implies that the
ionospheric delays will be interpreted as part leé propagation path during signal
acquisition and tracking, and therefore will natuse additional errors at these stages. It
is important to note however that sudden changésniospheric delays do occur. These
sudden variations can happen during ionospherimstor ionospheric scintillations and
usually translate into sudden phase jumps and pewpr fades (Skone 2005, Psiaki et al
2007). These very abrupt changes in the phasesattteived signal can be assimilated to

high dynamics and can potentially lead to losshatge lock (Yu 2006).
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3.1.5Receiver Clock Error

Accurate time keeping is one of the fundamentaiqypie and key requirement that GPS
relies on to provide accurate measurements andigrosi As previously mentioned this

requirement is fulfilled, at the satellite end, Wsing highly stable atomic clocks and by
providing corrections to GPS users when deviatifsoen the nominal frequency are

observed. At the receiver end, cost, size and p@easumption restrictions generally

prohibit the use of atomic clocks. The common appinas therefore to use a lower grade
oscillator and to estimate its timing errors (éatas and drift) as part of the navigation
solution. Interestingly, the receiver’s oscillatonperfections will also result in phase

errors that may impair the proper processing, angaiticular tracking, of the received

signal.

The oscillator frequency noise can usually be medehrough three main components:
namelyRandom WalKRW), flicker and white frequency noise. The résgl noise PSD

can be written as (Winkel 2003)

1(h, h_
SOsc_Noise(f ) = E(f_s + Tl + hoj (3'2)

where h_,,h; and hyrepresent the random walk, flicker and white congms of the

frequency noise.

The associated timing error is usually charactdrtbeough its Allan variance. A detailed
treatment of this characterization can be foundlian et al (1997). In brief, the Allan
variance represents half of the root mean squatteeodhange in frequency error between

two adjacent samples (Petovello & Lachapelle 20@0hkel (2003) shows that the three
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components of the oscillator frequency noise walé different impacts on the Allan

variance of the oscillator

()= % +2In(2)h,, + % A, (3-3)

where d is the true time interval between the two adjasambples.

Oscillators can be broadly categorized into twoili@st the quartz crystal and the atomic
oscillators (Raquet 2004). In the former, the nahoscillating frequency is obtained by
stimulating a quartz disc with an electric fields a result, this reference frequency is
sensitive to temperature. In addition, three typégjuartz oscillators can be defined
depending on the level of protection they offer iaglafrequency variations due to
temperature changes: the p@wgystal Oscillators(XO) offer no mitigation against these
frequency variations, th€emperature Compensated Crys@dcillators (TCXO) use a
sensor to determine the temperature and to comigertea oscillating frequency
accordingly, and th®ven Controlled Crystal Oscillatof©CXO) keep the temperature-
sensitive components in a stable oven at a temper#tat does not affect the oscillator
frequency. The atomic oscillators, on the otherdharse quantum physics properties to
define their nominal oscillating frequency. Caesiana rubidium clocks are well known

examples of atomic oscillators. Winkel (2003) giweset oh_,,h, and h, values to

represent the five aforementioned types of osoillathese values are shown in Table
3.1, and their corresponding Allan variances ao#t@dl inFigure 3-1.

It is important to bear in mind that each osciltai® unique in its own category; the

parameters shown here are just meant to conveynhartance of oscillator quality and

to illustrate their expected stability behavioueovarious time intervals.
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Table 3.1 — Parameters for a Set of Oscillators

Oscillator Parameters
ho[s] h.. h., [Hz]
Quartz 2&?° 762! 26%°
OCXO 1e* 1% 26?0
TCXO 8e?° 2% 46
Caesium 2¢° 76 16%°
Rubidium 16" 1% 26”3

Allan Standard Deviation [sis]

| ——quartz
| T OCX0
10 7 —texo
caesium |- S RIS HHHE
| —— rubidium [ e s

10" 10° 10’ 10° 10' 10 10"
Time Interval Between Samples [s]

Figure 3-1 — Allan Standard Deviation for Quartz, TTXO, OCXO, Rubidium and
Caesium Oscillators
As underlined in Raquet (2004), each type of ascitl comes with its specific tradeoffs
(e.g. in terms of size, cost, power consumption stiadhility). Atomic clocks offer the

best long term stability but are usually expensiheavy and have high power
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consumption. They are therefore well suited for GB®llites where they can extend the
interval over which the broadcast oscillator b@dsft and drift rate corrections are valid,
and thereby limit the number of required uploads tfeese parameters. However, as
illustrated in Julien (2005) and Watson (2005)natoclocks are not necessarily ideal for
receiver operations where short and medium terbilgias are of major interest (as they
condition the efficiency of the coherent integratiprocess); and low cost, weight and
power consumption are often preferred.

Additional oscillator phase noise may arise dugilwations caused by receiver motion.
The vibration-induced phase errors are stronglateel to the g-sensitivity of the
oscillator. They are often referred to as extepialse error, as opposed to internal phase

error caused by inherent oscillator instabilities.

3.1.6Thermal Noise and Interferences

Noise and interferences that spectrally overlaml (dnerefore obscure) the GPS signals
will degrade the performance of GPS receivers. pgosed to noise, which is always
present, interferences are generally intermittBeing a spread spectrum system, GPS
offers some inherent level of protection againstriierences. Additionally, the impact of
interferences on GPS signals will remain largelyndiboned by their spectral
characteristics. To this end, intentional and wemtibnal interferences are generally
classified as either narrowband or wideband depgndn the ratio of the interfering
signal bandwidth to that of the GPS signals. Comnmbarferences and their negative

effects on GPS operations are reviewed hereafter.
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Thermal Noise
Thermal noise corresponds to the ambient noiseeptest the receiver antenna. It is

assumed to be AWGN, with a PSD equal to

Ny = KgTg)e (3-4)

with the system noise temperature given by

T

Sys

=Tyt Tx (3-5)

where K is the Boltzman constant with value38e W /K /Hz, Ty, is the sky noise

temperature with valu®OK (for aviation applications), andl, is the receiver

temperature defined through the Friis formula dsnetion of frontend architecture and
ambient temperature (Van Dierendonck 1997).
As previously mentioned -205 dBW/Hz and -200 dBWéte typical values for jNat the

L1 and L5 frequencies respectively and are usemlgirout this dissertation.

Narrowband Interference

Narrowband interference is generally a man-made sikffal with some narrower
bandwidth than the GPS signal of interest. It igedy rejected by GPS processing as the
signal is spread across a wide bandwidth, makirgpjitear as a weak near-white noise.
The spreading operation also reduces the powdeddy each spectral line. For the C/A
signal, this reduction is at least 18.3 dB, witle #wverage reduction close to 30 dB
(Spilker 1997b). As previously mentioned, the u$easecondary code enhances the

inherent narrowband interference mitigation capeiof the L5 signal by 10 dB and
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13 dB on the data and pilot channels, respecti@gsides, owing to its fast chipping
rate, the L5 PSD is ten times wider than its L1 @@unterpart further reducing the
impact of narrowband interferences of the L5 signal
However the narrowband interference environmemhase severe on L5 than on L1 as
aeronautical signals such as the DME/TACAN or JTNDI®S are transmitted in the L5

band. Their impact on the L5 signal is thoroughiydged in Bastide (2004).

Wideband Interference

One common source of wideband interference is dBi¢8S signals transmitted at the
same frequency. In this regard, intra-system iaterice refers to GNSS signals
transmitted from a different GPSpace VehicldSV), while inter-system interference
refers to GNSS signals broadcasted from satellégaming to a different GNSS
constellation (e.g. Galileo or GLONASS). To limlitetimpact of intra- and inter-system
interference, efforts are made to carefully selket GNSS signals’ spreading codes and
modulation. In particular, Ries et al (2002) highlis the importance of carefully
designing the Galileo E5a spreading codes to ergaod interference protection against
the GPS L5 signals. Similarly Betz (2002) undedirtliee interesting spectral separation

properties of BOC modulated signals.

3.1.7Multipath

Multipath is the phenomenon whereby a GPS signaleiected or diffracted from
various objects and therefore arrives at the receantenna via multiple paths (Braasch

1997). It can be either diffuse or specular. Spacoiultipath originates from reflection
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over large and smooth surface. Specular multigatisually stable and relatively easy to
model using the Snell’s laws of reflection (Sndlil621). An example of such multipath
is given in Figure 3-2.

Satellite

m@m
-:;:‘l‘

Obstacle

Figure 3-2 — Excess Propagation Length on Non Linef-Sight (NLOS) Paths

Diffuse multipath, on the other hand, happens wthenincoming signal is reflected in

many directions by a rough surface. The roughnésssorface can be determined using
the Rayleigh criterion (which compares the meag sizthe surface’s irregularities with

the signal wavelength). Generally, diffuse multipét less stable and more difficult to
model than its specular counterpart.

In general, the nature of the reflective surfac# greatly impact the multipath delay,

phase and amplitude. This, in turns, will condittbe overall effect of the multipath as it
recombines with the LOS signal and/or other muthipsignals. The effect of multipath

on the incoming signal’s code, carrier and ampétusl thoroughly described in Ray

(1998), while its effect on the incoming signal’sfipler is discussed in Watson (2005).
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At the signal processing level, the correlatiomiBnear process and as a consequence,
the correlation between the incoming signals (dieexd reflected) and the local code and
carrier replicas will be the sum of the individwarrelations. The superposition of the
direct and reflected signals’ correlation with theal code replicas is illustrated in Figure

3-3 for various delays and vario8gnal to Multipath power RatiqgSMRSs).
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Figure 3-3 — Impact on the Normalized L5 Correlation Function of In-phase
Multipaths with 0.2 (Left) and 0.5 (Right) chip dely and for a 6 dB (Top) and 12 dB
(Bottom) SMR
This figure shows that the distortion of the reggitcorrelation peak depends upon 1) the

width of the correlation function, 2) the multipadkelay, 3) the multipath amplitude and

4) the relative phase of the direct and reflectgdads. These distortions can translate in a
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displacement of the correlation main peak andimodification of the correlation slopes.
As will be seen in Chapter 5, these distortions ipact the code tracking accuracy.
Similarly, the phasor of the direct, reflected aminposite signals after correlation with
the local carrier replicas is illustrated in Fig@rd. This figure shows that the phase error

is bounded to a quarter of a wavelength.

Composite

Reﬂecten:ti

Direct

Figure 3-4 — Phasor Diagram of Direct, Reflected ahComposite Signals

Now that the major GPS error sources have beeremies, their implementation in the
Spirent hardware simulator (and, more generallyhenL5 IF samples data collection set-

up) can be discussed.

3.2 GPS L5 Hardware Simulator Realization

A Spirent GSS 7700 hardware simulator is used hera&lthough this simulator is
capable of outputting L1, L2C and L5 signals at RE level, only the L5 data is
simulated here. The L5 RF signal is simulated basethe input simulation parameters
(e.g. location, time and atmospheric conditiong)sem by the user. It is computed as the

sum of the signals broadcast by all the satelitegiew plus some thermal noise. The
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next subsections describe how the satellite cdagstal is obtained, and how individual

L5 signals are modeled.

3.2.1Satellite Constellation

The GPS constellation can be based on either adtast ephemeris or a broadcast
almanac file. These files can be downloaded, famgde, from theCrustal Dynamics
Data Information SystefCDDIS) institute website. Using this informatidhe true GPS
satellite location can be determined at any givere.t Based on the specified receiver
location and simulation time, satellites situatediotw the user’s horizon are discarded.
Additionally, the user can decide to reject mortelfites (e.g. include the effect of an
elevation mask or to exclude a particular satgllie study the impact of satellite
geometry on position reliability and accuracy.sltalso possible to simulate a kinematic
receiver; to this end, a wide range of dynamics lmaisimulated to mimic various types
of motion including that of cars, boats or plan@ace the satellites in view are selected
and their position relative to the receiver comdutithe transmitted signals have to be

modeled for each satellite.

3.2.2GPS L5 Signals Modeling

The L5 RF signals are modulated following the Ldgnai interface control document (I1S-
GPS-705). The structure of the received L5 sigmatherefore similar to Equation 2.9.
However, the user can vary some parameters ingutie broadcast signal power and

navigation message as well as the propagation slalay Doppler effects.

Signal Power



54
The signal power for individual satellites is usetectable. It can be chosen to reflect
physical phenomenon (e.g. power attenuation over gifopagation path or specific
antenna gain pattern) or set arbitrarily to quarttie effect of various SNRs on receiver

performance.

Navigation Message

The navigation message is reconstructed based @ringjut ephemeris file. Unless

otherwise specified by the user, the broadcastraphe message perfectly matches the
simulated GPS constellation. As discussed in tle¥ipus section the satellite-induced

errors (including ephemeris and clock errors) iteisud slowly varying ranging bias that

does not have a significant impact on the signatgssing functions of the receiver.

Consequently, these errors are not simulated herein

Propagation Delay and Doppler Effects

The propagation delay and Doppler effects are coedpto include the effect of user-
satellite geometry (i.e. the true geometric rangd eange rate) plus any other error
sources specified by the user. In particular, itpessible to include the effect of
atmospheric errors. As with the satellite-inducadrs, the atmospheric errors result in a
slowly varying ranging bias that does not have gnificant impact on the signal
processing functions of the receiver. Consequeatttyospheric errors are not simulated

herein.
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It was previously mentioned that ionospheric siations can affect signal acquisition
and tracking. However, ionospheric scintillation inge a particularly difficult

phenomenon to model, the Spirent simulator doesff@t the option to model it.

Multipath
Many attempts have been made to characterize ratlitip different environments (Jahn
et al 1996, Brenner et al 1998, Dottling et al 2004chapelle et al 2004, Hu et al 2007).
They tend to show that the impact of multipathhe GPS propagation channel can be
divided into near and far echoes; the former represliffuse multipath and the later
correspond to specular multipath. The Spirent siouloffers several options to model
both.

In terms of specular multipath, it is possiblesitmulate signals reflected from the ground
or from a vertical object with user selectable rategion coefficient. Since the hardware
simulator can only generate twelve RF signals @idiclg LOS and reflected signals) at
the L5 frequency, the user must specify, in bogesawhich satellites will be affected by
such reflections.

In terms of diffuse multipath, it is possible toeus more complex model based on an
elevation-azimuth category mask editor. In this slpdirrival angle is resolved into
satellite elevation and azimuth in 5-degree incrador positive elevation only; and
each bin is defined as belonging to one of the fmategories: 1) obstruction, 2) LOS
only, 3) LOS + echoes, and 4) echoes only. Whilgtroloted signals are not simulated,
LOS and echoes signals suffer Rician and modifiaglétgh fading respectively (Klukas

et al 2003). The default elevation-azimuth categoask editor for urban environments
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is shown in Figure 3-5. Models are also availablesiburban environments and forest

canopies.

Cateqgory mask | Urban Canyon VI Capy | Remove | o - Categary A - Obscuration

¢ | Category B - LOS only

" Categary C - LOS + Echioes | I
30 Yiew | {? I |:|| Current category - I -

Category D - Echoes only

Elevation (degrees)
a0,

.30 0 30
Azirmuth (degrees)

Figure 3-5 — Default Elevation-Azimuth Category Ma& Editor for Urban
Environments

Examples of Rician distribution are shown in Figu. The Rician and modified
Rayleigh models used to describe the delay and pspread characteristics of multipath
signals are based on some key assumptions (Watah).2For both models, a large
number of NLOS components are presumed to be matewth unknown amplitude and
random phases. Using the central limit theorem Pdel et al 1998), the NLOS
components can be assumed to recombine into a cw@psignal with normally

distributed amplitude and uniformly distributed peaThis condition should be valid for
GPS signals as long as multiple NLOS signals dsteaind NLOS conditions are not

changing quickly over time. The second key asswnpbehind the Rician model is that
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the LOS signal power is strong and constant. Te&iaption should be valid for GPS

signals as long as they originate from high elewvatsatellites and do not propagate

through building materials.

Rician Distribution for various K

0.2

0.15

0.1

Probability

0.05

E]30 20 -10 0 10 20
Enveloppe Power [dB]

Figure 3-6 — Rician Power Probability Envelopes

Finally, the Spirent simulator also offers a meafhsntroducing controlled multipath
errors into the simulation using pseudorange rarmyssng such ramps, the user can

artificially increase the simulated geometric rafigen the receiver to any given satellite

thereby creating a perfect echo-only signal.

3.2.3Data Collection System
As previously stated, the goal was to develop &ttad would accurately simulate the L5

signal generation at the IF level. The Spirent $aan however provides RF signals at
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the L5 frequency. These signals are down-conveféed sampled) using the data

collection setup shown in Figure 3-7.

Spirent G55 7700
Hardware Simulator

I

HovAtel Euro-L5 External
Card - Oscillator
L J
FPGA

.

Data Collection
Card

.

Logged Raw L5 IF
Samples

Figure 3-7 — Data Collection Set-Up

The RF signal from the simulator is passed to aAtelvEuro-L5 card that acts as the
frontend to the software receiver (the NovAtel c@édalso a four-channel GPS L5
receiver). L5 samples are tapped at a rate of H& Msing 2-bit quantization. These
samples are then repackaged into a more compauoafarsing an FPGA card before
being passed to the data acquisition card. Thid ttean stores the samples into files for
later processing. In addition, an external osadla&ian be used to drive the NovAtel card.
This, in turn, can be used to assess the impagtdus oscillator grades on receiver

performance.
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The IF samples thereby obtained can then be prede$s post-mission, by the IF

software receiver described hereinafter.

3.3GPS L5 IF Software Receiver

The L5 IF software receiver developed herein useggeneral structure of an L1 version
developed earlier in the PLAN group by Ma et alQ20 A more advanced software
called GSNRX" and developed subsequently (Petovello & Lacha2€lis, Petovello et
al 2007) was not available for use in this workeTitructural differences between the
GPS L1 and L5 signals were highlighted in Chapteri@plementation of the L5
acquisition, tracking and data demodulation alhong developed herein in a software
receiver represents a significant part of thisitemnd is described in Mongrédien et al
(2007a). Specifically, a new acquisition module wiaseloped to enable the sequential
acquisition of the PRN and NH code delays, some/pigdt combining and also the
introduction of an intermediate tracking step. Tinecking module was extensively
modified to allow some data/pilot combining anditclude the Kalman filter-based
tracking option. A new data demodulation module waig® required to accommodate the
format of the L5 navigation message; in particulrnew subframe synchronization
algorithm and a Viterbi Decoder had to be developksl a final note, the software,
written in C/C++, was not optimized to operate @alrtime as this was not necessary to

meet the objectives of this thesis.

3.3.1Global Receiver Architecture

The general architecture of a GPS receiver is showigure 3-8.
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Figure 3-8 — High level block Diagram of a GPS receer

The three main functions of a GPS receiver areRE)signal conditioning, 2) signal
processing and 3) navigation processing. RF sigoalditioning comprises frontend
filtering, signal down-conversion, sampling and wmigation. As mentioned in the
previous section, the RF signal part is performgdhle frontend of the NovAtel Euro-L5
card. The signal and navigation processing parés marformed in software; their

implementation is described in the next subsections

3.3.2Signal Processing
The signal processing part includes acquisitiagking and data demodulation and relies

on one key operation: the signal correlation.
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Correlation
In its strict definition, correlation is the prosesf multiplying the incoming signal with
the locally generated replica of the received sfirgasequence and accumulating the
result. In addition to the effects of external dibances (such as noise or multipath) and
frontend filtering (that limits the incoming signapectrum), the correlation process is
greatly affected by the presence of a carrier. thag reason, the correlation process
presented herein also includes the frequency relhyezess. Frequency removal, or
carrier wipe-off, is performed by multiplying incamg signal with the locally generated
replica of the received carrier. It is importantriote that, since the L5 signal uses a
QPSK modulation, the correlation process has t@dréormed on both data and pilot
channels.
The L5 correlation process, as it is performedhlendata channel, is illustrated in Figure
3-9, although not accounting for the sampling aodmgization effects. The incoming
signal (given in Equation 2.9) is filtered and deeonverted to the IF frequency by the
front-end filter. Realizable front-end filters hageme amplitude roll-off, however for
theoretical purposes only “brick-wall” filters withinear phase response will be
considered. These filters reject all out-of-barefjtrencies, pass all in-band frequencies
with no magnitude adjustment, and have a lineas@hrasponse within the passband,

introducing no distortion.
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Figure 3-9 - Schematic Representation of I5 Corretaon Process

Following this, the receiver generates local inqgghand quadra-phase replicas of the

incoming signal that can be modelled as

I‘RI = CL5 (fLS (t))N HlO (fLS (t))COiZﬂ IF f\L5 (t)) (3-6)
LRQ = CI 5 (fLS (t))N HlO (fLS (t))SIn(ZTtIF 1’:\L5 (t)) (3-7)

where f .(t)= (1+A)t -7 is the receivers estimation of the time delay @nappler

shift experienced by the signal during its propegatrom the satellite to the receiver.
The (filtered) incoming signal is then multiplied bhese replicas, and the resulting
products passed through dntegrate and Dump(l&D) filter that performs the
correlation. Although effectively performed as amspation, this operation can be

modeled as (Van Dierendonck 1997)
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| =$ [S5OLR (F)at (3-8)

Q=2 |5, (LR, )t @9)

1
T
whereT, is the coherent integration time amdrepresents the filtering operation by the

front-end filter.

It is assumed that the difference between the vedesignal phasé27f .t,.(t)) and the

locally generated carrier phaderf .f,.(t) can be written a27z¥t + g, where the
frequency errord and the phase errédg remains constant over the integration interval.
Similarly, it is assumed that the difference betwéee received and locally generated
code phases can be writtendas where the code delay error remains constant teer
integration interval. Finally, assuming that theeiger front-end filter (with impulse
responseh(t)) has a one-sided bandwidthBFHz, and that the correlation process does
not straddle any data bit transition, the in-pHaesed quadra-phas@ correlation values

on the data channel can be approximated as (HR20(@3)

P =/ \sin(7exT, )
I Data — 7 Dd R(JT)MT 0045(0) + nI ,Data (3'10)

— E Dd ﬁ(df) Sin(ﬂ’d:Tl )
2 T,

QData Sln(5¢) + nQ,Data (3'11)

and, the in-phadeand quadra-phas® correlation values on the pilot channel can be

approximated as (ibid)
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e 312)
P = \sin(7FT,)
QPiIot - 7 R(JT)TT,SIn(&U) + nQ,PiIot (3'13)

where D, is the sign of the navigation symbol t(x) = I_BBGLS(f H(f)e 2 ¥df is the
correlation of the filtered incoming spreading cedth the locally generated codgl the
Fourier transform of the frontend filter impulsespense andn, y.... Nopaa: M piot
Nopiet @re independent Gaussian noises with equal power.

Modelling the I&D filter as a simple integrator Witequivalent one-sided rectangular
bandwidtH/2T, , Blanchard (1975) demonstrated that the noisepooents have the

following power and auto-correlation function

P = N, R(0) (3-14)
4T,
_ N,R(x) )

R, (x)= T (3-15)

where N, /2 is the incoming noise PSD.

Assuming perfect carrier wipe-off, the post-cortiela SNR, on the in-phase component,
is given by

_ 2PT R?(o7)

SN = -
=N

(3-16)
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Considering that the pre-correlation SNR, defineithwhe signal used before the

correlation (and after front-end filtering) is givey

PR(0)

3-17
N5 (3-17)

SNR,. =

where F~Q(O) can be seen as the power loss due to front-etetifig), the correlation
gainG, defined as the ratio between the post- and pmeledion SNRs, is given by

G = SNRow _ 2BT,R*(d7)

o2
- 2BIR (3-18)
SNR, R2(0)
which, assuming perfect code delay estimation beasimplified as
G =2BT,. (3-19)

Several conclusions can be drawn from the reshbtis/s above. First of all, it is easy to
see from Equation 3.10 that, assuming all the patrars are accurately estimated, the
navigation symbol bit sign fully appears on theadelhannel in-phase correlator output

I The ability to accurately extract the navigatgymbol bit is therefore conditioned

Data *
by the post-correlation SNR given in Equation 3I1& clear that, as long as they do not
straddle symbol bit boundaries, longer coheremgration times will increase the post-
correlation SNR and ease the symbol bit sign detetion. While a symbol bit sign
transition does not occur every 10 ms, there istartial for a transition. Consequently,
coherent integrations on the data channel areddid 10 ms. This problem, however, is
alleviated on the pilot channel where no unknowta dbét transitions occur.

The second limitation to increasing the correlatyam is due to the frequency mismatch

between the local carrier replica and the inconsiggal. As illustrated in Equations 3.10
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and 3.11, frequency error attenuates the corretattputs’ amplitude according to a sinc
function. The equivalent power attenuation thereféollows a sinc-squared function
often termed the frequency power roll-off functionhe power roll-off function is
illustrated in Figure 3-10. This figure shows thlé location of the first null of this

function is determined by the coherent integratiore T, according td, =%/T, . This

null
relation essentially describes the fact that a kHar over 1 s causes @ ghase change
between the incoming signal and the local careelica, negating all energy received. A

frequency error of approximately 44% of the coheretegration time will attenuate the

post-correlation SNR by approximately 3 dB.

Power Roll-off due to Doppler Uncertainties
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Figure 3-10 — Frequency Power Roll-off Function

The choice of the front-end filter will also playrale in the amount of signal power

processed in the receiver since a narrow filtet ek out the secondary lobes of the
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received signal spectrum. In the case of L5, thaadis main lobe occupies most of the

allocated L5 frequency band. As shown in Van Didock (1997), for a filter that

would pass the signal’s main lobe only (i.e. 2B &:4B MHz), the signal power loss

would be 0.45 dB.

As shown in Figure 3-11, the filter also has anaotpn the shape of the auto-correlation

function. In particular, it can be seen that a owarfrontend filter (FE) bandwidth will

tend to round off its main peak. This, in turn,Ivinive an impact on the design of the

receiver code tracking loop. This issue will betar addressed in Chapters 5 and 6.

MNormalized Correlation
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Figure 3-11 — Impact of the Frontend Filter Bandwidh on the Shape of the L5 PRN

Acquisition

Auto-correlation Function

The software receiver first passes the IF sampis its acquisition module. The

fundamental objectives of a receiver during sigregjuisition are: 1) to determine which
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satellites are visible, and 2) for each visibleeBig, to calculate a coarse estimate of the
received signal’'s code delay and Doppler frequeNeyious implementations of the L5

signals’ acquisition will be described and teste€hapter 4.

Tracking

Upon successful signal acquisition, the IF samplesfed to the tracking module. This
module consists of several channels (typically fameeach satellite) tracking in parallel.
The main objective of a receiver during signal kmag is to generate local replicas
(consisting of a local spreading code and a loasai&r) that match the incoming signals
as closely as possible in order to perform, forheetltannel, effective code and carrier
wipe-off and reliable navigation data bit decodifitne basic architecture of a single-
channel tracking loop is also shown in Figure 3-8.

The samples are first passed through the corraldtioction. After accumulation, the
correlator outputs are passed to an error estimdtioction that tries to accurately
determine the errors in the code and carrier plaligament. These estimates are then
used, in a feedback loop, to update the code amgicAICO and drive the local signal
generation for the next epoch. Various implemeatatiof the tracking error estimation
function are possible. Two of them will be thorolygliescribed and compared in
Chapters 5 and &€onstant BandwidtlCB) tracking is composed of a set of two or three
tracking loops: @elay Lock LoopgDLL) that tracks the spreading code delayrase
Lock Loop(PLL) that tracks the carrier phase and/¢irequency Lock LoofFLL) that

tracks the Doppler frequendgalman Filter (KF) tracking on the other hand is composed
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of a unique filter that jointly estimates the codelay, carrier phase and Doppler
frequency of the received signals.
When a satellite is being tracked, it is importemknow how well it is being tracked to
ensure that the pseudorange, Doppler and carriasepimeasurements passed to the
navigation filter are reliable and accurate. Thiadtion is performed by the so-called
lock detectors. The detectors used to confirm cdEguency and carrier lock are

described in Appendix A.

Data Demodulation

The L5 navigation message decoding is done in thieges: 1) symbol bit sign recovery,
2) Viterbi Decoding, and 3) subframe synchronizatio

Symbol bit recoveryis performed herein using hard data bit decisi@n the symbol bit
sign is set to one when the in-phase data prompeéletor output is positive). As an
example, the in-phase data prompt correlator oygmbtability distribution function of a
high signal power satellite (approximated g/®ose to 50 dB-Hz) is shown in Figure
3-12. While in this case the distributions for ifige and negative symbol bits are clearly
separated, these distributions will tend to ovendpen the incoming signal power
decreases. Such overlaps can lead to unreliablddyhit recovery and, ultimately,
jeopardize the reliability of the predicted satellposition.

Viterbi Decoding of the L5 symbol bit stream is performed contindpuge. across
subframe boundaries) using a five constraint lerdghoder. The implementation of
Viterbi decoders is well documented (Forney 19FR)wever, two particular aspects of

the decoder implemented herein require further anadlon. First, the L5 data and
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symbol bit boundaries are perfectly synchronizethwhose of the NI and NHy
sequences respectively (IS-GPS-705); this, in toan, be used to initialize the decoder
on the correct symbol bit. Second, the use of arWitdecoder introduces a delay that is a
function of this decoder’s constraint length. Ttfeesymbol bits delay introduced by the
decoder used herein must be accounted for whemuaataeg the signal reception time.

Data Bit Distribution
0.05 r
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Figure 3-12 - Symbol Bit Probability Distribution Function

Subframe Synchronizationrelies on the successive detection of the follgufigatures:

1) preamble, 2) PRN number, 3) Z-count, and 4)icyadundancy check. Once the
preamble is detected in the data stream, the sgnidation algorithm checks that PRN

number corresponds to the PRN of the satellite oeracked, that the Z-count is

increasing by one from one subframe to the nexd,that the parity of the subframe is
correct. If any of these checks fail, the algoritimreset to preamble detection. Once

synchronization is confirmed, the navigation parerseecan be read.
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3.3.3Navigation Processing

Position and velocity estimates are computed bynthegation processor using the raw
pseudoranges, Doppler measurements and navigatistrdam provided by the signal
processor. Using the raw data bit stream, the @a#ioig processor can determine the
satellite position, velocity and clock errors agé thsignal transmission time. Combining
that information with the estimated satellite-reegiranges and range rates provided by
the receiver tracking loops, the navigation processan derive final position and
velocity estimates using least-squares or Kalmigarifig (Axelrad & Brown 1997).

It is important to note that the natural measurégmehna receiver tracking loops are not
the pseudorange or Doppler measurements used inatvigation filter but rather the
local code and carrier replicas used in the cdimglafunction. Appendix B describes
how the former can be obtained from the latter.idB=5 the measurements made from
the tracking loops, obtained with respect to reseitrme, are affected by the local
oscillator bias and drift. However, since the reeeiclock errors are common to all the
tracking channels, it is usual to consider theixereclock bias and drift as unknowns in
the navigation filter in addition to the three-dms@nal user position and velocity.
Although Kalman filtering has been shown to enadteuracy gain under kinematic
conditions and to provide smoother navigation soh#, alLeast-Squares Adjustment
(LSA) is used herein to obtain raw epoch-by-epoatigation solutions which facilitate
performance analysis. It uses pseudorange measuiréonestimate the user position and
receiver clock bias; similarly, it uses Doppler mi@@ments to estimate the user velocity

and receiver clock drift.
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Least-Squares Adjustment (LSA)
The LSA process is a commonly used and well-knostimation technique. For the sake
of clarity, the following discussion, based on GEIB74), reviews some of the important
concepts.
GPS position (and velocity) computation is a pataimestimation problem where the
measurement (observation) vectorelates to the unknown parameter (state) vegtas

follows
z =H_x +v (3-20)
k k Mk k

where the subscript represents a quantity at th& époch,H is the design matrix which
contains the “geometry” of the observation vec®ative to the state vector andis the
measurement noise vector.

The least-squares solutiof) is found by minimizing the weighted sum of the @es of
deviations(z, - H, %, ) given by (Gelb 1974)
J = (Zk - H,X, )TWk_l(Zk —-H k)A(k) (3-21)

where J is the cost function to minimize, aMil is the weighting function.

The solution, obtained by setting the derivatiorEqfiation 3.21 (with respect %p) to
zero, and solving fax, is given as (ibid)

% = (H W HH, )_1 HW 'z, (3-22)
with estimated covariance

Cye = (HywH, ) (HIw e W H, S HIWH, ) (3-23)
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where the superscript “-1” and “T” represent thetnranverse and transpose operator
respectively, andC is the covariance of the subscripted quantity.

To obtain the minimum variance for the estimatedapeeter, letW, =C,, so that

Equations 3.22 and 3.23 reduce to

% =(HycH, " HIClz, (3-24)

Cy =(HICH, ™. (3-25)

Once the estimated state vector is obtained, gidual vectorr can be computed as the

difference between the actual observation and theéigted state
.=z, —HX. (3-26)

The residual vector indicates the extent to whiuh imeasurement model fits the actual
data, and degree with which the measurements agtieeach other.

Note that the navigation filter implemented hengses a unique value for the variance of
pseudorange and pseudorange rate measurements adlothe visible satellites.
Consequently the measurement covariance matriagodal.

Now that the L5 generation and processing simulatmols have been reviewed, the

generation of the truth data necessary for L5 perdmce analysis can be discussed.

3.4 Truth Determination

Generation of the truth data is accomplished by liaedware simulator that outputs
receiver and satellite information files. In pauntar, the receiver file includes the

simulated receiver position and velocity. Similarlthe satellite file contains the
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simulated satellite position and velocity. The Big¢efile also includes and the simulated
receiver-satellite range, pseudorange and Doppler.

To determine the tracking accuracy, the followimgprmach is taken. Using the known
receiver position and the computed satellite pasjtirue pseudoranges are calculated for
each satellite. True Doppler measurements arerm@atain a similar fashion using the
receiver and satellite velocity information. Thetee pseudoranges and Doppler
measurements are then compared to the ones obtaomedhe tracking loops and the
differences used to form an estimated measurenreot. én the absence of ranging
errors, the measurement error variance is a dineetsure of the tracking variance. It is
important to note, however, that this statemeny drdlds true insofar as the satellite
position and velocity are correctly estimated. Boify this, the values computed by the
software receiver are time-matched and comparedetsimulated ones. The agreement
is found to be at the millimetre and sub-millimeprer second for position and velocity
respectively.

Another limitation inherent to this test set-upthe accuracy of the hardware simulator
itself. This accuracy is mostly limited by the qgtalof the clock used. The quoted
accuracies are 1 cm and 1 mm/s RMS for the psengerand pseudorange rate errors
(i.e. Doppler) respectively. It is important to béta mind that these accuracies account
for errors in simulated satellite induced and aftohesic biases; in the scenarios
considered herein, the accuracy can be expectdak thigher. Complete anticipated

accuracies can be found in Spirent (2006).
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CHAPTER FOUR: GPS L5 ACQUISITION

This chapter presents a discussion on how to effii implement the L5 signal
acquisition given its structure. GPS signal acdoisi is first introduced as a
detection/estimation problem and, following thi$iet specifics of the L5 signal
acquisition are reviewed in light of its structur@articular emphasis is placed on
understanding the impact of the two following Ll features: 1) the introduction of
secondary NH codes that further modulate the pynR2IRN sequences, and 2) the
presence of a data and pilot channel that equallyesthe broadcast signal power. A
cascaded algorithm is then proposed for the seglieadquisition of the PRN and NH
codes. In addition, several data/pilot combininigesnes are proposed and tested with the
objective of improving the detection performancetioé L5 acquisition. The various
acquisition strategies are compared against eabbr ah terms of reliability and

computational requirements.

4.1 The L5 Acquisition Problem

The fundamental objective of a GPS receiver dusimgnal acquisition involves the
identification of the individual satellite signdl®m the composite received signal as well
as the extraction, for each of these individuaklstgs, of the coarse synchronization
information that will enable subsequent GPS regemgerations including tracking,

measurement formation and navigation solution ddiow.
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4.1.1Detection/Estimation Problem in GPS Acquisition

From the correlation model of Section 3.3.2 it t@nseen that, in addition to the PRN
number, the unknown parameters in modeling thentndifference between a given
satellite (transmitter) and the receiver are: ¥) ¢bde phase offselr, 2) the frequency
(or Doppler) offsetd , and 3) the phase offsét .

The GPS acquisition problem can therefore be foabedl as a parameter estimation
problem where a signal is transmitted from a sowitk a set of unknown parameters
denoted?, whered = [JT,df Jd The receiver can then uNesuccessive observations of

the received signal and a suitably chosen costifumto try to optimally estimate the set

of transmitted parameters, with the resulting $etstimated parameters denogedt is
however important to bear in mind that the GPS &tiipn problem differs from a pure
estimation problem in the following ways. First, &Rignal acquisition is a coarse
synchronization that is merely used to initiate fine synchronization performed during
signal tracking. As a result the objective duringS5signal acquisition is to obtain a
coarse estimate of the unknown set of paraméter$is implies that some parameters,
such as the phase offset, can be regarded as oelipanameters that do not need to be
estimated. It also means that the estimation eto@s not need to be minimized in an
absolute sense but should rather be constrainddhwite-defined bounds. Second, since
the coarse estimation of the received parametersicly be performed when the satellite
of interest is present, the GPS signal acquisiisncommonly approached as a

detection/estimation problem.
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From the above, the GPS signal acquisition careba,dor each individual satellite, as a
two-dimensional search in time and frequency. Tilme tdimension corresponds to the
unknown code phase offset (or, equivalently, touhknown pseudorange between the
satellite and the receiver) and the frequency dsienrelates to the unknown Doppler
offset (that is, to the relative satellite-user imotalong the signal propagation path). As
illustrated in Figure 4-1 this search space isd#di into smaller cells where each cell
corresponds to a particular “code phase delay -pl2ogdrequency offset” pair. In each
cell, the incoming signal is correlated with thedbcode and carrier replicas generated
with the code phase delay and Doppler frequendhaifcell. This correlation value can
be computed in many different ways (as will be dssed in Section 4.2.2) but is
generically referred to as the test statistic.

It is important to note that the size of the fidhsch space and that of the individual cell
can vary. In particular, the ranges of code phaskfeequency offsets that need to be
searched are usually determined based on 1) tmalsigherent characteristics (e.g.
carrier frequency or PRN code length), 2) the tgpacquisition performed (e.g. cold,
warm or hot start), and 3) the expected level afeireer dynamics and oscillator
instabilities. The cell size, on the other hand,usually selected to ensure that the
correlation losses (due to code and frequency nigmhalo not exceed a pre-defined
permissible level. The choice of the cell size vadndition, in part, the rapidity and

reliability of the acquisition process.
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Figure 4-1 — Two-Dimensional GPS Acquisition SearcBpace

The full uncertainty region is first searched todte the maximum correlation peak. In
this cell, the signal detection process is theretham a binary hypothesis test where the
two possible hypotheses are as follows: the sigaabresent (h) or absent (k).
Accordingly, the detector can decide that the dighaither present (D) or absent (B).
There are therefore four possible outcomes to pihgpothesis testing, and they are
summarized in Table 4.1. Since it is not possiblgotntly minimize the probability of
false alarm (type | error) and the probability ofssed detection (type Il error), typical
approaches attempt to minimize the probability dssed detection ¢, which is
equivalent to maximizing the probability of detecti(R,), for a fixed probability of false
alarm (Ra). This can be done following the classical Neynr@arson approach (Kay

1993).
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Assuming that thé°robability Density Function§PDFs) of the test statistic under the
hypothesis that the signal is preseg{T; H,) or absentp(T;H,)are known, the optimal

Neyman-Pearson detector is the one that decidesithatrue if
;) >y (4-1)

where L(T) is known as the likelihood ratio, andthe threshold determined from

Py = [ O HoJdx=a (4-2)
R

where R, ={T : L(T) > y} is the region of the test that maps into D

Table 4.1 — Possible Outcomes for Binary Hypothesigesting

Actual Situation Decision Based on Statistical Test
Accept Hy Accept Hy
Ho is true Correct Decision Type | Error; False Alarm
Probability: 1le, Pr Probability:a, Pea
Hi is true Type Il Error; Missed Detection Correct Detection
Probability:3, Py Probability: 18, P>

A common way of summarizing the performance dfeyman-Pearso(NP) detector is
to plot B against Pa. The resulting plot is commonly referred to as Receiver
Operating Characteristic§ROC) curve. Alternatively, it is possible to plBs against
C/Np for a fixed Ra; these curves, to be henceforth referred to asfraddROC, will be

used in Section 4.2.3.
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It is important to recall that hypothesig Bnd H refer to the individual cell where the
maximum test statistic is found, and not to thd fdarch space. As discussed in
O’Driscoll (2007) and Borio et al (2006), the ouénaerformance of the GPS signal
acquisition is not only conditioned by the testtiste employed but also by the
acquisition search strategy.
Now that the generic GPS signal acquisition hasbdiscussed, it is interesting to

understand the particulars of the L5 signal actjarsproblem.

4.1.2L5 Acquisition Implementation Issues

When applying this detection/estimation approachth® L5 signal acquisition, it is
important to take into account the characteristitshe L5 signal structure. First, the
spreading sequences used to modulate both datgiemidchannels on the L5 signal
consist of two layers: the PRN and NH codes. then possible, when performing the
code phase alignment (or, equivalently, the se@rtime), to define the code as the PRN
code only or as the NH-modulated PRN code. Sined\tH code alignment is required to
proceed to a tracking state that includes the auidr synchronization and navigation
message decoding (and therefore can lead to aaterigsolution), the latter definition is
taken herein. Several NH code acquisition stratebeve been investigated in the past
(Tran & Hegarty 2002, Macabiau et al 2003, Hegatyal 2004b, Yang et al 2004,
Hegarty 2006). They can be classified in two broatgories, namely the combined and
cascaded schemes. The combined schemes try toeatoeiPRN and NH code delays in
a single step. This can be done on the pilot cHasinee, in the absence of unknown

symbol bit transitions, the Q5 spreading sequescéully periodic. This approach,
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however, suffers from very stringent frequency rexaents that can increase the
computational load tremendously. In fact, the useatherent integrations in excess of
20 ms not only amplifies the number of frequencyl aode bins that needs to be
searched for but also augments the complexity ef d¢brrelation that needs to be
performed in each cell of the search space. Theadasl schemes, on the other hand,
implement the PRN and NH code delays acquisitiotwim steps. The first step (referred
to as coarse acquisition) aims at roughly estingatie Doppler frequency and PRN code
delay of the visible satellites while the secondpsfreferred to as fine acquisition)
provides the NH code delay and a refined Dopplequency estimate. In light of the
above it becomes obvious that the former approaghimarily used when the receiver is
in re-acquisition mode or possesses some a pineei and/or frequency information (e.g.
from an assistance network) that can help redueestke of the search space. The
cascaded approach is therefore followed in thedraonk of this dissertation.

Second, the L5 signal is broadcast using a QPSKutatdn where the data and pilot
channels are perfectly synchronized and modulatéd quasi-orthogonal spreading
sequences (as shown in Table 2.2). It is thergdossible to acquire the L5 signal using
single or combined channel strategies. The lattategy maximizes the available signal
power (and therefore minimizes the risk of falsquasition) but generally increases the
computational load. Various data/pilot combiningatggies will be discussed in light of
the coarse and fine acquisition steps in the rectians.

Now that the challenges of the L5 signal acquisiggwoblem have been identified, the
two following sections discuss the implementatidrnttee coarse and fine steps of the

cascaded L5 acquisition.
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4.2 L5 Coarse Acquisition

The objective of an L5 receiver during coarse digmguisition is to provide a coarse
estimate of the received PRN code phase and freguefiset. The two-dimensional
search implemented to this end is discussed héraindollowing this, various test

statistics are presented and their detection pedoce compared.

4.2.1Search Space Definition

During the coarse acquisition step, the PRN codeogeand the NH bit duration
constrain the coherent integration time to exattiys. It is important to bear in mind,
however, that at this stage the PRN code alignrhastnot yet been performed. This
implies that, over a 1 ms coherent integration tiameNH bit sign transition can lead to
destructive summations, negating all energy reckivi® circumvent this problem, a
zero-padding strategy (Yang et al 2004) has toripgemented. Following this approach,
2 ms of incoming signal are correlated with 1 mdochlly generated samples appended
by 1 ms of zeros; in this way, it is possible tsue that a full 1-ms correlation peak will
be found in the first millisecond of the resultiogrrelation.

The correlation process introduced in Section 3v@a® described in the time domain;
however, it is possible, in software receiversjmplement it in the frequency domain
(Yang 2000) usindgrast Fourier TransformgFFTs). This is done here to speed up the
correlation process, as, in the frequency domdiipoasible code offsets can be searched
in one operation. To further improve the efficienafythis FFT-based algorithm two

additional steps are taken: 1) the FFTs of allltlsal PRN codes are computed at the IF
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and stored offline, and 2) the Doppler removalnplemented by applying a circular
shift on the FFT of the incoming signal.

This correlation strategy readily settles the cadd frequency resolution of the search

space. By virtue of the shift theorem, the freqyenesolutionf,, of the Doppler

removal is given by

fs
N

fy =

(4-3)

where f is the sampling rate antll is the number of samples over which the FFT is

performed.

Consequently, considering a 28 MHz complex sampiatg and accounting for the zero-
padding, the Doppler removal offers a 500 Hz freqyeresolution. Besides, taken over a
full 10230-chip PRN code, this sampling rate pregic 0.35 chips code resolution. This
leads to a maximum frequency and code error ofl256@nd 0.18 chips, respectively.

According to the correlation model developed intlBec3.3.2, this bounds the frequency
and code power loss to 0.9 dB and 1.8 dB, respagtiv

It is important to underline that, by performingetBoppler removal in the frequency

domain, the potential effects of code Doppler asumed negligible. These effects are
rarely considered in GPS C/A acquisition; but, lseaof the fast L5 chipping rate, it is

of major importance to assess their impact on thedrrelation. In the case at hand, the
coherent integration time is limited to 1 ms ané thaximum Doppler error due to

satellite motion is less than 4 kHz. Under suchdaoms, it can be shown that the

maximum possible error is 0.03 chips; resultingeégligible resolution and/or power loss

in terms of PRN code phase acquisition. In fadiag been shown by Bastide (2004), and
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confirmed by O’Driscoll (2007), that when using an$ coherent integration time, the
code Doppler effects can be neglected up to 20ttakpre-detection time.

Now that the L5 coarse acquisition search spacebbkas thoroughly described, it is
interesting to assess the detection performancamdus common test statistics. These
test statistics are introduced as single bit gjrate (where the total pre-detection
integration time is set to exactly one code perioihey can, however, be readily

extended to several bits as illustrated in Figuge 4
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Figure 4-2 — Generic Acquisition Scheme with Non-Qgerent Combining of M
Variables Obtained on a Single Code Period (Borio@7)
The acquisition test statistic is defined, in eael of the two-dimensional search space,
as the correlation between the incoming signal tlwedlocal code and carrier replicas.

Four such correlation strategies are presentdaeiméxt subsection.
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4.2.2L5 Coarse Acquisition Strategies

Four correlation strategies are discussed in #usian for the coarse acquisition of the
L5 signal. They are the 1) single, 2) non-coheyeatimbined, 3) coherently combined

and 4) differentially combined channel strategies.

Single Channel Acquisition

Using the orthogonality and synchronicity propestief the data and pilot spreading
sequences, it is possible to ignore one of thedannels and to acquire the L5 signal
using a single channel. This process is equivatetite conventional acquisition of single

component signals such as the C/A signal. The sporeding test statistic is given by

Too(dF,01) =15 +Q} (4-4)

where the subscripK can refer to a correlation on either the daxax data) or the pilot

(X = pilot) channel, and the dependencelgf upon the phase offsé@¢ is removed by
the squaring and summing operations.

It has been mentioned in Section 3.3.2 that thehimse and quadra-phase components
are two independent white GaussiarRandom Variables (RVs) with

N,R(0)
4

variances}, = . Accordingly, it can be inferred that the testtiste T, is chi-

square (y?) distributed with two degrees of freedom. Whengigmal is presenfl. is a
non-centrajy” RV with non-centrality parametdr, and when the signal is absefi,. is

a centraly®RV. Using the correlation model developed in Sec83.2 and neglecting

the code and frequency errors, the non-centraditgieted can be approximated by
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_Pxo _
/1~4R(O) (4-5)

where R(0) accounts for the effects of front-end filtering.

Using the properties of non-central and cenrdRVs (Proakis 2000), and assuming a
thresholdy, the probabilities of false alarm and detectiontlod single channel test

statistic are, respectively

sc _ _ 2T, -
) +

P%(y) = Ql[,/ PF?IE](ZTF' 2y . -II;LQ(O)J (4-7)

whereQ, (a,b) is the generalized Marcum Q-function (Marcum 196®orderK .

In addition to its simplicity, this approach offaitse advantage of a low computational
burden (since the correlation is only implementedame channel). However it only
makes use of half of the incoming signal power,cvhiesults in a 3 dB performance

loss, relative to an ideal data/pilot combined elation strategy.

Non-Coherent Channel Combining
The simplest strategy in attempting to recombine plower from the data and pilot
channels is the non-coherent combining strategig djpproach is discussed, for instance,

in Bastide et al (2002). The corresponding acquaisitest criterion is given by

TNC (d: 75T) = I c?ata + Qc?ata + l iilot + Qrz)ilot (4'8)
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The test statistid, . is chi-square f*) distributed with four degrees of freedoi,. is

a centraly® RV when the signal is absent, and a non-cegff&®V with non-centrality

parameter21 = — R?(0) when it is present.

N o

Assuming a threshold, the probabilities of false alarm and detectiontioé non-

coherently combined test statistic are, respedgtivel

NC _ _ 2T| 2T| -
o =od i [ ) o

PN () = Qz( /ZPI?\I(S)Tu 21y N TILQ (0)]. (4-10)

The benefits of recombining the power of the daid pilot channels were demonstrated

in Bastide et al (2002); however, knowing that teberent integration time is limited to
1 ms, this approach may suffer from high squarasgés for low incoming signal power.
In order to maximize the available power, differestmbining strategies can be
envisioned. To this end, Yang et al (2004) and ®d¢#007) respectively introduce a
coherent and differential data/pilot combining &gy for the GPS L5 and Galileo E5a
signals. The statistical properties of the coheeertt differential combining algorithms

are derived in Borio (2007) and are repeated hm@rednvenience.

Coherent Channel Combining
The coherent channel combining algorithm, introduiceYang et al (2004) relies on the

perfect orthogonality of the data and pilot chasn@&y definition the pilot channel is



88
transmitted a quarter of a cycle behind the datniél. In the presence of secondary
code and navigation data bits, and after Doppleiokal, this results in the data and pilot
correlation outputs being either aligned or in ghapposition. It is then possible to
recombine them prior to squaring, according to éheg hypotheses, and select the one

with the highest amplitude. Accordingly, the colreombining test statistic is given by

Too (&, 07) = maxT* (& ,67), T~ (&, o7)) (4-11)

where the coherently recombined data/pilot coni@batinder the assumptions that the
data and pilot correlations are aligndd,(d ,dr), or in phase oppositioh, (& ,dr), can
be expressed as

T ,07) = (o # Ve’ + Qo £ Qua) (4-12)
Since the independent in-phase and quadra-phase cminponents on the data and pilot
channels are summed before they are squared rthisgt reduces the squaring losses.
By proving the independence @t (& ,dr)andT ~(d&F,dr), Borio (2007) shows that the
following relationship holds

P(Te. (&, 07) > y)=1-P(T* (& 1) < y)P(T~ (& ,07) < ) (4-13)

where the RVST* (& ,dr) and T~ (&, dr) arey?distributed with two degrees of freedom

and varianc@o? = . When the signal is absent, both RVs are cerdral; when

the signal is present, one of the two RVS(&,dr) and T™(&,dr) is central and the

other non-central with non-centrality parametgr= PR2(0).
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From the above, Borio (2007) demonstrates thatpifedabilities of false alarm and

detection of the coherently combined test statesti; respectively

PSC =1- (1— ex;{— y—N -II-?'{ (O)D (4-14)

pPcC =1- {1— ex;{— y NOTﬁ(O)B[l_ Q{W , m ﬂ . (4-15)

Differential Channel Combining

The differential channel combining algorithm isroduced in Borio (2007) as an
adaptation of the traditional differentially cohetrecombining scheme used for C/A
signal acquisition (e.g. O’Driscoll 2007, Shanmuga@®8). Instead of taking the dot-
product multiplication of two consecutive correlatmutputs as is done for differential
C/A acquisition, the differential combining schepr@posed for QPSK signals (such as
the L5 signal) is based on the dot-product multgtion of the data and pilot correlator
outputs.

The traditional algorithm relies on the assumptibat the phase offset affecting two
consecutive correlations is constant to cancel dbpendence of the differentially

combined test statistic updg, and on the independence of the consecutive teiseto

induce lower noise amplification than the non-cenércombining algorithm. When
considering the L5 signal, the data and pilot cleésmmre broadcast with a 90 degree
phase offset and are affected by the same delayDapgler frequency. Consequently,

after correlation, the data and pilot correlatotpois are either in phase or in opposition.
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This implies that the differentially coherent teséatistic T,. will not depend oidg;

however, it also means that its sign will be candied by the relative sign of the
secondary codes and navigation symbol bit. To remibvs dependence, an absolute

value operator is introduced. Finally, the diffdrally coherent test statistic is given by
Toc (&, 07) = abl gl o *+ QuaieQpir |- (4-16)
Remembering that the data and pilot correlator utstpre independent Gaussian random
variables with variance;, , the differentially coherent test statistic canréeritten as the
difference of two independegf random variables with two degrees of freedom and

NR(O)

varianceo; =
|

From the above, Borio (2007) demonstrates thatpifedabilities of false alarm and

detection of the coherently combined test statesti; respectively

PFDAC (y) = eXL{_ 4 N4-F2(O)] (4-17)

i P
ol P Rl k)

Now that the theoretical performance of the fourreation strategies have been

PY(y)= (4-18)

reviewed, it is interesting to study their detectperformance.
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4.2.3Detection Performance

The detection performance of the four aforementloremrrelation strategies are
compared theoretically and empirically using matifROC curves andost-correlation

SNR(PSNR) coefficients respectively.

Modified ROC curves

In Figure 4-3, the probability of detection of theur acquisition strategies are plotted

against the incoming C§Nor a fixed probability of false alarf, =10™. As suggested

in Bastide (2004), the probability of false alarmset to10™rather than107(as is

typically used for C/A signal acquisition) to acoodor the fact that the L5 uncertainty
region is approximately ten times bigger than thlatGPS C/A. Note that the results
displayed in Figure 4-3 account for the effectdrontend filtering but not for those of
code delay and Doppler uncertainty. As expected, aready reported in Bastide et al
(2002) and in Yang et al (2004), single and coh&rerombined channel acquisition
offer the worst and best detection performanceaetsvely. The low performance of the
single channel acquisition is a direct consequesfcthe fact it only uses half of the
available power. Conversely, the good performanéethe coherently combined
acquisition results from the optimal use that thicategy makes of all the available
power. However, it is important to point out thatr low C/N,, where the relative

data/pilot sign recovery becomes unreliable, th#opmance of all data/pilot combining

methods tends to merge.
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As suggested in Bastide et al (2002) the L5 actiosthreshold is taken as the incoming
signal C/N required to reach the probability of detectiBn = 0.9. With the parameters

used herein, the acquisition threshold can be appeaied at 42 dB-Hz.
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Figure 4-3 — Probability of Detection versus TotaC/No for Various L5 Acquisition
Strategies Using 1 ms Coherent Integration

Since intra-system cross-correlation peaks arentae cause of false alarms during
signal acquisition, a more reliable test statissicdesired. To this end, the common
approach is to assume the presence of a crosdatmmepeak due to a strong interfering
satellite in the incorrect search space bins. Hggatral (2003) introduced two cross-
correlation levels: one at 19 dB-Hz when the cramselation occurs on both channels
simultaneously and another at 16 dB-Hz when itcééfea unique channel. Although
seldom encountered in real life, the worst casmisidered here. Another common step

in making the signal detection more reliable isincrease the total pre-detection
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integration time usingM summations of the test statisflc. Both effects are illustrated

for the non-coherently combined strategy in Figiwe

The resulting test statisfi¢l. is a non-centrgt® RV under H and H, and the non-

centrality parameters can be approximated, resfaygtias

(4-19)

(4-20)

Probability of detection

MNoise Only - M=15
MNoise Only - M=40
MNoise Only - M=60
—=—=19dB-Hz CC -M=15 |
—=—=19dB-Hz CC -M=40 |
—=—=19dB-Hz CC - M=60

025 30 3I5

40 45
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Figure 4-4 — Probability of Detection versus TotaC/Ng in the Presence of Noise and
Cross-Correlation (CC) Using 1 ms Coherent Integrabn and Various Non-
Coherent Summation Numbers



94

As expected, and already reported in Hegarty et2@03), the use of non-coherent
summations can help improve the detection perfoomaf the non-coherently combined
strategy. This improvement, however, tends to Vanisen the C/bldecreases since the
squaring losses increase. It is anticipated thatlai trends would be observed for the
other L5 coarse acquisition strategies.

Similarly, Figure 4-4 shows that, in the presenteross-correlation peaks the incorrect
search space cells, the detection performancesafieh-coherently combined acquisition
strategy degrades, but only marginally. Howeverjsitimportant to recall that, as
illustrated in Table 2.2, the L5 PRN codes wereigies] to reduce the occurrence of
intra-system cross-correlation peaks or, when etos®lations do occur, to limit their

time duration (Spilker & Van Dierendonck 2001).

Empirical Detection Performance — PSNR coefficients
To confirm the theoretical detection performancetloé four acquisition strategies

presented above, their PSNR is also computed (Simghmugam 2008)

A

PSNR= 1OI0910[ U :Vz)r[; ('i(‘z)]t o) ] (4-21)

where the value§ (é: 6?), E[T(é;t 9)] and vadT(éi H)J are estimated over successive
search spaces by averaging, respectively, the niemjrmean and variance of the test
statistic.

O’Driscoll (2007) shows that, when applied to a mshifted Gaussian detection

problem, the PSNR corresponds to Beflection Coefficien{DC) and, therefore, can be
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used to exactly characterize the detection perfoomaf this problem (Kay 1993). This
relationship, however, does not hold for non-Gassietection problems. In such cases,
empirical ROC curves provide the most relevant gisiin terms of detection
performance. However, in cases where the true cdedey and Doppler offset of the
incoming signal cannot be straightforwardly detered (e.g. when using real or
hardware simulated data), the estimation of thédahdities of detection and false alarm
over a large number of samples can become verpusdiUnder these circumstances,
empirical PSNR values can be used as a good appatrn (Shanmugam 2008).
Empirical PSNR coefficients are shown in Figure.4#86r each PSNR coefficient (i.e. for
each acquisition strategy and each ¢}/khe values for the maximum, mean and variance
of the test statistic (used in Equation 4.21) areraged over 1,000 two-dimensional

search spaces.

I Single Channel
I NCoh. Comb.
[ Diff. Comb.
s = Il Coh. Comb.

)
o

PSNR [dB]
[N
3]

2

45 40 35
CN, [dB-Hz]

Figure 4-5 — Acquisition Sensitivity for Single vesus Combined Channel Scenarios
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As expected from the theoretical ROC curves disglayn Figure 4-3, the data/pilot
combined strategies clearly outperform the sinpl@noel acquisition for the entire range
of C/No. Amongst these combined implementations and at Kif\,, the differential
combining approach seems to provide the higher RSblRwed by the coherent and
non-coherent combining strategies. At lower g /e performance of coherent and non-
coherent combining degrades and, as a result, gr@rmance of the combined
implementations tends to merge. While these tretwsot follow those observed in
terms of ROC, where the coherent combining stratg@yides the highest detection
performance, it is important to recall that, fonA@aussian problems, the PSNR is not an
exact approximation of the detection performanae.fdct, the superiority of the
differential combining strategy in terms of PSNR ¢ explained by the low variance of
the differential detector. Also, the ROC curveswhan Figure 4-3 are derived under the
assumption that only noise is present under I reality, some cross- and auto-
correlation side peaks are present in all the adlithe search space and modify the
distribution of the test statistic undep.Hn particular, it can be expected that the effect
of cross- and auto-correlation side peaks on tieremt and differential combining will

be magnifiedt low C/N,.

4.2.4False Frequency Acquisition

So far, the false alarm issue was discussed ititteedomain only (that is, based on the
correlation properties of the PRN codes), overlogkits potential occurrence in the
frequency domain. However, assuming no noise antbde delay uncertainty, and using

the power roll-off function defined in Section 23it can be anticipated that, along the
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frequency axis, the ratio between two neighboupegks will vary between 0 dB and

4 dB. In fact, Figure 4-6 illustrates that when thee Doppler frequency is located in the

middle of two frequency bins, the receiver canlgagiquire the wrong coarse frequency

estimate, leading to an initial frequency errorttigightly exceeds 250 Hz. The

consequences of such error will be further disaigs&ection 4.3.3.
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Figure 4-6 — Correlators’ Output along the Frequeng Axis, at the Correct PRN

Code Delay

Now that the coarse L5 signal acquisition step haen thoroughly discussed, the

following section discusses the implementatiorheffine L5 signal acquisition step.

4.3L5 Fine Acquisition

Assuming a successful (and unbiased) coarse atignjsihe PRN code phase offset is

known within £0.18 chip and the PRN Doppler frequemwithin £250 Hz. The next
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required step is then to acquire the NH code pbé#set. In order to do so, the complex
1-ms coherent integration peaks need to be coecklatth the locally generated NH
codes. The search implemented to this end is disduereinafter and, in particular, the

data/pilot combining and frequency sensitivity Bsare addressed.

4.3.1Data/Pilot Combining

It is possible to recombine the data and pilot cleds1so as to increase the overall SNR.
This approach, however, suffers from the presefcmknown data bit transitions on the
data channel, and from the discrepancies betweeddta and pilot NH codes’ periods.
The pilot channel-only strategy, on the other hahenefits from its ease of
implementation (as enabled by the full periodictl the Q5 spreading sequence).
Besides, this pilot-only strategy allows direct amchultaneous acquisition of the Mg
NH;p and data bit boundaries (when a combined approvacid only give the Nky and
data bit boundaries), and takes advantage of fheriem NH,, code correlation properties

(Shanmugam 2008). In light of the above, the plolty approach is adopted here.

4.3.2Frequency Error Sensitivity

Correlating the complex 1-ms coherent integratiealis with the locally generated hH
code is somewhat similar to performing a coherategration over the full Nk code
period and thus necessitates a reduction of trgudémcy uncertainty. More explicitly,
Equations 3.12 and 3.13 show that frequency emdtsaffect the complex correlation
peaks in the two following ways: first they wills@t in a power degradation through the

sinc term and second, they will induce a phasdiontaia the sine and cosine terms. As
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shown in Macabiau et al (2003), and illustratedFigure 4-7, this significantly degrades

the NHy code correlation for a frequency error as sma8@siz.

df=5 Hz

df=10 Hz
OB L S —df=15Hz |
—df=20Hz
—df=25 Hz
06} —df=30Hz |.

MNormalized Correlation Power

MH Code Offset [chip]

Figure 4-7 — NHy Correlation Properties in The Presence of FrequencErrors

To reduce the frequency uncertainty, two methode heeen previously discussed. The
first one, introduced by Macabiau et al (2003), lenpents a PRN-only tracking step
prior to NH code phase acquisition. This step tsoniuced to ensure minimal frequency
error and to preserve the NH correlation properfidgee second method, suggested by
Yang et al (2004), implements the NH code alignmdiectly after the coarse
acquisition. The Doppler removal is performed @& torrelation stage by generating the
local NH code at various frequencies within a + 2BOrange, using 25 Hz steps. The
latter implementation, however, provides poorered&bn performance as it does not
address the power degradation effect. In additibe, direct NH acquisition strategy

proposed by Yang et al (2004) might suffer from P&udxrelation peak migration. This



100
issue, discussed by Bastide (2004), may arise sbeeral non-coherent summations are
needed to extract the NH correlation peak sincee¢beived code phase delay may shift
over long pre-detection integration times. Givea #bove, the first strategy is selected,
and the PRN-only tracking step implemented to #rd is described in the following

subsection.

4.3.30ne-dimensional Fine Acquisition

The PRN-only tracking step implemented prior to Mig,, code phase acquisition is a
1-ms FLL-based strategy. To validate the use f ithiermediate tracking step, it is of
major importance to ensure that 1) the respectiedhd DLL pull-in ranges encompass
the frequency and code delay uncertainties at ttaese acquisition output, and 2) the

PRN-only tracking threshold is above the acquisitireshold.

Pull-in Range and Sensitivity Analysis

The FLL pull-in range is conditioned by both theaiminator and coherent integration
time used, and while the coherent integration tisneonstrained to exactly 1 ms, several
FLL discriminators are available. At this stages #LL discriminator needs to fulfill the
two following requirements. First, it needs to Imsdnsitive to NH bit transitions and
second, it must possess the widest linear trackagjon possible to shorten the
convergence time of the PRN-only tracking stepthi® end, théecision DirectedDD)
discriminator described in Ward et al (2006) is s#m It can be expressed, on either
channel, and in units of radians per second, &) (ib

b = sign(dot).cross

oD T (4-22)
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with
dot=1p,..Qpx ~1pxQp s (4-23)
cross=lp . 4lpy +Qp 1 Qpy - (4-24)

Assuming no external disturbances, Appendix A shthas the dot and cross terms can

be approximated as

dot = % R2(or)D2, sin(272T,) (4-25)

cross= 2 R2(o7)D2, cod272T,) (4-26)

where D/, is the product of the successive NH bit signs.

The output of this discriminator is shown in Figute8. It can be seen that the DD
discriminator has a pull-in range of + 250 Hz, whimatches the Doppler uncertainty
after coarse acquisition. However, the DD discramom exhibits sharp edges that might
cause some problems when the frequency error afpmesathe limits of the pull-in
region.

The DLL pull-in range is determined by tRarly-Late SpacindELS) used. As specified
earlier the code phase offset is known within a®8Ghip range, constraining the ELS to
values greater than 0.4 chips. While this can appeasually wide compared to common
ELS used for narrow correlators, it is important rexall that the narrow spacing
technology, described by Van Dierendonck et al 2)98r the C/A signal, cannot be
applied to the L5 signal (Betz & Kolodzieski 200T)e ELS is therefore set to one chip,

which encompasses the code phase uncertaintycatiese acquisition.
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Figure 4-8 — FLL Discriminators Output Using 1 ms Mherent Integration

It is a well-known fact (e.g. Raquet 2003, Ray 200+t the overall sensitivity of a
tracking channel is determined by the sensitivityit® carrier loop. The FLL tracking
sensitivity, in turn, can be determined using tb#ofving rule-of-thumb (Ward et al

2006)

30 +6, <— (4-27)

FLL,noise e
4T,

where g, is the dynamic stress error amgl,, ... the frequency error standard deviation

due to noise.
Considering a static receiver, and using the thmale€frequency tracking error variance

given in Ward et al (2006), the loss of lock thi@dhof an FLL using 1-ms coherent
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integrations and a 10-Hz loop bandwidth is appratety 25 dB-Hz, which is well below
the sensitivity of the acquisition strategies dssad in Section 4.2.2.

Now that the use of an intermediate tracking st&p lteen validated, issues regarding its
optimization can be addressed. In particular theefiess of combining the data and pilot

channels will be discussed and ways to confirntrdeking lock will be investigated.

Data/Pilot Combined Tracking

It is important to bear in mind that the 25 dB-Hmsitivity threshold established earlier
refers to the available tracking power which, ire thS case, might differ from the
incoming signal power due to the effective powelit Spetween the data and pilot
channels. This implies that, using data/pilot cammyg strategies, it is possible to
maximize the amount of available tracking power,ahdrefore, to improve the PRN-
only tracking sensitivity. Several data/pilot comibg algorithms have been investigated
in the past (e.g. Julien 2005, Muthuraman 200Axdwer, it is important to bear in mind
that these strategies were introduced in the corgéxull tracking, where the pilot
channel outperforms the data channel. In the frafleRN-only tracking, however, both
channels are still affected by unknown NH bit sigragsitions and, therefore, exhibit the
same tracking performance. Accordingly, the sinplgay to recombine the data and
pilot channel powers, for both code and carrieckirsg loops, is to use composite
discriminators (e.g. Hegarty 1999). These composdiscriminators can merely be
defined as the weighted sum of the data and pitarrichinator outputs. This strategy is

implemented herein on both code and carrier trackiops.
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Lock Detector and False Frequency Lock
It is important, prior to attempting any NH codégament, to ensure that the signal is
effectively being tracked. To this end, the FLL Katetector derived in Appendix A is
implemented. Ideally, an FLL detector locked aro@b would guarantee a frequency
error around 25 Hz. However, as illustrated in Fegd-9, this detector is very noisy
(even after smoothing) and therefore cannot be wsed reliable frequency error
estimator. In addition, this lock detector is uratd detect false frequency locks (500 Hz
offset). As mentioned in Section 4.2.4, the coasguisition frequency error can slightly
exceed 250 Hz. Examining Figure 4-8, it is strdgtward to understand that with such
an input frequency error, the FLL discriminator kkbeasily undergo a frequency slip that
would result in a 500 Hz tracking error. It canibferred, by analyzing Equations 3.10 to
3.14, that such frequency errors will affect therelator outputs in the two following
way: first, and according to the power roll-off filion shown in Figure 3-10, they will
attenuate the in-phase data and pilot correlatdputsi by approximately 4 dB and
second, due to the sine and cosine terms, they reierse their sign every two
milliseconds.
As illustrated in Figure 4-10 the occurrence oftssign change degrades the fyH
correlation properties by 2 dB which, as demonsttan Figure 4-11, is not sufficient for
a strong signal to prevent the acquisition of #eeived NHy code phase offset and the
transition into full tracking. Conversely, Figureld shows that the occurrence of such
sign change negates all energy received on thectiatanel and thus prevents any further

navigation message decoding operations.
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Figure 4-11 — Pilot and Data Correlator Outputs inthe Presence of Periodic 0
Phase Shifts
The occurrence of these false frequency locks fE00ffset), however, is uncommon. In
addition, they can easily be detected once the reHais in full tracking mode by
continuously failing subframe synchronization. ilght of the above, the one-dimensional
L5 fine acquisition strategy provides a computalbnefficient way of acquiring the

data and pilot NH code offsets and of reliably parfing data bit synchronization.

4.4 Conclusions on GPS L5 Acquisition

Signal acquisition is always a challenging parhi@ implementation of a standalone GPS
receiver since it requires the simultaneous estomabdf numerous parameters. This
challenge is further exacerbated when long andiggeanging codes (such as the P(Y)
or L5 codes) are used. In this context, the L5aigras merely designed to enable direct
cold start acquisition without the C/A code anddailitate re-acquisition (Spilker & Van

Dierendonck 2001).
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It has been observed that the direct GPS L5 sigoll start acquisition is greatly
affected by the introduction of NH codes on theadahd pilot channels. First, the
secondary codes constrain the duration of the eolhé@ntegration to 1 ms which, in turn,
limits the correlation gain achieved during PRN eodcquisition. Second, their
correlation properties degrade rapidly in the pneseof residual Doppler error.
Similarly, it was demonstrated that the separatibthe GPS L5 signal power between
two orthogonal channels induces some detectioropeance losses. While the single
channel acquisition strategy results in an apprexm3 dB loss (compared to the
conventional acquisition of single component sighalt would be transmitted with the
full L5 power), the combined acquisition approacltes greatly reduce this loss for
common C/N but at the cost of an increased computational. Imadddition to the power
losses induced by the introduction of an L5 dataldsannel, the L5 acquisition suffers
from increased frontend filtering losses that fartmeduce the effective C{Nof the
incoming L5 signals.
However, it is important to bear in mind that GPS &cquisition benefits from the
increased PRN code cross-correlation protectionimupdoved narrow-band interference

mitigation capability of the L5 spreading code.
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CHAPTER FIVE: GPS L5 CONSTANT BANDWIDTH TRACKING

This chapter deals with how to efficiently implemheonstant bandwidth carrier and code
tracking of the GPS L5 signal. Constant bandwidticking refers, in the framework of
this dissertation, to code and carrier trackingp®alerived from control theory. This
theory has been developed in the analog domaircamanly be adapted to the case of a
discrete GPS signal within the framework of thettarous update approximation (Ward
et al 2006). The discussion that follows is plagathin this framework, which limits the
range of workable pairs for the values “coherentegration time — loop filter
bandwidth”. Following the common usage, the cod® @arrier tracking loops are studied
individually, assuming perfect tracking from thénet loop. At first, two carrier tracking
architectures, namely tiehase Lock LoogPLL) and theFrequency Lock LoogFLL),
are described. The main error sources for carrfeas@ and frequency tracking are
reviewed and the tracking performance allowed bg tfarious carrier phase and
frequency tracking implementations discussed, camrfig the advantages of dataless
channels for carrier tracking. Following this dission, code tracking is investigated. A
common code tracking architecture, namely elay Lock Loop(DLL), is first
described and its main error sources are revieWwkdn, the code tracking sensitivity is
discussed, and the benefits of pilot tracking haitied. Finally, the performance of an
algorithm that coherently combines the data anot mhannels at the correlator level is
assessed in terms tracking accuracy and sensitiwtyich is one of the main

contributions of this work.
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5.1 GPS L5 Carrier Phase Tracking

As discussed in Van Dierendonck (1997), Ward €@D6) or Misra & Enge (2006),
carrier tracking can be performed using either & BL an FLL. The main distinction
between these loops is that while the FLL aimsratipcing a zero frequency error (that
is, a constant phase error), the PLL aims at géngraa zero phase error. As a
consequence, FLLs tend to converge faster and todve robust than PLLs (Ward et al
2006). However, the fact that FLLs do not guaranizero phase error also implies that
they do not directly allow bit sign recovery andvigation message decoding.
Consequently FLL tracking is primarily used as ateimediate step that can ease the
transition into a more accurate PLL tracking (Vaer®ndonck 1997). Both strategies are
nevertheless presented here. To this effect, thanimg subsections review the general

PLL and FLL theories applied to carrier trackinghmth data and pilot channels.

5.1.1General PLL Theory

A generic PLL architecture is given in Figure 5Tlhe signal enters the PLL after
downconversion, filtering, sampling and signal asijion. Following code and carrier
wipe-off, the in-phase and quadra-phase prompeladions are passed to a discriminator
that estimates the average phase error over tivopseintegration interval. This phase
error estimate is then fed to a low-pass filtelt ikameant to reduce the noise without
removing any useful signal information (such assghshifts due to dynamic and/or clock
jitter). This filtered estimate is finally used tipdate the local carrier NCO and drive the

local carrier replica over the next integrationiper
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Figure 5-1 — Generic PLL Architecture

The three parameters that critically influence dkerall performance of the PLL are the
coherent integration time, the discriminator an@ tbop filter. In this regard the
advantage of pilot tracking is two-fold since itabies the use of pure PLL discriminators
and/or longer integration times. Nevertheless, mlep to provide an insightful
comparison between data and pilot tracking thegnatteon time for both PLLs is set to
10 ms (which corresponds to the symbol bit durabanL5). In order to remain within
the scope of the continuous update assumptionadddign a loop that is insensitive to

constant receiver acceleration, a third order hap 10-Hz one-sided bandwidtiB() is

implemented. A carrier tracking loop that is inséms to data modulation is usually
called a Costas loop and will be used for trackamgthe data channel. The PLL and
Costas discriminators selected for pilot and dedaking respectively are th@oherent

(Coh) andDot-Product(DP) discriminators. They are given as (Ward &iC4l6)

Deon = Qe (5-1)

Do = 1:Q5. (5-2)
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From the correlation model developed in Section.23.&nd assuming no external

disturbances, they equal

JP

De =¥ Rler)siniog) = Rlor)ap 52)
P P,
Dy = 2 R (5r)sm(25ga) = > R (5r)5¢. (5-4)

The DP discriminator is insensitive to £§hase jumps due to symbol bit change since it
is based on the product of the in-phase and quattiiae prompt correlator outputs that
will change sign simultaneously if a symbol bit nga does occur. It should be noted
that, as a result of this multiplication, the DBatiminator tracks twice the carrier phase
error which reduces its stability and linearity dons, and introduces several lock points
separated from the zero phase errormbsadians (which can lead to half cycle slips).
Another consequence of that multiplication is thantroduces additional noise terms
that can reduce the PLL tracking accuracy and seibgi

In light of the above, and as illustrated in Figb-2, the main advantage of the Coh
discriminator resides in its extended linear tragkiregion (twice that of the DP
discriminator) that, as demonstrated in Julien 80@an improve the PLL tracking

sensitivity by up to 6 dB.
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Figure 5-2 — Mean DP and Coh Discriminator Outputs

Another benefit of the Coh discriminator is thaha longer exhibits stable lock points
separated from the zero phase erromimadians which implies that it is not subject to
half cycle slips. In contrast, the Coh discrimimatan only be affected by full cycle slips
that do not compromise the parity of the decodedigaéion message.

On a final note, the DP and Coh discriminators betfuire an external normalization to

remove the impact of incoming signal power on thespective outputs.

5.1.2Generic FLL Architecture

The generic FLL architecture is very similar tottbfithe PLL described above with the
major difference that the FLL discriminator reli@n in-phase and quadra-phase
correlator outputs taken over two consecutive tatioen intervals and recombined into
dot and cross products, as previously shown in #mpug4.23 and 4.24. These composite
correlator outputs are then passed to a discrimirtaat estimates the average frequency
error over the previous integration interval. Thisquency error estimate is then low-
pass filtered before being used in a feedback toogrive the local carrier generation

over the next integration period. The overall perfance of an FLL is essentially
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conditioned by the same parameters as the PLLtderdo provide a fair comparison of
the two carrier tracking loops, similar settinge ahosen for the PLL and the FLL. In

other words, the coherent integration time andaie-sided loop filter bandwidthB( )

are set to 10 ms and 10 Hz respectively. Howeweceghe FLL tracking loop involves,
through the discriminator it uses, one more integrthan the PLL, a second-order loop
is implemented. An FLL that is insensitive to datadulation will hereinafter be referred
to as a Costas loop and will be used for the tregkin the data channel. By analogy with
the PLL, the pure FLL and Costas discriminatorslé@ngented for pilot and data tracking
respectively are theross (Cross) andComposite Dot-Produc(CDP) discriminators.
They are given as (Ward et al 2006)

_ Ccross
Cross TI

D (5-5)

_ crossx dot

DCDP - -I-I (5-6)

From the correlation model developed in Section.23.&nd assuming no external

disturbances, they equal

D % R?(07)sin(272T, ) = 2 R (o7)27eF (5-7)

Cross —

2 2 _
Depp = % R*(Jr)sin(47e¥T, ) = % R*(or)2rX . (5-8)

Since the CDP discriminator is based on the prodfictvo components (the dot and

cross) that change sign simultaneously, it is isgie to 180 phase jumps due to
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symbol bit transition. As a result however, the CDiBcriminator tracks twice the
frequency error and is affected by additional néésens.

In contrast, and as illustrated in Figure 5-3,@mess discriminator possesses an extended
linear tracking region (twice that of the CDP distnator) that, as will be demonstrated

hereinafter, can help improve the FLL tracking #@nty by approximately 6 dB.
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Figure 5-3 — Mean CDP and Cross Discriminator Outpts

On a final note, the CDP and Cross discriminatoith lbequire an external normalization
to remove the impact of signal power on their reipe outputs.
Now that the PLL and FLL architectures have beefewed, the following subsection

briefly introduces the error sources that can affieeir performance.

5.1.3Carrier Tracking Error Source and Sensitivity Analy sis

The most important error sources affecting theieatracking loop performance are
thermal noise, oscillator phase noise, and dynarossidering all these error sources,
the total PLL jitter and its rule-of-thumb trackitigreshold can be expressed as (Ward et

al 2006)
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L
30p, = 3\/ UéLL,T + O-SLL,A +0, < Tw (5-9)

whereo,, 1,0, ,andg, are the PLL tracking error due to noise, osciligbase noise,
and dynamics respectively;, is the two-sided pull-in range of the phase dmurator

that equalsz and 272 for the DP and Coh discriminators, respectively.
Considering that the oscillator phase errors ren@onstant over two consecutive
integration intervals, the total FLL jitter and rsle-of-thumb tracking threshold can be

expressed as (Ward et al 2006)

L
30FLL = 3JFLL,T + fe s Tf (5'10)

whereg,,, ;andf_ are the FLL tracking error due to noise and dynamaéspectively;L

is the two-sided pull-in range of the FLL discrimtar that equald/2T, andl/T, for

the CDP and Cross discriminators, respectively.

The model for all these error sources can be fotordinstance, in Blanchard (1975),
Irsigler & Eissfeller (2002), Julien (2005) and Waat al (2006). Suffice to say here that
their impact on carrier tracking accuracy and gevitsi will be conditioned, for both PLL
and FLL, by 1) the choice of the discriminator tl2¢ design of the loop filter (e.g. order
and bandwidth) and 3) the coherent integration tised. It is not possible, however, to
jointly minimize the impact of all these error soes. As a consequence, the design of a
carrier tracking loop involves some trade-offs. Gpeally it has been demonstrated
(Ward et al 2006) that smaller loop bandwidths kmmger coherent integration times will

help reduce the carrier tracking error due to noide the other hand, the loop filter
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bandwidth should be sufficiently wide to not remaaey signal dynamic information
(due to dynamics and/or clock jitter), and the e¢eheintegration time should be short
enough to ensure good loop response to sudden siggnage.

For the sake of clarity, Table 5.1 summarizes tlop Iparameters used in the framework

of this dissertation.

Table 5.1 — Carrier Tracking Loop Parameters

PLL FLL
Data Pilot Data Pilot
Integration Time 10 ms 10 ms 10 ms 10 ms
Loop Order 3 3 2 2
Loop Bandwidth 10 Hz 10 Hz 10 Hz 10 Hz
Discriminator DP Coh CDP Cross

Now that the generic data and pilot carrier tragkias been presented, it is interesting to

compare the sensitivity and accuracy of these uargarrier tracking implementations.

5.2L5 Carrier Tracking in the Presence of Noise

The first step in evaluating the tracking perforieerof the various carrier tracking
implementations presented above is to look at theiraviour in the presence of white
noise only. To this end, the signal power profiewn in Figure 5-4 is applied to the

simulated signal, and a static receiver is assumed.
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Figure 5-4 — Simulated Equivalent C/N Profile for All Simulated Satellites

In this equivalent C/plprofile, the signal power for PRN 15 is droppedivwe 5-dB steps
from 44 to 19 dB-Hz. The power of the remaininge8ags is held constant at 44 dB-Hz
in order to maintain high quality receiver clocladiand clock drift estimates. Examining
Figure 5-4, it is important to bear in mind thag /N, values shown are those of the full
L5 signal. This implies that the effective G/Bkeen by the receiver on the data and pilot
channels of PRN 15 will decrease from 41 to 16 dB-H

When evaluating the impact of thermal noise onotaritracking implementations, it is

interesting to first look at the response of tlscriminators to thermal noise stress.

5.2.1Impact on Mean Carrier Discriminator Outputs

The approach taken herein is purely empirical. f£\earrier tracking loop update, the

value of the normalized and unfiltered discrimimatatputs is recorded. It is then
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straightforward to generate the distribution ofseaeliscriminator outputs. Since the FLL

and PLL discriminators do not estimate the locatieareplica misalignment at the same

level, their behaviour is studied independently.

PLL Discriminator

The distribution for the normalized Coh and DP dietmator outputs is shown in Figure

5-5, along with a normal envelope, for two valuéssiimated C/i\
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For a 36 dB-Hz C/p the Coh and DP discriminator outputs follow zerean Gaussian
distributions. This indicates that both discrimoratare operating in their linearity range
and, therefore, that the tracking is stable. Exargithe jitter of these distributions, it is
interesting to note that the normalized DP disanator has a greater jitter than the
normalized Coh discriminator. This derives from fhet that the DP discriminator uses
the product of the in-phase and quadra-phase atoreloutputs while the Coh
discriminator only uses the quadra-phase correlatdput. As a result of the noise
increase, the distributions for both discriminatensd to flatten when the C§Nlecreases
to 31 dB-Hz.
Finally, it is important to note that the DP andhCdiscriminator output ranges are
bounded and that, when the discriminator outpuiegleventually reach these inherent
boundaries, the distributions becoming non-Gausdie fact that the normalized Coh
discriminator has a wider output range explainsifgerior resistance to noise compared

to the normalized DP discriminator.

FLL Discriminators

Similarly, Figure 5-6 shows the distribution of theormalized Cross and CDP
discriminator outputs for the same two values dN/Their distributions follow the
same general trend as those of the normalized GodID& discriminators, which implies
that the Cross discriminator offers a superior stasice to noise than the CDP
discriminator. This is important as it supports #esumption that the presence of a

dataless channel can also bring significant impmoms to frequency tracking.
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Despite these similarities, the FLL discriminatoesnain more susceptible to thermal
noise stress than the PLL discriminators. This e@@asequence of the fact that the FLL
discriminators are based on the multiplication rofphase and quadra-phase correlator
outputs from two consecutive integration periods.

Now that the behaviour of each discriminator hasnbmvestigated, it is interesting to

assess the overall impact of white noise on camaeking loop performance.
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5.2.2Impact on Overall Carrier Tracking Accuracy

Accounting for frontend filtering effects, the thietical PLL tracking error variance due
to Gaussian noise when using the DP and Coh disators (assuming perfect

normalization and perfect code tracking) can beesged, in radians squared, as (Julien

2005)
O-SLL,T,DP = %(13_ O.SBLTl) 1+ C Bl (5'11)
N jB G (f )df ZN—OT, jB G (f)df
B, (1-05B, T
JsLL,T,Coh = CL(B ! ) . (5-12)
— f )df
N j Gs(f)d

Because the phase discriminators only use the asghand quadra-phase prompt
correlator outputs, the filter loss due to frontdiitering has an impact only on the
equivalent C/N, and since the Coh discriminator does not origiriedm the product of
the correlator outputs, it does not suffer squatosges. This was already observed in
Figure 5-5 and implies that it should perform hetsd low C/N than the DP
discriminator.

Similarly, the theoretical FLL tracking error van@e due to Gaussian noise when using
the CDP discriminator (assuming perfect normalaratind perfect code tracking) can be
approximated, in radians squared per second squasd€tVard et al 2006)

4FB, 1+ 1 (5-13)

C | C |
N—J'GLs(f).df
-B

2
JFLL,T,CDP -

T? N [Gus(f)df| T

0 -B 0
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where F is 1 at high C/ly, and 2 near threshold.
Since the Cross discriminator is not derived fréva product of the composite dot and
cross correlator components, it does not suffenfsguaring losses and, therefore, can be
approximated as

5 _ 4FB
JFLL,T,Cross - C B - ’
T? N [Gus(f)af

0 -B

(5-14)

In order to compare the accuracy of the frequemclyhase tracking loops, it is possible
to design the PLL as a frequency lock loop andsequoently, to derive its frequency
estimation error. This was done in Julien (2005pwdemonstrated that the frequency

error derived from a PLL could be expressed, inarglsquared per second squared, as

kB, )4 .B?
UgLL,T,f = %Ugux (5'15)

where k is a constant that depends on the loop filter baditivand approximately equals
4 for a 10 Hz loop filter bandwidth.

The frequency estimation error in white noise degtirom Equations 5.11 to 5.15 for an
L5 carrier tracking loop using a 10 Hz loop fileard a 10 ms coherent integration time is
shown in Figure 5-7 for both FLL and PLL implemdittas. The PLLs are expected to
produce frequency estimates that are significanttye accurate than the ones originating
from the FLLs. Similarly the Coh and Cross discriatbrs are expected to respectively

outperform the Cross and CDP discriminators forG/&lues below 30 dB-Hz.
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Figure 5-7 — Frequency Tracking Error in White Noise

In addition to enabling direct comparison of theLFind PLL resistance to white noise,
the results shown in Figure 5-7 illustrate 1) tiggidal frequency error of the Doppler
measurements derived from the carrier tracking $pd) the accuracy of the carrier
aiding used for code tracking, and 3) the amourgofer attenuation that the correlator
outputs will undergo during carrier wipe-off dueftequency inaccuracies.

To confirm these theoretical results, Figure 5-8vshthe estimate8tandard Deviation
(STD) of the Doppler measurement derived from the fphase and frequency tracking
loops discussed above. It is important to note thateffects of satellite and receiver
clock errors have been removed from the Dopplersomements prior to any STD
estimation. This implies that stored satellite &loorrections were applied to the Doppler

measurement derived from the data and pilot FLLs.
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Figure 5-8 — Estimated Doppler STD versus C/iNfor Various Carrier Tracking
Implementations

In agreement with the theoretical results showRigure 5-7, the Doppler measurements
derived from pilot tracking are less noisy than thees derived from data tracking.
Similarly, the Doppler measurements obtained froaguiency tracking are noisier than
the ones obtained from phase tracking. Howeves ihteresting to note that for high
C/No, the difference between phase and frequency trgcisi not as high as expected
from the theory. It is however important to rememibat the values shown in Figure 5-7
are obtained assuming perfect code tracking arfégarormalization. In the presence of
code tracking and normalization imperfections, peeformance gap between phase and
frequency tracking can be expected to diminish.
Now that the impact of white noise on carrier tiagkaccuracy has been assessed, it is of

major interest to investigate its effect on carsensitivity.
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5.2.3Impact on Overall Carrier Tracking Sensitivity
To illustrate the sensitivity of the various carrteacking implementations, Figure 5-9
shows the estimated Doppler frequency obtained vitnemeceiver is “forced” into each
of these tracking modes (this implies, for instant@at no attempts are made by the
receiver to re-acquire the satellite, even whertoitk detectors go below the authorized

thresholds).
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Figure 5-9 — Estimated Doppler for the Data (Leftand Pilot (Right) Only
Frequency (Top) and Phase (Bottom) Tracking Loop
Comparing the signal power profile shown in Figérd with the estimated Doppler
frequencies shown in Figure 5-9, it can be infertteat, for this data set, the data and

pilot FLLs lose lock at approximately 25 and 20 HB; respectively. For the data and
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pilot PLLs, these values drop to 22 and 17 dB-H=zpectively. These values closely
match the theory since Equation 5.10 approximatesdata and pilot FLL tracking
thresholds at approximately 24 and 19 dB-Hz, respdy; and Equation 5.9
approximates the data and pilot PLL tracking thotd$h at approximately 23 and
18 dB-Hz, respectively. It is interesting to ndtattthe tracking threshold values obtained
empirically are 1 or 2 dB below the expected thecak values. It should be noted,
however, that while the theoretical values indidate C/N at which the tracking can no
longer be considered reliable, the empirical valaes taken when the tracking loops
effectively lose lock.

When comparing data and dataless carrier trackmgleimentations, it can be seen that
the sensitivity gain enabled by using pure ratheant Costas discriminators is

approximately 5 dB. Besides, this value does natoawt for the fact that longer

integration time could be used on the pilot chaniadlrther reduce the impact of noise
on the correlator outputs and, therefore, bring ghet tracking threshold even lower.

This approach, however, must be used with careesihe use of very long coherent
integration might hamper, for stand-alone receivéns tracking loop reaction to receiver
dynamics and/or oscillator frequency noise.

Figure 5-9 also shows that for a static receives pfhase tracking threshold is
approximately 3 dB lower than the frequency tragkihreshold for both data and pilot
implementations. It is important to bear in mindttthis result was obtained by carefully
differentiating the behaviour of data-only and pimly tracking implementations for

both the FLL and PLL. Because FLLs are more comgarded as an intermediate

tracking step, the distinction between data anat piaicking, although common for PLLs,
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is rarely made for FLLs. It is then possible, wieamparing the sensitivity of the data
PLL with that of the pilot FLL, to erroneously cdade that frequency tracking offers
lower tracking thresholds than phase trackingligint of the above, and considering that
FLL tracking does not enable navigation messagedieg, the use of pure frequency
tracking is not recommended beyond its common gsanaintermediate tracking step.
Each data set being unique, the results given hesenot meant to establish hard
recommendations but rather to illustrate the gdriezads observed for carrier tracking
in the presence of white noise.

Now that the impact of white noise on carrier tiagkaccuracy and sensitivity has been
assessed, it is of major interest to evaluate ifact of oscillator frequency noise and

dynamics on phase tracking accuracy.

5.3L5 Carrier Tracking in the Presence of Oscillator Fequency Noise and
Dynamics

As explained in Section 3.1.5, oscillator frequenoyse is the result of the instability of
the oscillator central frequency that produces spheese jitter at the local carrier replica
level. For a third order loop, the tracking errarignce due to oscillator phase noise can

be expressed, in radians, as (Blanchard 1975)

(5-16)

R

3  3V3uf 6ay

where f_.is the natural frequency of the oscillator andC 1.7B, for a third-order loop.

Figure 5-10 shows the phase estimation error desdilator frequency noise.
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Figure 5-10 — Frequency Error Jitter Due to Oscilldor in Third-Order PLL at L5

The oscillator frequency noise in a third-order PisLat the sub-centimetre level for
OCXO, TCXO and rubidium oscillators. Amongst theseillators, and with the filter
bandwidth used, the oscillator that provides theelst phase jitter is the OCXO followed
by the TCXO and the rubidium, with differencesta millimetre level.

To confirm these theoretical results Figure 5-1lowah the estimated Doppler
measurement STD derived at various £¥dlues from the data and pilot PLLs when

data sets are collected using either of theselaso# as an extern&requency and Time

Standard(FTS).
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Figure 5-11 - Estimated Doppler STD versus C/fNusing Various External Oscillator
References and PLL Implementations
In agreement with the theory, the oscillator tHétrs the highest accuracy is the OCXO,
followed by the TCXO and Rubidium. It is importdotnote that the variations observed
across the various C§Mlo not result from variations in the oscillatceduency noise but
rather depend on the level of thermal noise expeeé by the PLL.
Due to the short wavelength of the GPS L5 sign&5(em), the PLL will be very
susceptible to user dynamics since it can rapielylIto an error greater than the stable
tracking domain boundaries, thereby provoking cyslgs. In order to track most
dynamics without bias, higher order loops are prete Third order loops are commonly
used for GNSS PLLs and should only be affectedebly and higher order dynamics. For
a third order loop, the tracking error variance daedynamics can be expressed, in

radians, as (Blanchard 1975)
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g,(t) = 279t (5-17)

3

where is the LOS jerk stress expressed in cycles pemskeco

dt®

To analyse the influence of receiver dynamics anieratracking, a kinematic data set is
required. To this end, the receiver is set to fr@astward with a constant velocity of
5 m/s (after a static period and a short accetaratiwhile this motion profile does not
include any jerk or higher order dynamics, it caovide a useful insight into the
effective resistance of the phase tracking loogetmnd order dynamics.

Figure 5-12 shows the estimated three-dimensioslakity STD obtained when data and

pilot PLLs are used to track the satellites seen btatic and a kinematic receiver.
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Figure 5-12 - Estimated Three-Dimensional VelocitysTD for Static and Kinematic
Receivers using Various PLL Implementations
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Figure 5-12 shows that even though the third omerier tracking loop can easily
accommodate acceleration dynamics, the resultitagrig estimates get noisier when the
receiver is moving.
Following this discussion on L5 carrier trackingstimportant to study the performance
of L5 code tracking since it is the code trackinggd that provides the user with the
robust pseudorange measurements than are commsedy in the navigation filter to

estimate the receiver position.

5.4 GPS L5 Code Tracking
As discussed in Van Dierendonck 1(997), Ward €2@06) and Misra & Enge (2006),

code tracking is commonly performed using a DLL.

5.4.1Generic DLL Architecture

A typical DLL architecture is shown in Figure 5-1Bhe principle of a DLL is very

similar to that of a PLL. The main distinction beewn these loops is that, in addition to
the prompt correlators’ output, the DLL also usadyeand late correlators’ output. The
latter are obtained by correlating the incomingnalgwith local code replicas that have
been advanced or delayed By2 chip (wher&\ was introduced in Section 4.3.3 as the
code discriminatoEarly-Late SpacindELS)). After code and carrier wipe-off, the early,
prompt and late correlator outputs are passeddis@iminator that estimates the code
phase error over the previous integration intervals estimate is then low-pass filtered
and used in a feedback process to drive the lcudé ¢NCO and local code generation

over the next integration interval. It is importaatnote that since the effects of relative
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satellite-receiver motion will affect both carriand code components of the incoming
signal, it is possible to use the carrier trackomp to aid the code tracking loop. In order
to do so, the Doppler frequency estimate derivednfthe PLL is scaled down (with
factor 115) to the chipping rate frequency. In thay, the dynamics and oscillator effects
no longer need to be tracked by the DLL which erdfiore only affected by noise and

code-carrier ionosphere divergence effects.

Correlation and

®  Discriminators
Accumulation +
* Loop Filter
Local Replica ¢
Generation < Code NCO
Carrier NCO N /
from PLL T s11E

Figure 5-13 — Schematic DLL Architecture

Similarly to the carrier tracking loops, the codacking loop performance is critically
influenced by the coherent integration time, thecdminator and the loop filter.
However, the distinction between data and pilotrihsinators no longer need to be made
in the context of code tracking since the presafamknown symbol bit transition does
not affect the DLL discriminators. The advantageibdt tracking then primarily resides
in the potential use of long coherent integratiomes. The most important parameter in
designing a code discriminator is the choice obppropriate ELS. Indeed, as shown by
Van Dierendonck et al (1992), thidarrow Correlator™ technology (NCGY) that

implements narrow early-late spacing can improwediscriminator resistance to noise
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and multipath. However, due to the frontend filgrilimitations discussed in Section
3.3.2, spacing narrower than one chip cannot béeimgnted on L5. A one-chip spacing
is therefore used herein. Several discriminators raasrmalizations were investigated; in
order to enhance the code tracking loop inheresistance to noise Rot-Product(DP)
discriminator with an Early-plus-Late normalizatinimplemented herein. Considering
that in the presence of carrier aiding the mairectibje of the code tracking loop filter is
to mitigate noise effects, a first-order loop filigith 1-Hz one-sided bandwidthB() is
used. Finally, in order to be consistent with tlarier tracking loop update rate, the
coherent integration time is set to 10 ms.

The (DP) discriminator is given as (Ward et al 2006
Doe =(le =1 )1» +(Qc —Q.)Q- (5-18)

From the correlation model in Section 3.3.2, anslasng no external disturbances, it

equals
D, = E(ﬁ(ar - éj - ﬁ(é’r " éjj R(or). (5-19)
4 2 2

In essence, code tracking is based on the meatthe difference between the early and
late correlation values that are meant to be sthah each side of the correlation peak.
Accordingly, to derive the discriminator output was$, the two following assumptions
must be made: 1) the code phase error is lesshihof the early-late spacing, and 2)

the early and late correlator values belong taathte-correlation function main peak.
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Under these assumptions and supposing that aniténfirontend filter is used (or,
equivalently, that the auto-correlation functionimpeak is a perfect triangle), Equation

5.19 can be approximated as (Ray 2005)

D, = g(1—|5r|)5r, (5-20)

which shows that the DP discriminator’s output aeseon both incoming signal power
and input error. To eliminate these dependenciesady-plus-late normalization is used

N = (l e+l L)I p T (QE + QL)QP = E(Z_A)(1_|5T|)’ (5-21)

which gives the following expression for the norized discriminatorD,,,

(2-a)D

Dgp = OP = o1 5-22
o = (5-22)
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Figure 5-14 — Normalized DP discriminator Output Usng a One Chip ELS
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This normalized discriminator is shown in Figurd4-and can be seen to be the exact
unbiased estimate of the code delay input error W5 chips.
Outside this region, this discriminator offers asldavourable behaviour as it tends to
always underestimate the code tracking error. Tais make tracking perilous as it
implies that the receiver will be unable to corredrowing error. However, the use of a
wide ELS and of a very precise carrier aiding stidwélp reduce the impact of dynamics

on code tracking and limit the occurrence of sudblems.

5.4.2Code Tracking Error Sources and Sensitivity

Considering that the dynamic stress and oscillatoors are absorbed by the carrier
aiding, the most important errors affecting the Date thermal noise (with standard

deviationo ) and multipath. It is important to note, howewéat the tracking error

DLL noise
introduced by multipath does not directly affece ttode tracking sensitivity. In fact,
multipath-induced tracking errors can be seen asesi that will shift the DLL
discriminator stable lock point away from wheresitould be; however, they do not
increase the tracking jitter. Considering this, total DLL jitter and its rule-of thumb

tracking threshold can be expressed as (Ward2€04)

3005 =30p11 noise <

N | >

(5-23)

Now that the generic code tracking has been predernit is interesting to study its

performance in the presence of noise and multipath.
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5.5L5 Code Tracking in the Presence of Noise

In order to assess the impact of white noise oredoacking, the approach followed

herein is both theoretical and empirical.

5.5.1Impact on Overall Code Tracking Accuracy

Accounting for frontend filtering effects, the thretical DLL tracking error variance due
to Gaussian noise when using a DP discriminatasufashg perfect normalization and

perfect carrier tracking) is given, in seconds sgdaas (Julien 2005)

B
B, .(1—;BL T, j.jGLs(f )sin?(7z.f .A)df .
SLL,DP = o £ — 1+ = 5 . (5-24)
C{zn.j £.Go(f )sin(n.f.A)dfj T Gus(f )t
N, b o B

Equation 5.24 shows that the code tracking erraamae depends on the five following
parameters: 1) the shape of the spreading seqirSiae?2) the frontend filter bandwidth,
3) the early-late spacing, 4) the incoming sign&llCand 5) the coherent integration
time. It can be seen that spreading sequenceswiiter PSD (or, equivalently, with
sharper and narrower correlation peak) will teneénable more accurate code tracking.
Similarly, for a given spreading sequence, longehecent integration time, wider
frontend filtering and narrower ELS will producarmaller code tracking error.

The standard deviation of the code delay estimatiorwhite noise derived from
Equations 5.24 for a DP discriminator and a 1 He-sided loop filter bandwidth is
shown in Figure 5-15 for various coherent integratimes. It is expected that the use of
longer coherent integration times will help reddlce code tracking error variance. To

this end, the presence of a dataless channel nsagr interest since it implies that the
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only mechanism that limits the duration of the aené integration is the power

degradation due to frequency errors.
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Figure 5-15 — Code Tracking Error in White Noise

The easiest way to constrain these frequency eisdosuse shorter coherent integration
times on the carrier tracking loop. Mismatched cade carrier tracking loop update
rates can easily be implemented as long as the wpdigte rate is an integer multiple of
the carrier update rate. Besides, it is importariigar in mind that if carrier aiding of the
code tracking loop is implemented, an update ofctreier tracking loop will also result

in some code NCO adjustments.

To confirm these theoretical results, Figure 5-1®ves the estimated STD of the

pseudorange measurements obtained for variousexghategration times.
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Figure 5-16 - Estimated Pseudorange STD versus Gfffor Various Code Coherent
Integration Time
The effects of satellite and receiver clock errdrave been removed from the
pseudoranges’ STD shown in Figure 5-16. As expediaeel pseudoranges get more
accurate when longer coherent integration timesised. The STD values obtained using
a 20 ms coherent integration time closely follows# predicted by the theory. However,
for longer coherent integration time, the empiri&dlD values shown tend to become

overly optimistic, especially at low C4N

5.6 L5 Code Tracking in the Presence of Multipath
Insightful multipath environments being extremebrdhto simulate, the approach taken
here to assess the effect of multipath on codéitrgaccuracy is purely theoretical. To

this end, the impact of multipath on code trackiagoften represented as an error
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envelope representing the maximum error resultiognfa single multipath with a certain
phase, delay and amplitude. In order to definesther induced by a given multipath, the
common approach is to find the discriminator stgbpoint (that is, the point where the
discriminator output crosses the origin) in thesprece of this multipath.

Figure 5-17 shows the L5 code error tracking usin@P discriminator, and assuming

two different values oBignal-to-Multipath RatiSMR)
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Figure 5-17 — Code Tracking Error Envelope for a Ichip ELS and Assuming a
Single Multipath with an SMR of a 6 (Left) and 12 B (Right)

As anticipated, the L5 code is insensitive to npaith with delays longer than 1.6 chips
(or, equivalently, 45 m). This tremendous improvameompared to the C/A code is a
direct consequence of the fast chipping rate usedd5o However, it is important to note
this improvement is limited by the necessary useodfe discriminators with wide early-
late spacing that have poorer inherent multipatiigation capacities than narrow ELS.
When compared to the thermal noise impact on caaking studied in Section 5.5, and
illustrated in Figure 5-15, it can be seen thatsfa multipath is a very serious source of

code tracking error.
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5.7 Data/Pilot Combining

Sections 5.2 and 5.5 above demonstrated thatnmstef both carrier and code tracking,
the use of a dataless channel could bring sigmficaprovements in terms of accuracy
and sensitivity. It would however be possible tatiar improve the overall L5 tracking
accuracy by implementing a data/pilot combinedkiregz This was done, at the PRN-
only tracking stage, using a weighted sum of the @ad pilot discriminator outputs.
However, once the NH alignment has been perforrdath/pilot combining must be
performed with care so as to jointly benefit frame reliability of pure pilot tracking, and
the accuracy of combined tracking. To this end,iedul(2005) introduced several
discriminator combinations. These combinations, év, provided a diminishing return
with decreasing C/j(i.e. when they were the most needed). Becauseatf restrictions,
Ries et al (2002) and Bastide (2004) recommended pilot tracking. This approach,
however, reduces the available power by 3 dB.dhtlof the above, a better combining
strategy is desired. As mentioned by Yang et aD42@nd Mongrédien et al (2006), in
tracking mode the data and pilot channels can Ineboted at three different stages to
drive a single carrier NCO: at the discriminatotpau, at the loop filter output or at the
correlator output. The latter approach is expedteg@rovide the best noise mitigation
performance since it recombines the independeatatal pilot noise components prior to
any non-linear operations and is therefore impldéegtinerein. The concept of coherent
correlator level data/pilot combining was alreadfraduced in Section 4.2.2 for signal
acquisition purposes. For clarity, Figure 5-18 dthates it in the context of signal
tracking. After Doppler removal and spreading codipe-off, the data and pilot

correlator outputs are either aligned (Figure 5yI8an phase opposition (Figure 5-18b).
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It is then possible to recombine them accordingitioer scenario and select the one with
the highest amplitude. The correlators thus obthiaee hereinafter referred to as

combined correlators.

Data Bit = - 1
Pilot+Data < Pilot-Data

Data Bit = 1

Pilot-Data < Pilot+Data

F A

Q Q

Data
| Pilot |

(@) ' (b)

Figure 5-18 — Data/Pilot Coherent Combining

Equivalently, they can be expressed as

l'IJComb = LIJPilot + Slgr(Dd )'LIJData (5'25)

where W is the correlator output (in-phase or quadra-phakt)je subscripted quantity.

It is important to note that this procedure is gglént to estimating the sign of the
symbol bit and removing its effect on the data eators. The combined correlators thus
obtained recombine the full signal power and cancbesidered free of symbol bit
transitions. The risk of selecting the wrong datafpcoherent combination (or,
equivalently, the wrong symbol bit sign) is low fmymmon values of C/NBesides, this
approach can help reduce the complexity of ther&&king loop as a single discriminator
and a single loop filter will be required to proseke data and pilot correlator outputs in

the code and carrier tracking loops.
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Now that the coherent correlator combining strategy been reviewed, it is interesting

to assess its performance in terms of code angcémacking accuracy and sensitivity.

5.7.1Data/Pilot Combined Tracking Accuracy

In order to evaluate the code and carrier traclkinguracy of the proposed data/pilot
combined tracking in static mode, the signal popr@file shown in Figure 5-4 is used.
To provide a fair comparison of the data only, pitmly and data/pilot tracking
implementations, the coherent integration timeeste 10 ms for all strategies. Figure
5-19 shows the estimated pseudoranges and Doppler derived from single and
combined channel tracking strategies. As expectednbined tracking outperforms
single channel tracking in terms of pseudorange Roppler measurement accuracy for
the entire range of Cf\values investigated. It is important to note ttieg data-only
tracking implementation loses lock at approximat2f/dB-Hz. This explains why the

Doppler and pseudorange STDs are unavailable tartdzcking at this C/hvalue.
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Figure 5-19 - Estimated Pseudorange (Left) and Dopgr (Right) STD versus C/N
for Various Channel Tracking Implementations
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In terms of single channel tracking performancdotynly tracking provides more
accurate Doppler and pseudorange measurementd#taionly tracking, even though
the improvement is rather marginal in terms of peeanges. As previously explained, in
the context of code tracking accuracy, the mairaathge of pilot tracking resides in the

use of longer coherent integration times, whichasdone here.

5.7.2Data/Pilot Combined Tracking Sensitivity

To illustrate the sensitivity of the proposed daitat combined tracking, Figure 5-20
shows the estimated Doppler frequency derived, tatics mode, from single and

combined carrier tracking strategies.
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Figure 5-20 - Estimated Doppler for the Data OnlyPilot Only and Data/Pilot
Combined Carrier Tracking Loop

Comparing the signal power profile shown in Figérd with the estimated Doppler

frequencies shown in Figure 5-20, it can be infktteat, for this data set, the tracking
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sensitivity of the data/ pilot combined PLL is appmately 23 dB-Hz. When expressed
with respect to the full signal power, the tracksensitivity of the data and pilot only
PLLs are to 26 and 21 dB-Hz respectively.

It is important to note that, for low C§Nalues, symbol bit recovery becomes unreliable,
which explains why the data/pilot combined trackihgeshold falls between those of the
data and pilot channels. The results shown in Eigiil9 and Figure 5-20 illustrate the
trade-off that has to be drawn between reliabditgl accuracy when the L5 data and pilot

channels are coherently recombined at the corrdiatel.
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CHAPTER SIX: GPS L5 KALMAN FILTER-BASED TRACKING

This chapter presents a discussion on the advantafj&alman filterbased (KF)
tracking applied to the GPS L5 signal. KF trackings originally introduced to
overcome some of the GPS C/A signal limitationgemms of acquisition and tracking
sensitivity, and to enable GPS receiver operationgnvironments where previously
impossible (Psiaki & Jung 2002, Humphreys et al5200u et al 2006). Later research
also demonstrated the ability of KF tracking to duce high quality carrier phase
measurements at the L1 frequency (Petovello & Lpel@ 2006), and therefore,
established its interest for high-accuracy appbeet However, to date, no attempts have
been made, in the context of high-accuracy, toyal§pl tracking to the L5 signal. In light
of the above, this chapter intends to assess thantafes of the KF implementation
applied to the L5 signal in terms of tracking aemyr and sensitivity. After a thorough
description of its theoretical basis, the perforo@aonf KF tracking is discussed in terms
of code and carrier tracking. Finally the advantageKF tracking are confirmed at the

position level, which is one of the main contrilouis of this dissertation.

6.1 Kalman Filter Overview

Section 3.3.3 reviewed the basic concepts of #ast Squares AdjustmdihtiSA) process
for use in parametric estimation. This approaclinsted to estimating the unknown
parameters based on measurements only. Howeven, samee knowledge of the system
behaviour over time is available, a better estinadt¢he unknown parameters can be

obtained.
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6.1.1Estimation of Dynamic Systems

Specifically, if the state vectar is known to relate to the observation vectothrough

z, =H X +V, (6-1)

and to behave as
x(t) = F{t)x(t) + G(thw(t) (6-2)

where the dot represents a time derivatitis, the time variableF is the dynamics
matrix which describes the dynamics of the syst@n,s the shaping matrix which
shapes the white input noise, andis a vector of zero-mean white noise with Gaussian
distribution, then a Kalman filter can be used ptiraally estimate the desired parameters
using both available measurements and assumedrsggteamics.

The Kalman filtering process is a recursive aldonitthat uses a series of measurement
and prediction steps to obtain an optimal estinasditthe state vector. It is a commonly
used technique that is widely discussed in thealitee (Gelb 1974, Brown & Hwang
1992). The following discussion, based on Gelb #9Teviews the final form of the
discrete-time algorithm. Using the measurement ihodé&quation 6.1 and under the

additional assumption that, is a zero-mean white noise with Gaussian distidiniitan
updated estimate of the state vector and its cawegi can be obtained as
Xe =% + K, (6-3)
Cu = (I - Kka)C;k (6-4)

where the superscript “-” and “+” indicate a quantbefore and after measurement

update respectivelyK is the Kalman gain matrix given by
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K = C;kHI-(r(HkC;kHI-(r +Czk)_l (6-5)

andv is the innovation sequence given by

vV, =z, —H/X . (6-6)

The innovation sequence can be viewed as the anoburdw information brought into
the system by the measurements. The Kalman gairbeamterpreted as a weighing
factor that compares the quality of the measuresnagtinst that of the current state
estimate and then determines the amount of newnation that should be accepted by
the system.

The prediction of the state vector and its covagaran then be performed using

)21;1 = CDk,k+15\(:1 (6'7)
Cn = q)k,k+1C:kq)I,k+1 +Q, (6-8)

where @, , ., is the transition matrix from epodh to epochk +1, and Q, is the discrete-

time process noise matrix.

Assuming that the dynamics matrix is time invariamner the prediction intervak, the
transition matrix and the discrete-time processeaonatrix can be obtained, respectively,
as the solutions of

D = exp(FAt) (6-9)

Q, = J':ﬂcbC (t,t+7)6(7)Q. ()G (r)l (t,t +7)dr (6-10)
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where ®_(t,..t,) is the continuous-time transition matrix betweienes t_ andt,, and
Q.(t) is the continuous-time spectral density matrithef input noise vectow.

Now that the theoretical concepts of discrete-titadman filtering have been reviewed,
the following subsections discuss how this techaigan be applied to GPS L5 signal

tracking.

6.2 Kalman Filter Based Tracking

The KF tracking implementation used herein is thated in Figure 6-1, and closely

follows that proposed in Petovello & Lachapelle@@Ppand Mongrédien et al (2007b).

i Correlation and .| Measurement

Accumulation Update

i .

Local Replica P State
Generation Prediction

Figure 6-1 — Schematic Kalman Filter Based Trackind.oop

The signal enters the tracking loop after down-esswn, filtering, sampling and
acquisition. Similar to CB tracking, the samples first passed to a correlation function
where carrier and code wipe-off are performed. Afdecumulation, however, the
correlator outputs are no longer passed to indalidode and carrier discriminators but
rather to a unique Kalman filter that tries to jbnestimate the errors in the code and
carrier phase and frequency alignment. These egtinaaie then used, in a feedback loop,

to update the code and carrier NCO and drive thbal Isignal generation for the next
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epoch. The measurement and dynamic models usduisirfilter are discussed in the

following subsections.

6.2.1Measurement Model

The two KF measurement models considered hereidereed from the expression of
the pilot and coherently combined data/pilot cat@l outputs given in Equations 3.12,
3.13 and 5.25, respectively. Their expressions rapeated here for convenience.

Assuming a correlator offset d@/2 (e.g. half the CB early-late spacing), the in-phease

guadra-phase pilot correlator outputs are given by

| ot = AR(ST - 2/2)sin(Jg) (6-11)
Qrior = AR(ST - 2/2)cod ) (6-12)
whereA = @% corresponds to the effective amplitude of theedator outputs
|

when accounting for the power degradation due ¢éoftbquency inaccuracies, and the

average phase error is expanded as

T T?
5(”:5%4'&0?'4'50'0_('5 (6-13)

where the “0” subscript indicates a value at thgiti@ng of the integration period and
oa is the phase acceleration.

Similarly, the in-phase and quadra-phase combine@lator outputs are given by

I Comb = I Pilot + Slgr(Dd )I Data (6'14)

QComb = QPiIot + Slgr(Dd )QData (6'15)
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The reason for combining the amplitude and frequeamoor terms is that the attenuation
due to frequency errors is very difficult to separfom the variations in amplitude. This
implies that the frequency error can only be obséthrough the expanded phase error.
When considering this measurement model, threecpkat aspects need to be further
discussed. First, as illustrated in Figure 6-2, floatend filtered correlation function is

modelled herein using a fourth order polynomial.

——24MHzFE |
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Figure 6-2 - Fourth order Polynomial Approximation of the Filtered L5 Correlation
Function

In addition to accurately modelling the frontenltiefing effects, this approach alleviates

issues related to the presence of slope discotigauin the triangular auto-correlation

function model, and ensures the numerical stalfitthe filter.
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Second, the covariance matrix of the observatiensomputed as a function of the
estimated signal CiN Specifically, the diagonal elements of this matre given as
(Van Dierendonck 1997)

2 _ 22 1

710 T agT, (619

and the off-diagonal elements (corresponding tocihariance between two correlator

outputs separated by A/2 spacing) as

R(a/2)

cofl,1(2/2)] = cofQ, Q(2y/2)] = 2100

(6-17)

Finally, a hard symbol bit sign decision is implidttough the use of the combined
correlator outputs. It is important to bear in mitict bit sign errors will degrade the
correlator outputs and may trigger loss of lockoat signal power. To alleviate this
problem, Psiaki & Jung (2002) and Yu et al (200@yaduce a soft data bit decision
algorithm. This algorithm uses a weighted sum tocomebine the outputs of the two
separate filters running both bit sign hypothesegarallel. This approach was shown to
provide interesting sensitivity gain improvements law signal powerbut has the
drawback of degrading accuracy at high signal poWénile it would be feasible to apply
a similar strategy to the L5 case, this is not dbeeein; rather, the focus is put on
comparing the performance of the pilot and combmeadsurement update strategies.
Now that the measurement models have been defmetkscription of the dynamic

model is presented.
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6.2.2Dynamic Model

The filter implemented herein directly uses thdyearompt and late correlator outputs
to estimate the amplitude, code phase error, int@arier phase error, initial carrier

frequency error and initial carrier accelerationoer This translates into the following

state model:
A 0 00 0O OyA 1 00 0 0)w,
or 0 00 B Ofdr 01 B 0 0w,
%5¢02000105¢0+001 0 Ofw, (6-18)
&, 0000 1|4, 0 00 1 Ofw
aa, 0 00O O\da,) \O OO0 O 1)w,

where £ converts units of radians into units of chips amds the process noise of the

subscripted quantity.

In essence, this model uses the carrier frequendyaaceleration errors to propagate the
code and carrier phase errors. The amplitude add pbase process noise are expected
to account for signal level variations and codeiear ionospheric divergence,
respectively. The carrier phase and carrier frequgorocess noise are expected to
account for the oscillator jitter effects. Simitar (Brown & Hwang 1992), the oscillator
frequency noise is modelled through two componemsnely white noise and random
walk. Finally, the carrier acceleration processsaois expected to account for the
receiver-satellite LOS dynamics.

For computing the noise value that drives the aongdi estimate, some consideration is
given to the expected amplitude variations due)tohfinges in the true satellite-receiver
range, and 2) attenuation due to frequency inac@saAlthough no ionospheric errors

are simulated, the noise value that drives the @vder is obtained by estimating the
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expected code-carrier ionospheric divergence vanatdue to changes in satellite
elevation. The noise values that drive the osoillahase and frequency errors follow the
model described by Brown & Hwang (1992). It is imjpot to note, however, that these
values do not follow the elevated frequency noiseleh proposed in (ibid). This model
was built to approximate the clock frequency naisthe flicker region. This flat region
of the oscillator frequency noise is extremely htwdmodel and corresponds to time
intervals of approximately 1 s. When considering tlommon 1-Hz navigation solution
update rate, modeling the clock frequency noiseatelr in the flicker region is of
critical importance. However, in the context ofckkeng loop updates, where the typical
update rate is on the order of a few tens of reitlds or less, it is more relevant to
accurately model the white frequency noise. Findllg noise value that drives the
acceleration error is obtained by examining theeetgd acceleration variations along the

satellite orbital trajectory. The final values ate®wn in Table 6.1.

Table 6.1 — State Spectral Density

State Process Noise
Amplitude 16°Hz
Average Code Phase Error “bhip?/sIHz
Initial Carrier Phase Error nuf%.ho rad/Hz
Initial Frequency Error 418 f2.h, rad/s’IHz

Initial Acceleration Error 5 rad'/s'/Hz
where Iy and hy are the random walk components of the oscillategdency noise given
in Table 3.1




154
Now that the KF models have been discussed, thectegh benefits of KF tracking are

reviewed.

6.2.3Expected Advantages of Kalman Filter Tracking

The expected benefit of KF tracking is three-fdtitst, by weighting the quality of the
prediction against that of the measurements befacé tracking loop update, the Kalman
gain effectively provides adaptive bandwidth fiitey. This should therefore minimize
the need for long coherent integration times angrave tracking sensitivity. Second, the
dynamic and measurement models offer a unique tputy to utilize any prior
information about the operating environment of tleeeiver (e.g. oscillator used,
expected level of receiver dynamics, or fronterdtering). This implies that the KF
implementation can provide more consistent trackiagormance over a wider range of
tracking conditions. Finally, and in contrast wilB tracking, the KF implementation
enables code and carrier NCO updates not onlyeiquiency but also in phase. This, in
turn, should allow for a more accurate alignmentheflocal code and carrier replica or,
equivalently, for more accurate code and carreaking.

Prior to evaluating the actual performance of K&cking, it is important to ensure that

the filter can accurately track signals at high £/N

6.2.4Kalman filter Based Implementation Validation

Figure 6-3 shows the estimated Doppler derived f@Bnand KF tracking. It shows that
the KF implementation can track the Doppler fregquyeaf PRN 10 more precisely than
the CB implementation. The results shown for PRNat@ representative of all the

simulated satellites.
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Figure 6-3 — Estimated Doppler for PRN 15 Using CBind KF Tracking

Now that the ability of the KF implementation tocacately track the incoming signals
has been demonstrated, it is important to comgarpdrformance with that of the CB
implementation. This is done hereinafter in thespnee of noise, oscillator phase noise

and receiver dynamics.

6.3 KF Tracking in the Presence of Noise

KF and CB tracking performance for pilot-only andtalpilot combined measurement
models are compared in terms of accuracy and setysiffo this end, the power profile

shown in Figure 5.4 is used. In addition, the cehemtegration time is set to 10 ms, and
the CB tracking is implemented with the parametissussed in Sections 5.1 and 5.4. It

should be noted that these CB parameters wereegleraccommodate a wide range of
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tracking conditions and to illustrate the generahtls observed for CB code and carrier

tracking.

6.3.1Tracking Accuracy

Figure 6-4 shows the estimated Doppler and psenderaneasurement error STD
derived from various CB and KF tracking implemeiatas. It appears that in terms of
frequency tracking the KF implementation outperfsrnts CB counterpart by
approximately one order of magnitude for all th&CY¥alues investigated. In terms of
code tracking, the improvements brought by the HKhplementation are not as
significant, especially for high Cg\values. Interestingly, the accuracy of the freqyen
and time estimates obtained from KF tracking sheoety little susceptibility to C/dl
variations. This is a consequence of the adaptoisenfiltering that is provided by the
Kalman filter. However, it should be noted that @8 tracking accuracy could be

improved by narrowing the loop filter bandwidth iasvould enable better white noise

mltlgatlon.
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Figure 6-4 — Estimated Pseudorange (Left) and Dopgt (Right) Error STD using
CB and KF Pilot and Combined Tracking Implementations for Various C/Ngy
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To further investigate the impact of signal powariations on KF tracking accuracy,
Figure 6-5 shows the estimated Doppler and psenderaneasurement error STD

derived from KF tracking implementations only.
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Figure 6-5 - Estimated Doppler (Left) and Pseudorage (Right) Error STD using
KF Pilot and Combined Tracking for Various C/Ng

Examining Figure 6-5 it can be seen that the KEkireg accuracy is not greatly affected
by incoming signal power variations. In terms ofriea tracking the variations observed
are on the order of a few millimetres per secondhast. Accordingly, the benefits of
using combined rather than pilot-only correlatortpotis are marginal. The trends
observed in terms of code tracking are slightlyedént. While the accuracy of the time
estimates derived from pilot-only tracking appetarde fairly constant across the range
of C/Np values investigated, there seem to be a non-nielglignprovement to be
obtained by using the data/pilot combined rathantthe pilot-only correlator outputs.
While these trends seem contradictory at firstainsg, it is important to bear in mind that
the various C/M values are obtained by slowly decreasing the pa#dé?RN 15. This

implies that as the time increases (and the GiBcreases), the Kalman Filter can
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progressively decrease the weight it gives to tleasurements and increase the trust it
places in the predicted estimates. In contrast3ttiB gain in equivalent Cg\enabled by
the use of combined correlator outputs intervenelseabeginning of the data set and can
therefore help increase the accuracy of the titimates.

Now that the code and carrier accuracy gain endyedF tracking have been assessed,
it is of major interest to investigate the advaetagf the KF implementation in terms of

tracking sensitivity.

6.3.2Tracking Sensitivity

To illustrate the sensitivity of the proposed KRcking implementation, Figure 6-6
shows the estimated Doppler frequency derived fitmencombined CB and KF tracking
implementations. The KF implementation is ableraxk the signal until the end of the
data set which, according to the power profile shawFigure 5.4, corresponds to a @/N
value of approximately 20 dB-Hz. The CB implemeiotat on the other hand, loses lock
at approximately 23 dB-Hz. This result demonstrétes the KF implementation can also
bring significant improvements in terms of trackisensitivity. It is important, however,

to bear in mind that the very stable operating doms of the receiver (and therefore of
its tracking loops) enable the Kalman Filter toyrelore on its dynamics model than on
the measurements it gets from the correlatorsapidly changing environments, where
the Kalman Filter would need to accept more infdramafrom the correlator outputs, this
sensitivity value would likely change. Furthermoite,should be noted that the CB
tracking threshold could be lowered by narrowing khop filter bandwidth as it would

enable better white noise mitigation.
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Figure 6-6 - Estimated Doppler using the Data/PiloCombined CB and KF
Tracking Implementations
Now that the KF tracking accuracy and sensitivis lbeen assessed in the presence of
white noise, it is of major interest to evaluate fhodelling capacities in terms of

oscillator frequency noise.

6.4 KF Tracking in the presence Oscillator Frequency Nise

The impact of oscillator frequency noise on CB ghascking has been assessed in
Section 5.3. It was shown that the resulting phidtse in the PLL was a function of the
oscillator and loop filter bandwidth used. For aey oscillator, the use of wider loop
filter bandwidth could help reduce the impact af tiscillator frequency noise but would,
at the same time, increase the impact of whiteendibe ideal solution would then be to

use an adaptive PLL that would narrow its loogefilbbandwidth at low C/N(when the
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thermal noise dominates the error budget) and witdahhigh C/N (to better track the
signal variations due to oscillator frequency npi3dis is exactly what is intended in the

KF implementation through the continuous updatthefKalman gain.

6.4.1Carrier Tracking Accuracy

To illustrate the accuracy of the oscillator fregeye noise modelling in the KF
implementation Figure 6-7 shows the estimated Bopmeasurement STD derived at
various C/N from the pilot-only and data/pilot combined CB akB implementations
when data sets are collected using the followingraal FTS reference: 1) an OCXO, 2)
a TCXO or 3) a Rubidium. As discussed in Sectidd, The oscillator that offers the
highest CB phase tracking accuracy is the OCXQoviedd by the TCXO and Rubidium
oscillator. In contrast, it appears the KF impletaénon provides similar performance
whether the external oscillator used is a Rubidaman OCXO. Since these oscillators
possess very different noise parameters, thistresulld seem to indicate that the KF
appropriately weighs the measurements and prediegtdnates in its Kalman gain
computations. However, this conclusion does nomstehold for the case of the TCXO
oscillator since it provides significantly worsegsle tracking accuracy than the other
oscillators. This also could imply that the paraengtused to model the TCXO oscillator

do not match its actual performance.
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Figure 6-7 - Estimated Doppler Error STD for Various External Oscillator
References using CB and KF Combined Tracking for viaous C/Ng
To further illustrate the importance of oscillatmodelling in KF tracking, Figure 6-8
shows the Doppler measurement error STD obtainednwhe OCXO, TCXO and
Rubidium oscillator parameters are used to prot¢kssdata set collected with the
Rubidium oscillator. As expected, the oscillatorrgmaeters that offer the highest
accuracy are the Rubidium ones followed by the OC&x@ TCXO parameters.
Examining Figure 6-7 and Figure 6-8, it appears tiha values used to model the TCXO
frequency noise might be overly optimistic. Thisulbimply that the filter relies too
heavily on the dynamic model to estimate the caplease and frequency error at the
beginning of the integration interval and treatxase some signal variations that are in

fact due to oscillator variations.



162

I oC X0
[ |Rubidium
ETCXO |

i -9
T

LA}

b3

Estimated Doppler STD [cmis]

—

CN, [dB-Hz]

Figure 6-8 - Estimated Doppler Error STD obtained ly Processing the Rubidium
Data Set using Different Clock Parameters in the KH racking
The other error source that the filter tries tocact for in his update of the Kalman gain
matrix is receiver dynamics. The next section esasi the modelling capacities of the

Kalman Filter in terms of receiver dynamics.

6.5 Performance in the Presence of Dynamics

The motion profile introduced in Section 5.3, whiakludes both constant acceleration
and constant velocity periods, is used here toyaralhe ability of the filter to model
receiver dynamics. Figure 6-9 shows the estimaledetdimensional velocity STD
obtained when CB and KF tracking implementatiores @sed to process the static and

kinematic data sets. As expected from the Doppleasurement accuracy shown in
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Section 6.3.1, the velocity estimates derived fridf tracking are significantly more

accurate than those obtained from CB tracking.
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Figure 6-9 — Estimated Three-Dimensional Velocity BD for Static and Kinematic
Receivers using CB and KF Tracking Implementations

It is interesting to note, however, that the eabbeity estimate is slightly noisier than its

north and up counterparts. This is due to the fhet at the end of the constant

acceleration period, the Kalman Filter relies ta@avily on the predicted estimate and

therefore overestimates the east velocity. It wduddpossible to reduce this effect by

increasing the acceleration process noise but Wosild increase the impact of

measurement noise and would likely degrade the afiverccuracy of the three-

dimensional velocity estimation.

Sections 6.3, 6.4 and 6.5 above showed the adwapfape KF implementation in terms

of tracking accuracy, tracking sensitivity and dator modelling. It is then of major
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interest to assess how these tracking improvemeatsslate in terms ofosition,

Velocity and TiméPVT) solution.

6.6 PVT Accuracy

The pseudorange and Doppler measurements obtaioidtiie receiver tracking loops
are passed to the navigation filter which uses ttemstimate the receiver position and
velocity. As previously mentioned, the navigatiditef implemented herein is an LSA;
this implies that the position and velocity estiesatire obtained independently from the
pseudoranges and Doppler measurements, respectBedides, no carrier smoothing of
the pseudorange measurement is implemented. Thishdyy-epoch approach was
selected to better illustrate the impact of cod# @arrier tracking accuracy at the position

and velocity levels.

6.6.1Estimated Position Accuracy

Figure 6-10 shows the horizontal position errorsamied when using the pseudorange
measurements derived from the CB and KF trackingilementations respectively. The
position accuracies obtained when using pseudorarggsurements from ten satellites
broadcast with an estimated G/bf 44 dB-Hz are at the decimetre level for bo#tking

implementations.
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Tracking Implementations

However, as confirmed by the position error STDueal shown in Table 6.2, the

improvements brought by the KF implementation imig of code tracking can be seen to

translate into more accurate receiver positionresgs.

Table 6.2 — Position Error STD

Direction Mean Position Error [cm] Position Error STD [cm]
CB KF CB KF
East -4.1 -4.2 5.2 3.0
North -4.2 -4.2 8.6 5.0
Up -10.0 -10.1 194 12.6

As expected from the satellite constellation camfégion the position estimation is

noisier in the up direction.
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It can also be seen that there is a bias is thiigogstimation derived from both KF and
CB tracking implementations which is likely a coggence of the short duration of the

data set used to generate these results.

6.6.2Estimated Velocity Accuracy

Figure 6-11 and Figure 6-12 show the three-dimemsivelocity errors obtained when
using the Doppler measurements derived from thea@BKF tracking implementations,
respectively. These velocity errors are obtaineémiising Doppler measurements from
ten satellites broadcast with an estimated@MN\44 dB-Hz. Note that the scale of the y-

axis is different in the two figures.
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Figure 6-11 — Three-Dimensional Velocity Errors usig the CB Tracking
Implementation
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Figure 6-12 - Three-Dimensional Velocity Errors Usig the KF Tracking
Implementation
In contrast with the results shown in the positimmain the velocity accuracies obtained
when using the Doppler measurements derived fronra@BKF tracking do not have the
same order of magnitude. In fact, while the velpestimates derived from CB tracking
are affected by decimetre level errors, those obthifrom KF tracking show error
variations at the centimetre level. These resultsifirmed by the velocity error STD
values shown in Table 6.3, are consistent withttbeds observed at the measurement
level since the KF implementation was shown to m®v significant accuracy
improvements in terms of carrier tracking. As ire tposition domain, the velocity

estimation is always less accurate in the up doect



Table 6.3 - Velocity Error STD
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Direction Mean Velocity Error [cm/s] Velocity Error STD [cm/s]
CB KF CB KF
East -0.1 0.0 2.3 0.1
North 0.3 0.0 4.1 0.2
Up 0.4 0.0 8.7 0.5

It is interesting to note that the velocity errtarglard deviations shown in Table 6.3 are
lower than those shown in Figure 6-9, even fordtagic receiver. This derives from the
fact that the results shown in Figure 6-9 are oletiusing a four-satellite navigation
solution. In the absence of redundancy, the eftécDoppler measurement noise is

expected to be magnified in the velocity domain.

6.7 Conclusion on GPS L5 Kalman Filter-Based Tracking

Despite all the improvements that are enabled bylLth pilot channel in terms of CB

tracking, it has been shown herein that the KF é@mm@ntation can provide some
additional gains in terms of tracking accuracy aedsitivity. These improvements are
fairly marginal in terms of code tracking accurdmyt reach approximately one order of
magnitude in terms of carrier tracking accuracysiBes, a 3 dB gain was observed in
terms of tracking sensitivity.

The modelling capabilities of the Kalman Filter eefemonstrated in terms of oscillator

frequency noise and receiver dynamics.
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The tracking improvements enabled by the KF imgetation were also shown to
translate into better positioning accuracy. Simidehaviour can therefore be anticipated
for very precise double difference carrier phasstpming.
The impact of satellite geometry on the accuracyhef position and velocity was also
illustrated. Specifically, it was shown that thespion and velocity estimate are noisier in

the up direction. Additionally, the benefits of saeement redundancy were highlighted.
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CHAPTER SEVEN: CONCLUSIONS AND RECOMMENDATIONS

A thorough assessment of the performance of the GPSignal was successfully

completed herein. Several acquisition and tracldgtigtegies were proposed and their
relative performance assessed. The simulated LSalfples used to conduct this
evaluation were obtained using a Spirent GSS 7 &@ware simulator and a NovAtel

L5 frontend. An L5 software receiver was developsdpart of this thesis and used to
produce the results presented in previous chapters.

The following sections summarize the major findingé this work and make

recommendation for potential improvements.

7.1 Conclusions

The purpose was to investigate and assess, froignal grocessing point-of-view, the
impact of the future L5 signal structure on GPSiw#r operations from acquisition and
tracking to measurements formation and navigatiolut®n derivation. The major

conclusions of this work are as follows:

Acquisition Performance

In order to alleviate the high computational loa$aciated with combined algorithms,

the acquisition of the PRN and NH codes was peréarsequentially.

1. The implementation of the L5 coarse acquisitiorp st affected by the potential
occurrence of unknown NH bit sign transitions. Thaguires the implementation of

zero-padding strategies and constrains the cohertgration time to exactly 1 ms
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which, in turns, limits the achievable correlatigain and affects the L5 coarse
acquisition sensitivity. To increase the equival&@ilN, (and, therefore, enhance
detection performance) several data/pilot combiratgprithms were proposed and
compared. The coherent combining method that magesof the synchronicity and
orthogonality of the data and pilot channels wasashto provide the best theoretical
detection performance, followed by the differentsald non-coherent combining
strategies.

2. The L5 fine acquisition involves the introductioh an intermediate tracking step.
This 1-ms FLL-based tracking strategy reduces ribguiency uncertainty after coarse
acquisition and enables reliable acquisition of ibeeived NH code delay. The NH
code delay acquisition is performed using the pitbannel only; this strategy
combines robustness with simplicity, and benefibsnf the superior Nk correlation

properties.

Constant Bandwidth Tracking Performance

The improvements brought by the L5 pilot channetemeonfirmed in terms of carrier

and code tracking.

1. The main asset, for a carrier tracking loop runronga pilot channel, resides in the
use of more efficient discriminators. Since theyndbd need to address the unknown
data bit transition issue, the pilot discriminatarsed for phase and frequency
tracking can provide significant gain in terms oédquency tracking accuracy and
sensitivity. These improvements mostly derive fraime fact that the pilot

discriminators possess extended stability and titregking domains. The sensitivity
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gain enabled by the pilot discriminators was showvhe approximately 6 dB for both
PLL and FLL. From a phase tracking stand-point,ube of a pure PLL discriminator
also ensures better resistance to dynamics antlatscerrors, and therefore limits
the occurrence of cycle slips. This is of particuteerest for carrier smoothing of the
pseudoranges and/or carrier ambiguity resolutiordéuble difference carrier phase
positioning.

. Phase tracking and frequency tracking were comparetérms of accuracy and
sensitivity. As expected, phase tracking was shimare the most accurate. Similarly,
phase tracking was found to provide higher trackiagsitivity.

. The pilot channel also allows the use of long cehemtegration times. The use of
long coherent integration times on the carrier kirag loop is limited by both the
quality of the receiver FTS and the expected rezadynamics. In contrast, the use of
long coherent integration times on the code traghoop is enabled by the carrier
aiding that absorbs the effects of oscillator frgry noise and receiver dynamics.
This was shown to provide significant accuracy gaspecially at low C/p

. From the above conclusions it would seem reasonablperform the GPS L5
tracking on the pilot channel. Combined with a &ngrompt in-phase correlator on
the data channel (to enable subframe synchronizasiod navigation message
decoding), this pilot-only tracking strategy woutdmbine robustness and low
computational burden. This approach, however, doésnake use of all the available
power which, in turns, can reduce measurementsracyguTo circumvent this
problem a coherent data/pilot combining at theadator level was introduced. It was

shown to provide significant gains in terms of caael carrier tracking accuracy. Its
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performance, in terms of tracking sensitivity, waswn to fall halfway between

those of the data and pilot channel implementations

Kalman Filter Based Tracking Performance

The benefits of Kalman filter-based tracking wemmdnstrated in terms of code and

carrier tracking sensitivity and accuracy.

1. The foremost benefit of the KF tracking implemeiatatresides in its modeling
capacities. Specifically, the opportunity to inauthe effects of frontend filtering,
oscillator phase noise or dynamics in the measunena@d dynamic models
effectively provides adaptive bandwidth filteringdareduces the impact of noise on
the code and carrier tracking loops.

2. The accuracy improvements are more significanétims of carrier tracking since the
Doppler estimates derived from the KF tracking loage about one order of
magnitude less noisy than those derived from the t@Bking loop. This is of
particular interest since it is the carrier tragkitoops that show the lowest
performance when CB tracking is used.

3. In terms of sensitivity, KF tracking was shown taterform its CB counterpart by
approximately 3 dB when the receiver operatesahlstconditions.

4. The performance of Kalman filter-based tracking walso shown to be less
dependent on the incoming signal @/bhan its constant bandwidth counterpart.
However, some accuracy improvements were still mesewhen the data and pilot

channel were coherently combined at the correlet@.
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PVT Solution

Using an epoch-by-epoch LSA, the impact of code eawdier tracking accuracy was

illustrated at the position and velocity levels.

1. As expected, the advantages of the Kalman Filteeddracking were confirmed in
the position domain. In particular, the accuracytted velocity estimates obtained
when using KF tracking were shown to be approxilgab@ee order of magnitude
better than those derived from CB tracking. Inm®rof position accuracy, the
improvement was shown to be at the centimetre level

2. The impact of satellite geometry on the accuracythw position and velocity
estimates was briefly introduced. Specifically, gusition and velocity estimate were
shown to be noisier in the up direction. Besidesasurement redundancy was shown

to enable some accuracy gain in terms of veloatyration.

7.2 Recommendations for Future Work

Following these conclusions, it is necessary tantifle the limitations of the research
presented herein and, accordingly, to formulatddhewing recommendations for future
work:

1. An investigation of L5 multipath mitigation in thpesence of more diverse multipath
types is required. Due to the difficulty to simelatn insightful multipath
environment, only specular multipath was considérexctin. It would be valuable to
assess the effect of diffuse multipath as well.

2. Assess the tracking performance in the presenchigsfer order dynamics. The

results shown herein were limited to acceleratiomadnics which are more
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representative of vehicle navigation. By invesiiggthe performance of the CB and
KF tracking in the presence of higher order dyname better overall assessment
would be obtained.

. Investigate tracking performance in the presendagifer oscillator frequency noise.
The results shown herein were obtained using higllity oscillators. It would be
valuable to assess the performance degradatiohsvthdd ensue if low-end quartz
oscillators were used as the external FTS.

. Investigate the accuracy/sensitivity trade-off thatuld result from the use of a soft
symbol bit decision in the Kalman Filter-based kiag implementation.

. Conduct some L5 performance analysis in the preseoic interference, and
specifically of the aeronautical interferences présn this frequency band.

. Consolidate the L5 performance analysis at thetiposievel. In particular, it would
be interesting to further investigate the accuramly the L5 carrier phase
measurements and, therefore, to assess the pbtehtihe L5 signal for double
difference carrier phase positioning and attitueiednination.

. Evaluate the performance of a dual L1/L5 frequenecgiver. Specifically the interest
of the frequency diversity should be investigatadthe position level, in terms of
ionospheric mitigation capacities and resistanceirtterference and jamming.
Furthermore, at the measurement level, it wouldobenajor interest to assess the
accuracy, reliability and sensitivity gains thatghti be achieved through the
implementation of an L5-aided tracking of the LJAGignal.

. Finally, although the simulation tools used in tthissertation were chosen to provide

L5 IF samples that were as close as possible ta witlabe transmitted by the GPS
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satellites, it would be valuable to test the aldpns proposed on real data. The first
GPS satellite to transmit the L5 signal is schedoitdaunch in June this year, which
will provide an excellent opportunity to confirmrae of the results presented in this

dissertation.
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APPENDIX A: LOCK DETECTORS

When a satellite is being tracked, it is importemknow how well it is being tracked to
ensure that the pseudorange, Doppler and carriasepimeasurements passed to the
navigation filter are reliable and accurate. Thiadtion is performed by the so-called
lock detectors. This appendix describes the lodealers implemented herein for the

DLL, PLL and FLL.

A.1. Code Lock and C/N Estimation

Code lock detection is frequently assimilated tbl¢stimation since a good code lock is
required to achieve good G/NVan Dierendonck 1997). The comparison of theltota
signal-plus-noise power observed in two differemisa bandwidths can be used to
observe the C/) To this end, the total signal-plus-noise powdrseoved in wide and

narrow noise bandwidths are given, respectively, by

WBR :(i(l 2 +Q2 )j (A1)

i=1

nee =(30,)] +($le)] "2

i=1 Kk i=1 k
where the coherent integration tilased to obtain the normalized in-phase and quadra-
phase correlator outputs,; and Q;; is set to 1 ms, an#l is an integer number chosen

to ensure that the correlation performed over timterval MT, does not straddle a

symbol bit boundary.
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Using the known distribution of the normalized etetor outputs and the statistical
properties of a random variable defined as theorafi two random variables, Van
Dierendonck (1997) shows that the normalized paleéned as

_WBR

NR,
NBR

(A.3)

gives statistics that provide monotonic functioh€6No.

The C/N, estimator can then be written as

i -1 e =1 (A. 4)
No T, M-/

where the normalized power is averaged over 1rgyusi

A 1&
Hnp :EZIUNP (A.5)
k=L

which reduces its variance by a facot .
The C/N, estimator implemented herein usés=10and K =100on both data and pilot

channels.

A.2. Carrier Phase Lock and Estimation

Phase lock detection is frequently used to confrequency and phase lock, and can be

performed using the normalized estimate of thenmsif twice the carrier phase error
given by (Van Dierendonck 1997)

NBD,
NBR

C2, = (A. 6)
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whereNBD, = (i(lpi )zjk —(i(cge)zjk.

i=1 i=1
Van Dierendonck (1997) shows that Equation A.6lmaapproximated as

C2®, = cosoy) (A.7)

The value of this phase lock detector will convetgeard 1 when the phase error tends

toward 0. To reduce its variance, the PLL lock diteoutput is also averaged over 1 s.

A.3. Carrier Frequency Lock and Estimation
It is important, when the carrier tracking puredyies on an FLL, to ensure that the signal

is effectively being tracked. To this end, thedaling FLL detector is used

2 —
Cof = dot2 cross?2 A 8)
dot” +cros:
where the dot and cross products are given, raspbgtby
dot=1p,Qpx = 1pxQpya (A.9)
Cross= Iy, 4lpy +Qp i Qpy (A. 10)

From the correlation model developed in Section23.8nd assuming that 1) the code
tracking is perfect and 2) the frequency error caly be observed through the expanded

phase error, the dot and cross products can bexdpmated as

dotng,ﬁH sin(ég, - 3,.,) (A 11)

cross= 2 D2, coddy - g ,) (A. 12)
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where D/, is the product of the successive NH bit signs,d #me average phase

estimation error is expanded as
. =0y + & T, (A. 13)

Finally, using Equations A. 8, A.11 and A.12, tHd Rock detector can be approximated

as

C2f = cod4mX,T,). (A-14)

The value of this frequency lock detector will cenge toward 1 when the frequency
error tends toward 0. To reduce its variance, thé fock detector output is also

averaged over 1 s.
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APPENDIX B: MEASUREMENT FORMATION

The natural measurements of a receiver trackingdoare not the pseudoranges or
Doppler measurements used in the navigation filterrather the local code and carrier
replicas used in the correlation function. Thisexpx describes how the former can be

obtained from the latter.

B.1. Pseudorange

The basic measurement derived from the code trgclanp of the receiver is the

apparent transmit time of the signal from the &iggetio the receiver. It is defined as the
difference between signal reception time, as detexthby the receiver clock, and the
transmission time, as marked on the signal (androheted by the satellite clock). The
satellite and receiver rely on independent FTS &ntain GPS time and, therefore, are
not synchronous. As a result, the measurementeofiiparent the propagation time is
biased (hence its name, pseudorange). The measangeP, determined from the

apparent transit time, is given as (Misra and E2Qf26)

P(t) = c[T,(t) - TS(t - 7)| (B. 1)

wherer is the true code transmit time,is the true GPS receptioh;-7 is the true GPS
transmission timeT, (t) is the reception time measured by the receiverTat{t-7) the

transmission time measured by the satellite. Theiver and satellite time scale can be
related to the GPS time scale using, respectively,

To(t) =t + &L (t) (B. 1)
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TS(t-7)=(t-7)+a&S(t-71) (B. 3)

whered(t) and &°(t) are the time varying receiver and satellite cldulses,
respectively. While it is possible to correct fbetsatellite clock bias using the satellite
clock parameters broadcasted in the navigation agessthe receiver clock bias, is
common between all the pseudoranges, must be é¢stines part of the navigation
solution.

Now that the generic pseudorange formation has Besenssed, it is interesting to assess
how the FEC encoding applied to the L5 navigati@ssage affects the formation of the
L5 pseudoranges.

B.1.1.L5 Pseudorange

To decode the L5 navigation message, a Viterbi dexconust be used. However, this
decoding algorithm introduces a delay that is fiomcof the constrain length it uses. The
Viterbi decoder implemented in the frame of thissdirtation uses a constraint length of
5. This results in a 68-symbol bit delay that needbe accounted for. To this end, the
receive time, is kept common for all satellitesd ahe transmit time is modified to
account for the decoding delay. The L5 pseudoramngestherefore be calculated as

follows:

PLs(t):ClTR(t)_Ts(t_T_TD)J (B. 4)

where T, is the time delay introduced by the Viterbi deapdad TS(t—7-T,) is the
modified transmit time.
Accordingly, the satellite computations (e.g. posit velocity and clock error) must be

referenced to the modified transmit time.
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B.2. Carrier Phase Measurement

The carrier phase measurement can be defined afifteeence between the phases of
incoming signal carrier at transmit time and thealocarrier replica at receive time,
where the phase of the local carrier replica issuead in number of cycles generated
since an arbitrary starting time. The carrier phasasurement is therefore composed of
a fixed unknown number of whole cycles (due to #mbitrary starting time) and a
varying fractional number of cycles (due to theatieke receiver-satellite motion).
Consequently, the carrier phase measurement camitben, in cycles, as (Misra & Enge

2006)

o(t) =D, (t)-e3(-7)+N (B. 5)

where T is the true carrier transmit time . (t) is the phase of the local carrier replica at

the true GPS reception tinte ®°(t - 7) is the phase of the received signal carrier at the

true GPS transmit time—-7, and N is the integer ambiguity.

It is important to note that, due to the integebajuity, it is not possible to directly use

carrier phase measurements for single point posigp However, provided no cycle

slips occur, this integer ambiguity will cancel anitthe differentiation process, enabling
the use of carrier smoothing techniques (Cannord20Dhese techniques merge the
absolute pseudorange and relative carrier phasgbitdies by progressively increasing

their reliance on carrier phase based pseudoratge to monitor the satellite-receiver

range variations.
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B.3. Doppler Measurement
The receiver-satellite Doppler measurement is @drivom the receiver carrier tracking

loop and can be defined, in cycle per second, asré\& Enge 2006)

.():cb(t+at)—q>(t)

ot 5 (B. 6)

It is important to note that the Doppler measuramemffected by the time varying
receiver and satellite clock drifts where the $iégetlock drift can be corrected using the
broadcasted satellite clock drift correction, ahd teceiver clock drift can be estimated

as part of the navigation solution.



