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Abstract

Throughout history, there has been a constant effort to master the art of navigation for

its importance in trade and commerce. Even today, this pursuit of better navigation is

still active for its continual impact in various fields. In the last decade, the navigation

field witnessed drastic changes with the advent of global navigation satellite system

(GNSS) in the form of the global positioning system (GPS). This decade is currently

witnessing the expansion of its scope far beyond its traditional focus. On the other

hand, these expansions has brought upon new challenges to the current GPS system

that were never encountered before. Hence, the legacy GPS system is expected to

overcome some stern impediments inherent to these new applications for its continual

dominance. For instance, massive signal attenuation, radio frequency interference (RFI)

and multipath readily represents, the axis of evil, in the view point of GPS operations as

applied to these new applications. More specifically, massive signal attenuation and RFI

conditions poses a grave difficulty in terms of traditional GPS operations. Subsequently,

one has to resort to enhanced sensitivity GPS receivers for successful GPS operations

under these adverse signal conditions. A number of detection algorithms have been

utilized to permit successful GPS operations under degraded signal environments.

In this dissertation, an earnest effort is made to establish these detection algo-

rithms in a cohesive fashion. Fundamental theoretical considerations based on the

generalized likelihood ratio test (GLRT), as applied to GPS signal detection, are dis-

cussed. An unified approach is adopted to establish various post-correlation detection

schemes as the best approximations of the GLRT. For assumed deterministic signals

the GLRT further reduces to a matched filter. This implies that the navigation data,

code phase and carrier parameters are known at the receiver. Besides, it unifies the

well-known post-correlation non-coherent detection (PCND) and the newly proposed
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post-correlation differential detection (PCDD) in terms of GLRT. Finally, new vari-

ants of these detection algorithms is proposed both at pre and post-correlation levels.

Two asymptotic versions of GLRT, namely the multi-correlation differential detection

(MCDD) ( pre-correlation level) and the generalized post-correlation differential detec-

tion (GPCDD)(post-correlation level) are proposed. It is shown that the asymptotic

version of the GLRT is equivalent to an estimator correlator (EC). The use of a novel

pre-filtering operation for pre-correlation noise suppression is also introduced in the

context of pre-correlation differential scheme.

The benefits of the proposed detectors are further established for interference de-

tection/suppression and modernized GPS signal acquisition. The MCDD based novel

continuous wave interference detection, estimation, and suppression scheme is intro-

duced. The application of MCDD is also introduced as an efficient detector for GPS

L5 NH code acquisition in the presence of residual frequency errors. Similarly, the use

of GPCDD for GPS L2C acquisition is corroborated in terms of CM and CL code de-

tection. The proposed detectors as well as the traditional ones were implemented in

MATLABTM environment for subsequent performance analysis. The major findings of

the presented research were duly validated using hardware simulated and/or live GPS

signals in addition to theoretical and numerical analysis.
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Chapter 1

Introduction

Civilian Global Positioning System (GPS) operations have evolved from positioning to

the current multitude of applications including timing, vehicular navigation, telecom-

munications, earth sciences, and most importantly safety critical applications such as

civil aviation and enhanced–911 (E911) emergency call location (Mathieu et al. [2005];

Enge and Misra [1999]). Unfortunately, users of these new applications are often lo-

cated in environments that cause major signal obstructions, which result in severe signal

attenuation (Klukas et al. [2004]). For instance, GPS operation in degraded signal envi-

ronments requires reception of GPS signals attenuated by 20 dB or more from nominal

unobstructed (open-sky) levels (Kaplan and Hegarty [2006]). Additionally, detection of

GPS signals in rapid fashion (Wolfert et al. [1998]) or under severe dynamics (Haag de

and Kelly [2004]) is also required for certain GPS applications. Most commercial re-

ceivers fail to operate when the carrier-to-noise density ratio (C/N0) falls below 35

dB-Hz (Diggelen van [2002]; Chansarkar and Garin [2000]). Significant additional sig-

nal processing gain is required to extract the GPS signal from the background noise in

degraded signal environments. Consequently, one has to resort to enhanced GPS opera-

tion through. Several high sensitivity techniques have been proposed for enhanced GPS

detection under degraded signal environments. This dissertation attempts to investigate

and unify contemporary detection schemes and to develop novel detection schemes for

enhanced sensitivity GPS signal acquisition.

1
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1.1 Background

In degraded signal environment, any one or combination of the following scenarios can

hinder the reception of the transmitted GNSS signal:

• Massive signal attenuation

• Strong radio frequency interferences

• Self-interference due to stronger GNSS signals from other satellite vehicles (SV)

• Multipath fading and Non Line of Sight (NLoS) propagation

Significant additional signal processing gain is required to extract the weak GNSS sig-

nal from the background noise in degraded signal environments. The GNSS community

has based their efforts on: (1) High sensitivity receiver technology and (2) GNSS mod-

ernization to deal with the aforementioned challenges. While high sensitivity receiver

technology has progressed remarkably, the GNSS modernization has started to take

shape with the launch of modernized GPS IIR–M and Galileo GIOVE satellites.

Enhanced Sensitivity GPS

The miniaturization of GPS and substantial improvements in power management has

paved the way for the integration of GPS chips into small hand held devices such

as personal data assistants (PDA) and cellular mobile phones. The personal naviga-

tion services offered by these devices necessitate the reception of GPS signals both

in outdoors and indoors. The indoor situations may widely vary from few floors of

wooden construction or high-rise buildings comprising of steel reinforcements to con-

crete basements. Depending on the environment, the received GPS signal can undergo

attenuations in excess of 20 dB from nominal conditions (MacGougan et al. [2002]). Ac-

cordingly, substantial signal processing gain is required to compensate for this massive
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signal attenuation to allow for successful GPS signal detection (or acquisition). Conven-

tional GPS receiver operations fall short under these conditions due to its inability for

extended signal observation (coherently or noncoherently) alongside limited hardware

resources.

High sensitivity GPS receivers, on the other hand, utilize large banks of correlators

and digital signal processing for enhanced signal detection under adverse conditions.

The use of parallel correlation techniques significantly reduces acquisition time resulting

in faster times to first fix (TTFF) under nominal signal power levels. Under weak signal

conditions, the extra signal processing power is efficiently utilized to integrate coherently

or noncoherently to a point, where signal tracking could be established. The rapid

advancement in packaged integrated chip technology and efficient power management

schemes provides the major thrust behind HS GPS approach. For instance, Figure 1.1

shows the evolution in terms of total number of packaged correlators utilized by GPS

receivers over the years. More remarkably, the current HS GPS receivers are capable
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of acquiring GPS signals even under 30 dB attenuation levels (Burgi et al. [2006]). It

should be emphasized here that the HS GPS technology will have a continual impact

even amidst GNSS modernization. On the other hand, the introduction of modernized
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GNSS signals will potentially push the limits of the current high sensitivity receiver

technology.

GNSS Modernization

The legacy GPS has performed extremely well beyond expectations in the past but faced

serious challenges as it was being adopted by the new civilian applications. Several

initiatives were launched since early 90’s to serve and capitalize the rapidly growing

civilian market primarily in U.S and partly in Europe. Consequently, these efforts led

to the birth of second-generation GNSS systems. The GNSS modernization process

began with the onset of four major global initiatives:

• Revamping of legacy Russian Global Navigation Satellite System (GLONASS)

• GPS Modernization (Phase II and III)

• Development of European Union’s (EU) Galileo system

• Development of Chinese Compass (Beidou) GNSS system

The existing GLONASS system is currently being revamped to ensure the Russian

presence in space based navigation. Accordingly, a major directive is set to restore the

GLONASS performance on par with the competing GPS and Galileo systems by 2010

(Revnivykh [2006]). While the GLONASS system is currently operating off the normal

mode with 10 operating satellites, major initiatives to increase the number of satellites

to 18 and finally to 24 by the end of 2007 and 2009, respectively, has already started.

While these efforts evidently will improve the availability of GNSS signals, the lack of

signal modernization in GLONASS limits its scope compared to its counterparts.

GPS II and Galileo system are of critical interest as they bring forth innovation at

various levels of their respective navigation system. Interestingly, the Galileo system

already played a significant role in expediting the removal of selective availability from
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the GPS system (Ashjaee [2006]). It was also a major catalyst behind the GPS mod-

ernization project and revamping of the GLONASS system. The Galileo project is well

positioned to benefit from the three decades of GPS and GLONASS experience. Each

Galileo satellite will transmit 10 different navigation signals that collectively offer open

service, safety-of-life, commercial service, and public regulated services. The Galileo

L1F signal is of particular interest as it was intended for mass civilian applications and

is characterized by key innovations in terms of modulations in comparison to legacy and

phase II GPS signals. The Galileo system will transmit these navigation signals in the

GPS spectrum to ensure interoperability with GPS. Finally, China’s Compass GNSS

system is expected to broadcast signals in four frequency bands (E2, E1, E6, and E5b).

Grelier et al. [2007] reported that the Compass signals being transmitted at E2, E6 and

E5b bands utilized quadrature phase shift keying (QPSK) or hybrid phase shift keying

(HPSK) with two-tiered PRN code structure similar to the GPS L5 and Galileo signals.

Among the aforementioned initiatives, the GPS II modernization project is of utmost

importance to the GNSS community owing to its immediate availability. The GPS

modernization began with the augmentation of new civilian and military signals to the

legacy GPS system. For military applications, the existing P(Y) signals on the L1 and

L2 frequencies are augmented with a spectrally separated new Military code (M). For

civilian applications, a new civilian signal at L2 frequency is added. To satisfy the

needs of aviation, a third civil frequency (L5) will be centred at 1176.45 MHz in the

aeronautical radio navigation services (ARNS) band. The standardization procedure

for third civilian signal at L1 frequency is already being initiated.

Modernized signal structure is a major outcome of GNSS modernization that will

provide the foremost benefit to the civilian GNSS community. The modernized signals

include key innovations such as data less channel, improved navigation data message

format and new modulations schemes. Currently, three Block IIR-M (SV 7, 12, and
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31) satellites are successfully transmitting both L1 C/A and L2C signals from space.

Similarly, a single GIOVE A satellite is broadcasting the Galileo navigation signals at

L1 and E5 frequencies (ESA [2007]). Further plans include the launch of second GIOVE

satellite (i.e. GIOVE A2) during the second half of 2008, which would be followed by

two more satellite launches. The Galileo system is expected to be operational by 2011-

2012 with launch of remaining 26 satellites. After its launch on April 13 2007, the

first medium earth orbit (MEO) satellite of the Compass system, the Beidou 2B, is

successfully transmitting the Compass GNSS signals at E2 (1561.1 MHz), E6 (1268.52

MHz) and E5b (1207.14 MHz) (Grelier et al. [2007]). The Compass system is expected

to be fully functional by the end of 2010 with the launch of remaining 29 satellites.

1.2 Relevant Research

The GPS system was developed to operate in outdoor environments with clear line-of-

sight (LOS) between satellites and the receiver. The minimum received signal power

level for a L1 GPS signal under open-sky conditions is -160 dBW (Kaplan and Hegarty

[2006]). Depending on the propagation characteristics and radio frequency (RF) front

end, this could typically translate to a Carrier-to-Noise density (C/N0) ratio between

40 dB-Hz and 50 dB-Hz. However, operation in degraded signal environment requires

reception of GPS signals attenuated by 20 dB or more from their outdoor counterparts

(van Diggelen and Abraham [2001]). With a nominal C/N0 ratio of 42 dB-Hz, this would

result in a C/N0 of 22 dB-Hz or less under these degraded environments. Multipath

phenomenons such as reflection, diffraction, and shadowing introduces both short and

long term fluctuations in received signal power level (MacGougan [2003]). Finally, the

proliferation of short-range RF devices such as ultra wideband systems (UWB), RF

identification tags constitutes a major source of RFI. Consequently, significant amount

of signal processing gain is required to extract the GPS signal from the background
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noise under these degraded signal conditions (Watson [2005]).

The most difficult aspect of a GPS receiver operation is the synchronization process

that involves the initial detection and subsequent tracking of the weak GPS signals.

Under nominal signal conditions, the initial synchronization process incurs minimum

burden as the GPS signal could be acquired with a few milliseconds of signal observation

(or correlation). In degraded environments, due to the compromises in antenna, RF

bandwidth, and implementation complexity, the desired target could be in the range of

18 dB-Hz to 24 dB-Hz. For example, Moreau et al. [1999] pointed that most commercial

receivers fail to acquire the GPS signals for C/N0 levels below 35 dB-Hz. Increasing

the sensitivity by 20 dB or more requires integration time of hundred times or more

from the nominal one millisecond integration time (Tsui [2000]). Unlike traditional

GPS receivers, a HS GPS receiver relies on extended integration time to significantly

enhance the acquisition sensitivity (Chansarkar and Garin [2000]). Several detection

algorithms have been reported in the literature to address the problem of high sensitivity

acquisition under weak GPS signal conditions. These detection schemes can be broadly

categorized under coherent, noncoherent, differential detection or combinations of the

three.

The most beneficial approach is to employ coherent detection due to its optimality

under Gaussian noise conditions. Unfortunately, the maximum coherent integration

time in a GPS receiver can be limited by a variety of factors. For instance, the presence

of navigation data modulation typically limits the coherent integration time to less

than 20 ms. Akos et al. [2000] reported that the coherent integration time couldn’t be

extended beyond 10 ms (half of bit duration) without a priori information on navigation

data transition. However, it is still possible to accomplish high sensitivity in the presence

of external aiding. While this concept has been widely utilized in assisted GPS (AGPS)

receivers, the earliest reference for AGPS operation can be found in a patent granted



8

to Taylor and Sennott [1984]. However, AGPS requires a separate communication

link connected to a backbone network for obtaining assistance information. Besides,

the reliability of the external link also raises an issue in terms of network delay and

communication link performance under harsh signal conditions.

Extreme HS GPS techniques utilizing coherent integration time even up to several

seconds have been reported in the literature (Watson et al. [2005]). However, Watson

et al. [2005] approach was limited to post-mission mode and critically relied on accurate

modelling of second order satellite/receiver dynamic effects. More recently, Mitelman

et al. [2006] demonstrated a real time receiver with extreme HS GPS capabilities, which

tracked signals at whopping -176 dBm power levels (corresponds to a C/N0 of -2 dB-Hz)

under controlled environment. The developed setup utilized a well-positioned outdoor

reference receiver aiding the indoor HS GPS receiver. Mitelman et al. [2006] further

noted that none of the existing HS -GPS receivers was able to track a single satellite

reliably despite over twenty minutes of searching even for -156 dBm power levels. The

use of very long coherent integration not only limits TTFF but also the position update

rate.

Longer coherent integration times beyond 20 ms without any assistance can be re-

alized using advanced acquisition techniques. For instance, Psiaki [2001] proposed an

alternate half-bit acquisition method that was able to detect signals with 18 dB-Hz

C/N0 levels. The algorithm decomposed the entire data block into alternate 10 ms

chunks and performed coherent detection on the individual chunks with the assump-

tion that at least one set would be minimally affected by data bit transitions. In the

meanwhile, the coherent detection outputs of the individual chunks were further accu-

mulated noncoherently. Ziedan and Garrison [2004] proposed a weak signal acquisition

based on navigation data bit prediction. Nevertheless, the reliability and the computa-

tional complexity of these approaches is still an issue. Moreover, other factors limit the
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coherent integration time aside from just the navigation data transition (Chansarkar

and Garin [2000]). Longer coherent integration times increase the number of frequency

bins to be searched, which in-turn increases the search space (in the frequency domain)

to a significant extent. More importantly, the stability of the reference oscillator in

a GPS receiver also limits the maximal coherent integration time. Finally, the coher-

ence time of the propagation medium (or channel) and time varying Doppler limits the

maximal coherent integration time due to the satellite/receiver dynamics.

Unlike the coherent approaches, the noncoherent approach relies on short coherent

integration followed by a large number of noncoherent summations. By invoking nonco-

herent detection, the phase variations introduced by navigation data as well as residual

carrier can be nearly eliminated. Noncoherent approach although optimal in the pres-

ence of unknown phase (or phase variations) results in a signal-to-noise ratio (SNR)

loss, which is often termed squaring loss. The squaring loss is significant especially at

lower C/N0 levels. Consequently, the noncoherent approach requires a larger number of

noncoherent summations to overcome the adverse SNR loss. Recent studies include the

post-correlation differential detection (PCDD) technique, wherein the detection output

is obtained as a product of the current coherent detection output to its delayed output.

Subsequently, the SNR loss in PCDD is decreased in comparison to post-correlation

noncoherent detection (PCND), as the detection output involves the product of two

independent noise terms. The post-correlation differential approach was originally pro-

posed by Zarrabizadeh and Sousa [1997] for CDMA acquisition and was later applied

to GPS signals by Park et al. [2002]. The acquisition sensitivity improvements of the

differential detection was validated in theory by Schmid and Neubauer [2004] and using

live GPS data by Shanmugam et al. [2005].

The performance gain of differential detection over standard noncoherent detection

vanishes rapidly in the presence of frequency drifts (Schmid and Neubauer [2005]).
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For longer coherent integration periods, the performance degradation in the differen-

tial approach is substantial due to the residual effects from navigation data transition

(Shanmugam et al. [2007a]). In the post-correlation differential approach, the phase

variation introduced by the residual carrier is translated into a complex phase rotation

after the differential detection. Elders-Boll and Dettmar [2004] utilized this basic prin-

ciple to develop a fine Doppler estimation technique. Schmid and Neubauer [2005] also

adopted the same approach for an adaptive phase correction loop, which yielded per-

formance gain for larger variations in residual frequency errors and drift. However, the

fine Doppler estimation reported in Elders-Boll and Dettmar [2004] as well as Schmid

and Neubauer [2005] requires longer observation to overcome the inherent SNR loss

incurred during the differential detection.

Finally, safety critical applications such as E911 require rapid position solution

determination to speed up rescue operations. Furthermore, an application where a

GPS receiver experiences high dynamics also requires rapid acquisition or reacquisi-

tion. Thus, the contemporary GPS receivers are expected to provide faster time-to-first

fix or position fix (TTFF). A typical GPS receiver can start in any one of the three

modes: hot, warm or cold start depending on the a priori information with cold starts

resulting in the longest TTFF. Furthermore, there are factors aside from start mode

that affect TTFF. For instance, favourable locations with a high number of satellites

in view can aid in TTFF reduction. More generally, the TTFF of a GPS receiver de-

pends on the extent of a priori information and/or hardware resources at its disposal.

For example, Van Nee and Coenen [1991] proposed the use of fast Fourier transforms

(FFT) techniques for correlation implementation to aid rapid acquisition. The FFT

based approach exploited the time/frequency duality and periodicity of GPS C/A code

signal to its advantage. On the other hand, GPS receivers can greatly reduce the fre-

quency search space with Doppler aiding in assistance mode (van Diggelen and Abraham
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[2001]). Finally, a GPS receiver can also utilize massive parallel correlator structures to

exhaust all time/frequency combinations for all visible PRN’s instantaneously (Burgi

et al. [2006]). The TTFF critically depends on the mean acquisition time performance

of an acquisition scheme (Hopkins [1977]). The mean acquisition time is directly related

to the number of time/frequency search bins (or cells), the average dwell time per cell

and finally the probability of detection (PD) for a given probability of false alarm (PFA)

and the C/N0 level. For a constant dwell time, the acquisition scheme (or a detection

technique) that maximizes the PD for a given PFA over a wide range of C/N0 values

would yield the lowest mean acquisition time.

Alternatively, the mean acquisition time can be reduced by decomposing the two-

dimensional search in time and frequency into a linear search in time or frequency. For

instance, by performing a differential detection at the chip or sample level, one can

nearly eliminate the effect of both data and residual carrier to allow for frequency inde-

pendent code phase acquisition. Lin and Tsui [2000] proposed this differential approach

(at the sample level) in the form of a delay-and-multiply technique for software receiver

based GPS acquisition. However, the application of differential detection on the sample

level will incur correlation performance degradation due to the partial correlation of the

underlying PRN code. It is interesting to note that the authors were unaware of the

earlier work by Coenen and Van Nee [1992] and Chung [1995] on chip level differential

detection. For instance, Coenen and Van Nee [1992] proposed a pre-correlation differ-

ential scheme in the early 90’s for GPS and GLONASS signals and Chung [1995] for

CDMA in mid 90’s. Moreover, their approaches correctly utilized the delay-and-multiply

(DAM) property of the Gold codes to ensure similar correlation characteristics. Coenen

and Van Nee [1992] further proposed the use of multiple differential branches to suppress

the noise enhancement but pointed the limitation in the presence of residual carrier.

However, the authors made an incorrect assumption concerning the effect of DAM on
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the PRN code utilized in GPS L1 modulation, which led to less successful implementa-

tion. Hence, the pre-correlation differential detection (PDD) albeit yielding the fastest

acquisition time was essentially plagued by significant noise enhancement (i.e. Coenen

and Van Nee [1992]; Lin and Tsui [2000]). Alternatively, code independent frequency

estimation is also desirable as the number of search bins in time (i.e. code phases) is

significantly higher than that of frequency search bins. Unfortunately, there were no

published works - at least in the area of GPS acquisition - at the time of this writing.

The widespread proliferation of GPS technology in the commercial sector often

involves safety critical applications (Carroll [2003]). On the other hand, many commer-

cial receivers are equipped with minimal or basic levels of protection to external RFI

(Parkinson [1996]). Acquisition of GPS signals is more difficult in the presence of strong

CW or narrow band interference as the receiver has no a priori knowledge of either sig-

nal or interference parameters (Deshpande and Cannon [2004]). Hence, interference

detection and mitigation are central for protecting the GPS receiver against external

RFI (Ward [1995]). Finally, the presence of external RFI can critically limit the use

of aforementioned detectors for GPS signal acquisition (Kaplan and Hegarty [2006]).

For example, the coherent detection is no longer optimal due to the non-Gaussian noise

distribution arising from interference (Kay [1993a]). Interestingly, differential detection

brings forth new perspectives to the problem of GPS signal acquisition under RFI.

Hence, it would be desirable to investigate the effect of interference on the newly pro-

posed differential detection schemes as applied to GPS signal acquisition.

The GPS modernization efforts, which includes the GPS L2C and L5 signal brings

forth new opportunities as well as challenges. For instance, the adoption of advanced

signal structure offers tremendous opportunities due to the presence of pilot signal.

However, the time-multiplexed data/pilot structure in the L2C signal and the pres-

ence of NH code in the L5 signal necessitates modified acquisition strategies. More
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importantly, the detection schemes developed for legacy GPS signal acquisition should

be cautiously adapted to address the problem of modernized GPS signal acquisition.

For instance, Cho et al. [2004] extended the differential detection approach for L2 CM

code acquisition. However, the acquisition scheme sacrificed correlation properties as it

involved partial correlation. On the other hand, Psiaki [2004] and Yang [2005] innova-

tively extended the FFT based block acquisition to address the problem of CM and CL

code acquisition. The acquisition schemes reported in Psiaki [2004] and Yang [2005] pri-

marily focused on segmented correlation and zero-padding to overcome memory buffer

limitations and that of navigation data modulation. On the other end, Moghaddam

et al. [2006] reported the use of hyper-code correlation that exploited the asymptotic

orthogonality of CM and CL codes for rapid acquisition of L2C signals. It is also desir-

able to develop alternative solutions to address the CM and CL code acquisition besides

the aforementioned algorithms.

The new GPS L5 signal owing to its large bandwidth and innovative signal structure

offers better resistance to background noise, multipath and external interference. For

instance, longer coherent integration is readily accomplished through joint detection of

PRN as well as short Neuman-Hofman (NH) code (Hegarty et al. [2003]). More recently,

Macabiau et al. [2003] reported the vulnerability of the short NH code acquisition in

the presence of residual frequency errors. Interestingly, Zheng and Lachapelle [2004]

utilized the DAM approach to suppress the effects of NH code, data and that of residual

carrier at the expense of significant noise enhancement. Hence, it is desirable to develop

modified acquisition strategies to overcome some of the limitations faced by the NH code

acquisition. It should be emphasized here that the NH codes were originally reported

by Neuman and Hofman [1971] more than three decades ago and were not obtained

through exhaustive search. Accordingly, it is important to identify relevant performance

measures for optimal short synchronization code design and also to obtain new binary
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codes for use in future GNSS systems.

At a more fundamental level, the GPS signal acquisition can be viewed as the initial

detection of the PRN code signal and subsequent coarse estimation of its parameters.

Therefore, one can readily establish many previously proposed acquisition schemes by

applying detection/estimation theory and also to develop new acquisition strategies.

Based on the aforementioned assessments, this dissertation derives its motivation from

the following (but not limited to) reasons:

• A detection/estimation theoretical approach can provide a better understanding

of various detection schemes, which are already being utilized for GPS signal

acquisition

• While there has been a great deal of research directed toward various detection

approaches for GPS signal acquisition, there exists still a question of unified theory

to relate these different detection approaches

• The utilization of differential detection provides new perspective for the problem

of GPS signal acquisition under RFI. Further analysis on the effect of RFI on

differential detection can offer new prospects to the interference detection and

suppression

• The arrival of modernized GNSS signals put forth new challenges for developing

novel acquisition schemes to wholly utilize the innovative signal structures

1.3 Research Objectives

Having reviewed the various detection strategies for GPS signal acquisition, this disser-

tation expands upon the work described in the previous section by attempting to in-

vestigate, and unify existing detectors utilized by traditional acquisition schemes using
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detection/estimation theory. Most importantly, it endeavours to develop novel detec-

tion algorithms that not only offer enhanced sensitivity but also sufficient resilience to

dynamics.

Given these primary objectives, several issues and aspects should be addressed dur-

ing the course of the research. The task of reaching these objectives has been categorized

into the following research goals:

1. Analyze fundamental detection techniques utilized by traditional GPS signal ac-

quisitions schemes in terms of signal effects. To identify the merits, limitations

and scope of these existing schemes for enhanced sensitivity GPS detection

2. Utilize the detection/estimation approach to understand the GPS acquisition pro-

cess. Develop a unified approach to encompass various detection algorithms uti-

lized GPS signal acquisition.

3. Identify key characteristics of PRN code that could be utilized for developing

novel algorithms for enhanced acquisition of GPS signals.

4. Explore and develop novel detection algorithms that enable efficient GPS signal

acquisition under adverse signal conditions such as weak signal, high dynamics,

and interference environments

5. To assess and quantify the benefits of modernized GPS signals. Develop innovative

detection techniques that can take advantage of their innovative signal structure

6. Develop a software receiver framework to implement the developed algorithms for

further validation and performance evaluation using hardware simulated and live

GPS signals
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1.4 Dissertation Outline

The dissertation consists of seven chapters and are related to each other in the fashion

illustrated by Figure 1.2. To provide a broad perspective of this research, the remainder

of this dissertation is structured in the following way.

Figure 1.2: Thesis Flow Diagram

Chapter 1 presented the motivation and the central objectives of the research described

in this dissertation. The relevant background of the research and its importance was

also described to bring the current research topic into the right perspective.

Chapter 2 carries out a systematic analysis of GPS receiver processing. The legacy

GPS L1 signal structure and its corresponding correlation and spectral characteristics

are elucidated. The periodic property and more importantly the DAM property of C/A

code is established in theory. Major limiting factors pertaining to signal propagation as

well as inherent system limitations are identified. The developed software-based receiver

signal processing approach utilized during the course of this research is detailed in the

context of GPS digital receiver signal processing. A brief review of HS GPS detection

and its limitations is presented in the context of thesis motivation.
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Chapter 3 forms the foundation of the research presented in this dissertation. Af-

ter introducing the signal and noise models, the problem of GPS signal acquisition is

addressed using a detection/estimation theoretical approach. Fundamental theoretical

considerations based on the generalized likelihood ratio test (GLRT), as applied to GPS

signal detection, are discussed. For assumed deterministic signals the GLRT further re-

duces to a matched filter. This implies that the navigation data code phase and carrier

parameters are known. For a received GPS signal with unknown signal parameters, the

energy detector is derived as the optimal detector. The popular detectors utilized in

GPS signal acquisition were then established as the best approximations of GLRT. It is

shown that the asymptotic version of the GLRT is equivalent to an estimator correlator

(EC) and is further developed in the form of novel generalized post-correlation differ-

ential detector. Theoretical detection performance as well as the acquisition/frequency

sensitivity performance analysis is also presented.

Chapter 4 further develops the research presented in Chapter 3. A novel pre-correlation

noise suppression mechanism using the PRN code periodicity is developed. The impli-

cations of pre-filtering technique on traditional detectors is described. An asymptotic

form of the pre-correlation differential detector structure was developed in the form

of novel multi-correlation differential detector. The various implementation aspects of

pre-filtering/multi-correlation differential detection (PF/MCDD) is also described. The

correlation suppression as well as the detection performance of the multi-correlation

differential detection is theoretically derived. The chapter winds up with acquisi-

tion/frequency sensitivity analysis of the PF/MCDD in comparison to the detectors

introduced during the previous chapter.

Chapter 5 further shapes the research by analyzing the effect of RFI on the estimator-

correlator in the context of multi-correlation differential detection. The detection output
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for standard and also for the MCDD structure is characterized in the presence of in-

terference. Subsequently, a novel CWI detection, estimation, and suppression based on

the multi-correlation differential detection is presented. The advantages of using multi-

correlation differential detection in conjunction with auxiliary interference mitigation

schemes is outlined. Finally, the detection performance of both standard and proposed

MCDD is evaluated under CW and narrowband interference scenarios.

Chapter 6 further extends the detectors developed in Chapters 3 and 4 to address

the problem of modernized GPS signal acquisition. The systematic description of the

modernized GPS L2C and L5 signal structure is followed by a critical review of various

detection algorithms utilized by modernized GPS signal acquisition. The chapter then

focuses on key aspects of modernized signal acquisition, where developed research is

of critical appeal and correspondingly extends the proposed detectors for GPS L2C

and GPS L5 NH code acquisition. In addition, it draws out relevant performance

measures for optimal synchronization code design. Interestingly, it also proves the

existence of better synchronization codes in addition to the standardized NH codes.

Finally, acquisition sensitivity performance of the proposed detectors is analyzed and

also compared with existing solutions.

Chapter 7 identifies the key innovations, results and findings realized in this dissertation.

Accordingly, it draws attentions to the major contributions of the proposed research

in the area of enhanced sensitivity GPS signal processing and generally in the areas of

detection/estimation theory. Finally, it recognizes the limitations of the presented work

and makes functional recommendations.



Chapter 2

GPS – Theory, Limitations and Challenges

This chapter briefly reviews the evolution of GPS and outlines the challenges faced

by the legacy GPS system. Beginning with a description of the legacy GPS L1 sig-

nal structure, the chapter delves into related correlation and spectral properties. The

effect of mutual interference arising from other satellites in terms of cross-correlation

suppression performance is analyzed. The basic receiver operation chain alongside the

software receiver implementation is introduced. Major limitations in GPS receiver oper-

ations under various signal degradations are described. Theory and limitations of high

sensitivity detection are discussed. The chapter concludes with a short discussion on

the critical challenges faced by detection algorithms utilized by traditional GPS signal

acquisition.

2.1 Historical Evolution

The initial seeds for GPS were sown in the early 70’s through various initiatives taken

by U.S. Air Force and Navy. Parkinson [1996] details the predecessors of the modern

GPS system including Transit system, Timation and 621B program. The Transit sys-

tem not only proved the reliability of space borne ranging systems, it also validated

satellite prediction algorithms. The Timation satellites successfully corroborated pre-

cise time transfer through very precise onboard clocks. The 621B system was the first

navigation system that demonstrated the satellite-ranging concept using PRN modu-

lation. The project also included innovations such as slow data communication link

and use of high eccentric satellite orbits. In 1973, the joint program office (JPO) was

formed that laid the foundation for NAVSTAR, the Global Positioning System. The

19
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navigation technique for GPS utilized a passive (one-way) ranging concept whereby the

user equipment received ranging signals from four or more satellites and compared the

received phase with the user’s reference oscillator.

The legacy GPS system essentially includes synchronized broadcast of a primary

ranging signal at 1575.42 MHz (L1) and a secondary signal at 1227.6 MHz (L2). The

primary ranging signal in turn composed of an inphase civilian clear or coarse acquisition

(C/A) code signal at a chipping rate of 1.023 MHz. The quadrature phase consists of a

long Precise (P) code broadcasted at a chipping rate of 10.23 MHz at both L1 and L2

frequencies. Applications that use C/A code signal alone often referred to as standard

positioning services (SPS). On the other hand, the use of P code signal provides precise

positioning service (PPS).

Two key decisions paved the way for continual dominance of GPS in positioning

and navigation field. The first decision led to the removal of selective availability (SA),

which prohibited metre level accuracies for civilian operations by incorporating volun-

tary degradations in the broadcast ephemeris (Clinton [2000]). The second decision led

to the GPS modernization with the augmentation of new civilian signals at L2 and L5

frequencies (Gore. [1999]).

2.2 Legacy GPS Signal Characteristics

The design of ranging signals is of critical significance due to the various trade-offs

involved in the GPS system. For instance, the international telecommunication union

(ITU) has set maximum flux density limit to -154 dBW/m2 for a satellite communication

link in the 1.525 to 2.5 GHz band. Moreover, this flux density limit is applied for any 4

kHz band and is primarily intended to protect the terrestrial microwave communication

links. There exists an additional constraint from radio astronomy that typically operates

in the bands 1370–1400 MHz and 1606.8–1722.2 MHz. In addition, the GPS ranging
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signal should also possess the following characteristics (Spilker [1996]):

• Tolerance to intra-system (from other GPS satellites) and inter-system (from other

GNSS) interference arising from other ranging signals that potentially share the

same frequency spectrum

• Tolerance to reasonable levels of unintentional or intentional interference, jamming

or spoofing intended to degrade GPS performance from other communication

systems

• Tolerance to reasonable levels of multipath interference originating from natural

or man made sources

• Maintain minimum levels of interference at all times to coexisting communication

systems

To meet the aforementioned requirements, GPS system relied on spread spectrum

signalling, wherein the transmitter signal energy is uniformly spread over a much wider

bandwidth. More importantly, the direct sequence (DS) version of spread spectrum

signalling was utilized as it allows for a precise timing recovery and permits RF carrier

recovery. The basic signal structure and the corresponding properties are detailed in

the subsequent sections.

2.2.1 Signal Structure

The GPS satellite broadcasts two ranging signals at L1 (1575.4 MHz) and L2 (1227.6

MHz) frequencies. The ranging signal at L1 is considered exclusively here as it is in-

tended for civilian operations besides serving military purposes. The two frequencies

are readily obtained by integer multiplication of a fundamental frequency (of master

clock), F0, which is 10.23 MHz. For example, the L1 and L2 frequencies are obtained
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by multiplying the fundamental frequency with integers 154 and 120, respectively. Fur-

thermore, the clock rates for carrier, PRN code and navigation data are coherently

related. The transmitted GPS signal at both L1 and L2 is band limited to 20.46 MHz

for spurious transmission prevention. The transmit power levels were set to guarantee

a minimum received power level of –160 dBW for a user equipment employing a 0 dBic

antenna. Note that the –160 dBW received power level is only for the civilian C/A

code signal. The received power levels for military P(Y) signal is around –163 dBW

and –166 dBW at L1 and L2 frequencies. The GPS signals are right hand circularly

polarized (RHCP) and characterized by axial ratio or ellipticity 1 of no worse than 1.2

dB for L1 and 3.2 dB for L2 within an angle of ±14.30 from boresight. Figure 2.1 shows

the simplified block diagram of GPS signal generation at the satellite.

Figure 2.1: Legacy GPS Signal Generation

The GPS L1 signal consists of an in-phase and a quadrature carrier (or component)

that carries the civilian and military signals. The civilian C/A and military P(Y) code

signals are modulated on to these carriers with a phase offset of less than ± 0.1 rad

1Ellipticity is the ratio between the maximum and minimum in antenna power as the antenna is
rotated through all angles. For instance, an antenna with 0 dB ellipticity is said to be circularly
polarized.
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from nominal 900. The signal transmitted by the jth satellite is given by,

SL1j
(t) =

√

C

2
dj(t)cj(t)cos (2πfL1t+ θ) +

√

P

2
dj(t)pj(t)sin (2πfL1t+ θ) (2.1)

where fL1 is the L1 frequency and θ represents the random phase offset. C and P

represent the transmitted signal power levels of C/A and P(Y) code signals. cj(t), pj(t)

and dj(t) denotes the PRN or C/A code, P(Y) code and navigation data respectively.

That is,

cj(t) =
k=∞∑

k=−∞
cj(k)gTc (t− kTc) (2.2)

pj(t) =

k=∞∑

k=−∞
pj(k)gTp (t− kTp) (2.3)

and

dj(t) =
k=∞∑

k=−∞
dj(k)gTb

(t− kTb) (2.4)

where cj(k), pj(k) and dj(k) are binary phase shift keying (BPSK) symbols (i.e. ±1).

g(•) is the pulse shaping function which is usually assumed to be a normalized rectan-

gular function. That is,

gT (t) =







1 0 ≤ t ≤ T, T ∈ {Tb, Tc, Tp}

0 elsewhere
(2.5)

The chip durations Tp, Tc and bit duration Tb are related in the following fashion. The

P(Y) chip duration is inverse of the fundamental clock frequency (i.e. Tp = 1/F0). The

chip duration of P(Y) code is one-tenth of C/A code chip duration (i.e. Tc = 10Tp).

The C/A code cj(k) is a periodic code of length, Nc = 1023, in chips. Accordingly, the

C/A code signal cj(t) repeats every 1 ms (i.e. Tr = NcTc). The C/A code repetition

period is one-twentieth of the navigation data bit duration (i.e. Tb = 20Tr = 20NcTc).

The choice of individual signal parameters such as chipping rate and data rate

essentially reflects the conditions imposed during the signal design. For instance, the

low navigation data rate provides substantial processing gain that enables the robust
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decoding of navigation data. The short C/A code enables faster acquisition due to

relatively shorter code period. On the other hand, the P(Y) code has a very long period

(i.e. NpTp ≈ 38 weeks, but short cycled to 1 week) to allow for maximal encryption.

2.2.2 Correlation and Spectral Characteristics

The essence of a GPS receiver signal processing is captured by the correlation detection

process and thus it is vital to study the correlation properties of underlying PRN codes.

The spectral characteristics are directly related to correlation property of the code itself

and will be a subject of study as well. This section will primarily focus on the C/A code

generation and its related properties. However, the readers can refer to Spilker [1996]

and ICD-GPS-200 [1997] for a more detailed treatment on GPS L1 C/A and P(Y) code

signals.

As mentioned earlier, the C/A code is a relatively short code with a period of

210 − 1 = 1023 chips that repeats every 1 ms, when generated at a 1.023 MHz rate.

The main intent behind the selection of a short code period is to permit rapid ac-

quisition, (as there are only 1023 code phases to be searched). The choice of C/A

code period critically reflects the trade-offs between auto and cross-correlation proper-

ties. While auto-correlation measures the self-similarity over time, the cross-correlation

measures the similarity of the signal under interest with other signals. The choice of

PRN code is essentially a multi-objective optimization involving both auto and cross-

correlation properties. For instance, binary codes that possess minimum out-of-phase

auto-correlation and cross-correlation values among each other are desired for PRN code

design. However, not all the codes can guarantee optimal auto and cross-correlation

properties. For example, maximal length sequences (or m-sequences) possess optimal

two-valued auto-correlation function but are characterized by poor cross-correlation

properties. Hence, the C/A codes are selected from a family of Gold codes, which in-
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turn are formed by multiplication in binary field, c(k) ∈ {+1,−1}, of preferred pairs of

m-sequence of similar period. The Gold sequence can be readily expressed as,

c(k) = G1(k)G2(k − i), i = 0, . . . , 2r − 1. (2.6)

where G1(•) and G2(•) are the preferred m-sequences, and r is the shift register length

(i.e. Nc = 2r − 1). The total number of Gold sequences generated is actually 2r + 1,

which includes the 2r − 1 unique shifts and the two m-sequences itself (obtained by

setting the corresponding shift register’s to zeros). However, only 37 codes were selected

for GPS PRN code assignment that demonstrated optimal cross-correlation properties

(ICD-GPS-200 [1997]). The recursive equations for the two preferred m-sequences are

given by (Spilker [1996]),

G1(i) = G1(i− 10)G1(i− 3)

G2(i) = G2(i− 10)G1(i− 9)G2(i− 8)G1(i− 6)G2(i− 3)G1(i− 2)
(2.7)

The particular initial condition (initial states of the shift registers) for generating the

37 unique PRN codes can be found in ICD-GPS-200 [1997]. The Gold sequences are

obtained utilizing the “shift-and-add” property of linear feedback shift register (LFSR)

sequences (Gold [1967]). This property will be dealt with in great detail in subsequent

chapters due to its crucial role in the development of acquisition schemes. The auto and

cross-correlation function for the selected PRN codes can readily expressed as follows

(Misra and Enge [2001]):

〈cj, cj〉 ∈
{

1, −1
Nc
, −β(r)

Nc
, β(r)−2

Nc

}

〈ci, cj〉 ∈
{

−1
Nc
, −β(r)

Nc
, β(r)−2

Nc

}

β(r) = 1 + 2⌊(r+2)/2⌋

(2.8)

where 〈•〉 is the correlation operation and ⌊a⌋ denotes the greatest integer less than a.

The correlation operation can be readily expressed as,

R(k − i) =
1

Nc

Nc−1∑

k=0

c(k)c(k − i), i = 0, . . . , Nc − 1. (2.9)
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Figure 2.2 shows the auto-correlation plot for PRN1 C/A code along side its zoomed

version. The auto-correlation function is correlated within chip duration and is tradi-

tionally approximated by a triangular function as follows:

R

(

k − t

Tc

)

=







1 −
∣
∣
∣

t
Tc

∣
∣
∣ 0 ≤ t ≤ Tc

0 elsewhere
(2.10)

However, the front-end bandwidth will readily effect the shape of R(•) with narrower

bandwidth leading to smoothened triangle function due to front-end correlation.
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Figure 2.2: GPS C/A Code Auto-Correlation (Left) and Zoomed-in view about ± 15
chips (Right)

Since the power spectral density (PSD) and the auto-correlation of a wide-sense

stationary signal form a Fourier pair2, the amplitude spectrum can be readily obtained

by applying a Fourier transform on the auto-correlation function and taking its magni-

tude. The auto-correlation of C/A code is periodic triangular function with the period

being Tr = NcTc. Accordingly, the resulting spectrum takes a squared sine-cardinal

form. Furthermore, the spectrum exhibits periodic spectral lines with the fundamental

period being the inverse of its code repetition period3. Finally, the presence of out-

of-phase correlation would result in the deviation of the line spectrum from the ideal

2S(f) =
∫
∞

−∞
R(τ)ej2πfτ dτ , S(f) and R(τ) being the power spectrum and auto-correlation function.

3
∑

∞

n=−∞
δ (t − nTr) = 1

Tr

∑
∞

k=−∞
δ
(

f − k
Tr

)
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sine-cardinal form. Figure 2.3 shows the spectrum of both C/A code and P(Y) code

for the 20 MHz bandwidth.
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Figure 2.3: GPS L1 Signal Spectrum (Left) and Zoomed view of C/A Code Spectrum
(Right)

The spectral plots readily follows the sine-cardinal form with occasional deviation

due to the presence of stronger spectral lines. The 20 MHz filtering leaves the C/A code

spectrum unfiltered up to the 10th order side-lobe but filters out the secondary lobes

of the P(Y) code. Moreover, the zoomed view of the C/A code spectrum reveals the

periodic spectral lines with varying magnitudes. The individual spectral lines are also

characterized by finite bandwidth (i.e. T−1
b Hz) arising from the navigation data mod-

ulation. A typical GPS receiver relies on cross-correlation suppression to demodulate

the desired PRN code amidst interfering signals from other satellites. Unfortunately,

the correlation suppression performance tends to degrade in the presence of multiple

PRN’s with varying magnitudes and Doppler’s.

2.2.3 PRN Code Properties

In the previous section, the correlation and spectral characteristics were briefly de-

scribed. However, the following PRN code properties are of critical importance and has

been extensively utilized during the course of the developed research.
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Periodic Property

The underlying PRN code is generated at 1.023 MHz and has a code length ofNc = 1023

in chips. Accordingly, the code is periodic every NcTc = 1 ms. That is,

c(k) = c(k + lNc), l = 0, 1, 2, . . . (2.11)

The direct implication of this aforementioned property is that the resulting signal is

characterized by discrete periodic spectrum with the spectral line separation being

Tr = (NcTc)
−1 or 1 kHz. Although, the C/A code periodicity often considered as

undesirable in the view point of interference, it can be used advantageously during GPS

signal acquisition. In the subsequent chapters, this periodic property is extensively

utilized for the development of new detection algorithms.

Delay-and-Multiply Property

The DAM property in its original form holds good for m-sequences and is used in the

generation of Gold sequences (Sarwate and Pursley [1980]). The DAM property can

be stated as follows: Multiplication of a m-sequence with its delayed version (integer

chips) yields the same m-sequence with a different phase shift (or time shift). That is,

u(k)u(k −m) = u(k − l), u(k) ∈ {+1,−1}, 1 ≤ m ≤ Nc − 1. (2.12)

Interestingly, the GPS C/A code (or Gold code) is generated by utilizing the DAM

property of the preferred m-sequences. The PRN code, c(k) is generated by,

c(k) = G1(k)G2(k −m) (2.13)

The delaym is accomplished by tapping off at appropriated tap outputs in the secondary

shift register as expressed in (2.7).

Theorem: The DAM property for the C/A code, or more generally, for Gold code

can be stated as follows. The multiplication of a Gold code with its chip (or integer
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chip) delayed version yields a different Gold code from the set of Nc + 1 Gold codes.

That is,

cm(k) = c(k)c(k −m), m = 1, 2, . . . , m 6= Nc (2.14)

where cm(k) is the new Gold code obtained by multiplying the original Gold code, c(k),

with its m-chip delayed version. Besides, the delay m is not bounded by Nc − 1 as the

underlying code is periodic.

Proof : To prove this, we have to express the product of Gold sequence in (2.14)

using the original m-sequence as given in (2.12),

cm(k) =
(

G1(k − α)G2(k − β)
)(

G1(k − α−m)G2(k − β −m)
)

(2.15)

Since α 6= β and m 6= Nc, we have (α−m) 6= (β −m). Note that it is possible to

bring delay m into the individual m-sequences G1(k) and G2(k) as c(k − m) is still

the same C/A code but shifted by m. The above multiplication operation is both

commutative and associative in the binary field {−1, 1}. Invoking the commutative4

and the associative property5 of binary multiplication, we can rearrange the above

equation as,

cm(k) =
(

G1(k − α)G1(k − α−m)
)(

G2(k − β)G2(k − β −m)
)

(2.16)

Utilizing the DAM property of m-sequences as expressed in (2.12), we have,

cm(k) = G1(k − α1)G2(k − β2), (2.17)

where α1 and β1 are different time shifts. From (2.17) with (2.14), we can readily infer

that cm(k) will also be a Gold sequence if not C/A code. To further validate, the auto-

correlation of the modified C/A code and its cross-correlation with the original C/A code

is shown in Figure 2.4. The PRN1 C/A code was utilized and the modified code c1(k)

4x and y are said to commutative under a binary operation, ⊕, if: x ⊕ y = y ⊕ x
5x, y, and z are said to associative under a binary operation, ⊕, if: x ⊕ (y ⊕ z) = (x ⊕ y) ⊕ z
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Figure 2.4: DAM Property of GPS PRN 1 C/A Code. (Left) Auto-correlation and
(Right) Cross-correlation

was obtained using a one-chip DAM operation. The correlation plots readily confirm the

earlier proof that the product of Gold sequence with its delayed version yields another

Gold sequence. The periodic and the DAM property are extensively utilized in the

subsequent chapters during the development of novel detection algorithms.

2.3 GPS Digital Receiver Signal Processing

This section describes the basic architecture of a digital GPS receiver in terms of ini-

tial sequence of operations. However, more emphasis is given to the baseband signal

processing using software receiver due to its significance in the developed research. The

readers are referred to Kaplan and Hegarty [2006] and van Dierendonck [1996] for a de-

tailed treatment on GPS receiver signal processing. Figure 2.5 shows the block diagram

of a generic GPS receiver.

2.3.1 Antenna and Preamplifier

The receiver antenna is right hand circularly polarized to match the incoming signal and

also to reject the reflections that are either linearly polarized (LP) or left hand circularly

polarized (LHCP). The effect of double reflection will still exist but remain weaker
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Figure 2.5: Digital GPS receiver block diagram

compared to the direct LOS signals. The antenna pattern is essentially hemispherical

with sharp reductions at low elevation angels (i.e. 50) to reject the ground reflections.

The antennas also provide an out-of-band rejection as well as spatial filtering. The

antenna phase centre calibration and variation plays a crucial role in GPS application

requiring millimetre level accuracies. GPS antennas can range from low-cost microstrip

patch to phased arrays and include special structures such as choke-rings. The antenna

radiation pattern of the GPS L1 antenna utilized during the research and its related

characteristics can be found in Novatel [2006]. The 3 dB passband bandwidth extends

from -15 to 30 MHz with respect to L1 frequency. The out-of-band rejection is around

30 dBc for the between -15 to -30 and 30 to 50 MHz. The antenna gain at zenith is 5

dBic with a 13 dB gain roll-off factor from zenith to horizon. The multipath rejection

in terms of LHCP rejection is around 16 dB at the zenith.

The RF signal captured through the antenna is supplied to the preamplifier, which

also sets the noise figure (i.e. C/N0) of the receiver. The main objective of pream-

plfier is to boost the signal while maintaining minimum levels of noise enhancements.

Many GPS antennas are designed so as to include the preamplifier itself to minimize

subsequent cable losses. Under these situations, the supply voltage is passed through

the preamplifier to power the upstream active antenna and any cascaded preamplifiers.
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The gain provided by the preamplifier typically ranges between 25 to 40 dB with noise

figures less than 2 dB levels. A pre-selection filter is often included to reject unwanted

image frequencies prior to down conversion. Thus, the overall noise figure could be as

much as 4 dB due to additional losses from pre-selection filtering, burnout protection

and other associated operations. The Novatel GPS antenna utilized for data collection

also including a preamplifier that had a low noise amplification (LNA) gain of 27 dB

and less than 2 dB noise figure.

2.3.2 RF Downconversion and Digitization

The RF signal is conditioned through filtering, amplification, downconversion prior to

being subjected to digitization. Given the low power nature of GPS signals, stronger

out-of-band interference from terrestrial systems are rejected using surface acoustic

wave (SAW) filters with sharp cut-off frequencies. Amplification is straightforward for

single-bit receivers but involves control signals from AGC for multi-bit receivers. The

downconversion can be performed directly using a single stage or through multiple stages

(typically two stages) prior to sampling and digitization. Multistage downconversion

typically translates the received RF signal close to baseband (≤ 5 MHz) and allows for

sufficient image suppression through intermediate filtering. Direct downconversion is

attractive as it eliminates the need for intermediate stages but translates the received

RF signal farther away from baseband (≥ 30 MHz) (Misra and Enge [2001]).

The final signal bandwidth and quantization level are selected based on the type of

the receivers. For example, low-end commercial receivers limit themselves with narrow

2 MHz bandwidth and single-bit quantization. On the other hand, high-end receivers

utilize the entire 20 MHz bandwidth with quantization ranging from 1.5 to 3 bits. Note

that the bandwidth also critically affects the shape of correlation output aside from

signal power loss. Similarly, the use of single-bit quantization ideally results (assuming
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infinite bandwidth) in a 1.96 dB power degradation. However, the gain from multi-bit

quantization over single-bit can be achieved only when the AGC positions the received

signal precisely to the dynamic range of A/D converter.

2.3.3 Baseband Signal Processing

The two foremost parameters to be extracted from the received GPS signal is the code

phase and carrier phase. While code phase measurements are utilized for determining

pseudoranges, carrier phase measurements are required for navigation data demodu-

lation and often for precise range measurement. Both the acquisition and tracking

processes are essentially accomplished in baseband signal processing. The process of

baseband conversion is carried out by analog mixing or by IF sampling. Modern GPS

receivers typically utilize the IF sampling (or passband sampling), wherein the process

of sampling and digitization are carried out in the final IF stage itself (van Dierendonck

[1996]). Pre-correlation (or anti-aliasing) filtering is often utilized to prevent frequency

aliasing arising from sampling process. However, this filtering also introduces correla-

tion losses as the side lobes of the C/A code spectrum are filtered out. At this point,

the signal is split into multiple channels for simultaneous tracking of multiple satel-

lites. Baseband signal processing primarily consists of pre-correlation sampling, code

and Doppler removal, post-correlation filtering and finally navigation processing.

The first processing block is the Doppler removal unit, which essentially performs

the phase rotation (or derotation) on the received I/Q samples. This process is used

by the carrier tracking loops to track either the phase or the frequency of the received

samples. The carrier tracking loops controls the numerically controlled oscillator (NCO)

to generate the inphase and quadrature outputs for Doppler removal. The Doppler

removal is followed by code removal, wherein the I/Q samples are mixed with three

versions (early, late, and prompt) of the local PRN code to form the corresponding
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correlation values. The PRN code tracking is maintained through delay locked loop

(DLL) where the error signal is obtained by differencing the early and late correlation

functions. The pre-detection integration interval can be extended from 1 ms to up to 20

ms after navigation data bit synchronization. The code and carrier phase discriminator

outputs are formed in the microprocessor using the code and carrier phase measurements

and subsequently fed back to the code and carrier NCO to maintain the loop. The

pseudoranges and velocity measurements are then obtained from the code and carrier

phase estimates, which are then collectively processed to obtain the navigation solution.

The readers are further referred to Kaplan and Hegarty [2006] and van Dierendonck

[1996] for a detailed description of baseband signal processing.

2.4 Software Receiver Implementation

Traditionally, receiver functions such as code and Doppler removal and correlation are

implemented in application specific integrated circuits (ASIC), wherein the mega-hertz

I/Q samples are processed to output kilo-hertz pre-detection or discriminator outputs.

These measurements in-turn are supplied to the receiver and navigation processing to

obtain the position, velocity, and time (PVT) solutions. However, this approach lacks

the much desired flexibility to accommodate new signal structures and algorithms as

reported in Ledvina et al. [2003]. More importantly, the proposed research necessitates

raw I/Q data collection for assessing the developed acquisition algorithms. Figure 2.6

illustrates the test methodology alongside prototype software receiver developed during

the course of research.

The developed framework allowed GPS data collection in two different modes. The

controlled mode includes a Spirent GSS 7700 signal generator unit capable of outputting

L1, L2C, and L5 signals. The output of the signal generator is supplied to an external

LNA with a gain of 30 dB prior to feeding it to the front-end. The test setup also allows
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Figure 2.6: Developed Test Methodology

for live GPS data collection through Novatel’s GPS –701 antenna (Novatel [2006]), which

has a built-in LNA. The output of the signal generator or the antenna is supplied to the

Novatel front-end. The design utilized the Euro-3M card for L1/L2C and Euro-L5 for

L5 signal processing. In Euro-3M, the IF signal were centred around 70.42 MHz with 3

bit quantization. The individual I and Q samples were sampled at 40 MHz resulting in

a combined sampling rate of 20 MHz. It is furthermore capable of outputting both L1

and L2C samples simultaneously at 70.42 and 70.1 MHz intermediate frequencies with

two bit quantization. In the case of Euro-L5, the ensuing IF signal were centred around

69.95 MHz, which was subsequently sampled at 28 MHz (combined). The IF data from

the Novatel front-end were buffered using a commercial DAQ card and finally stored

in PC memory. The reference oscillator can be selected either between an internal

temperature controlled crystal oscillator (TCXO), an external Rubidium reference (10

MHz) or an external Ovenized crystal oscillator (OCXO) with a fundamental frequency

of 5 MHz. Weak signal scenarios were emulated either by setting low transmit power

levels in the signal generator or by using variable attenuators. Finally, a Novatel OEM4

receiver was used for signal quality monitoring during the real data collection Novatel

[2005].
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For GPS L1 C/A acquisition, the GPS data was resampled from the original 20 MHz

rate down to 2.046 MHz to emulate a typical mass manufactured GPS chip. The integer

sampling 6 is adopted to allow for easy implementation of certain detectors that will

be introduced in subsequent chapters. On the other hand, the original sampling rates

were retained for the GPS L2C and L5 signals. The resampling process employed the

MATLAB routine resample that utilized an anti-aliasing filter, wherein the filter delay is

also compensated. To validate the developed software implementation in terms of data

collection and subsequent processing, acquisition of a known PRN 10 was carried out

in one of the data sets. The code acquisition was performed on the original data with

20 MHz sampling rate. Furthermore, the acquisition results for two different sampling

rates namely 2.046 MHz and 4.75 MHz were also obtained. The coherent integration

time was set to 1 ms with 2 noncoherent accumulations. The detection performance

was measured using the post-correlation SNR (PSNR), which is defined as follows:

PSNR = 10log10

[

(R(τ̂ = τ) − E [R(τ̂ 6= τ)])2

var [R(τ̂ 6= τ)]

]

(2.18)

The different sampling rates resulted in the same PSNR value of around 26 dB, which

is in accordance with the 52 dB-Hz C/N0 level. Figure 2.7 shows the normalized corre-

lation plot for the different sampling frequencies. The zoomed view of the plot readily

shows the problem of integer sampling rate in terms of peak distortion. Akos and Pini

[2006] rightly noted this issue of integer sampling rate in the view point of nonlinear

distortion in the DLL discriminators. However, the carrier Doppler modifies the chip

rate and thus the number of samples per chip, which can minimize the effect on the

correlation function. On the other hand, the correlation peak corresponding to 4.75

MHz almost aligns with the 20 MHz thus showing that the resampling process does

not incur any distortions in the original signal. While the limitation of choosing integer

chip sampling rates is acknowledged, its effect on detection performance of the acqui-

6Integer sampling involves an integer ratio of sample rate to chip rate. i.e. Tc/Ts = 1, 2, 3, ..
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sition schemes can readily be marginalized. It should also be noted that the detector

structures are not limited by the sampling frequency constraints.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Time (ms)

N
or

m
al

iz
ed

 C
or

re
la

tio
n 

O
ut

pu
t

0.498 0.499 0.5

0.2

0.4

0.6

0.8

1

Time (ms)

N
or

m
al

iz
ed

 C
or

re
la

tio
n 

O
ut

pu
t

Zoomed View of Correlation Plot

20 MHz
2.046 MHz

20 MHz
2.046 MHz
4.75 MHz

Figure 2.7: Correlation Output of PRN 10 (C/N0 = 51 dB-Hz, ∆ F = 2.01 kHz, T COH

= 1 ms, N =2)

The prototype receiver comprises of library of software routines developed primarily

in the MATLABTM environment. The software routines are also clustered to form a

stand-alone executable function. The receiver functions as IF carrier removal and as-

sociated operations in acquisition stages are implemented in software. Currently, the

developed software routines allow for acquisition of L1, L2C and L5 signals using a va-

riety of acquisition schemes. Furthermore, dedicated routines that perform specialized

processing such as interference suppression are incorporated in the developed software

receiver. Finally, it has the necessary flexibility to accommodate new acquisition al-

gorithms. Extensive usage of matrix computations has been utilized to optimize the

efficiency of data processing (Hartfiel [2000]). For instance, the acquisition techniques

were implemented using block FFT techniques. The data processing time is further

minimized by providing critical information such as PRN, Doppler and sometimes code

phase information. It should be emphasized here that the developed software imple-

mentation is mainly intended to implement different acquisition schemes and to assess

their detection performance under various signal conditions. Further enhancements and
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augmentations in terms of code/carrier tracking implementations are currently being

conducted.

2.5 GPS Limitations – Signal Degradation Effects

Having described the basic receiver GPS operations and the corresponding software

receiver implementations, we now review the major impediments encountered during

GPS operation under degraded signal conditions.

2.5.1 Path Loss

The GPS satellite typically dedicates approximately 14 dBW of power for the C/A code

signal on L1. Assuming that the C/A signal is emanating uniformly in all directions,

then the PSD at a radial distance of R metres would be 1/4πR2 times the original

radiated power. This reduction of power is often called path loss orspreading loss,

which simply accounts for the spreading of the radiated energy over the surface area of

a hypothetical sphere with the satellite at its centre. The altitude or the distance from

the GPS receiver positioned at sea level to the satellite at zenith is approximately 20,193

km. Moreover, this mean distance is also a function of satellite elevation angle at the

GPS receiver. For instance, the distance could be as much as 25,237 km for a satellite

elevation angle of 50, which accounts for a additional 2 dB loss. The received power

is directly proportional to the power density of the incident field times the antenna’s

effective area. For instance, the effective area for a isotropic antenna (whose gain is 1)

is essentially λ2/4π2, where λ is the wavelength of received signal. However, the GPS

receiver antennas typically provides +4 dBIC at zenith to -4 dBIC for elevation angles

lower than 50. Therefore, the received power can be expressed in terms of antenna gain

as follows (Enge and Misra [1999]):

PR =
PTGTGRλ

2

LA (4πR)2
(2.19)
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where PT , PR are the respective transmit and received powers, GT and GR are the

respective gains of transmitter and receiver antennas. LA is the loss associated for

the signal propagation through atmosphere. The received C/A code signal power can

be readily obtained by substituting the appropriate values in (2.19). For instance,

the received C/A code signal power can take -156 dBW for a satellite positioned at

zenith with a +4 dBIC gain receiver antenna. Nevertheless, the received signal is also

affected from other signal degradation at various stages, which are described briefly in

the following subsections.

2.5.2 Thermal Noise

The thermal noise mainly pertains to the noise generated in the receiver and is directly

related to the receiver noise figure (NF) and equivalent noise temperature (Teq). The

noise spectral density is given by,

N0 = κTeq

Teq = TA/L+ (L− 1)T0/L+ TR
0K, TR = T0(NF − 1)

(2.20)

where TR, T0, and TA are the receiver noise, ambient, and antenna noise temperature. L

is the associated losses pertaining to connecting cables and filters. κ is the Boltzman’s

constant (i.e. κ = -228.6 dBW/0K-Hz). Assuming typical values7, the equivalent noise

density takes a value of -205.2 dBW/Hz. Note that the peak signal (or carrier) power

spectral density is readily obtained from PT−1
c . For instance, the C/A power spectral

density for the received power of -160 dBW is -220.1 dBW/Hz. Accordingly, the C/A

code spectrum even at its spectral peak is 14.9 dB below the noise power density.

Similarly, the C/N0 can be obtained from received signal power and noise spectral

density from P/N0 or -160 - 205.2 = 45.2 dB-Hz. Note that this is the effective ratio of

carrier signal power to noise power over a bandwidth of 1 Hz. Consequently, one can

also obtain the signal-to- noise ratio (SNR) from the C/N0 from SNR = C/N0BW
−1.

7F = 0.259, TR = 75.1 0K, L = 1.1, TA = 130 0K
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For example, the received SNR for a 2.046 MHz front-end bandwidth is around -18 dB.

Therefore, the signal is buried under noise prior to any kind of signal conditioning.

2.5.3 Interference

Radio frequency interference (RFI) is one of the foremost concerns in safety critical

applications that utilize GPS (Carroll [2003]). GNSS receivers rely on external RF

signals and thus are vulnerable to other unwanted RF interference signals. RF inter-

ference (RFI) sources either intentional or unintentional in the vicinity of the victim

receiver can potentially mask the weak GPS signals (Kaplan and Hegarty [2006]). RFI

is normally categorized under wideband or narrowband, depending on the bandwidth of

the interfering signal to the received GPS signal bandwidth. Wideband interference can

take a Gaussian pulse form as in the case of ultra wideband systems or frequency/phase

modulated as in the case of harmonics from television transmitters. There is a certain

level of interference among the signals of similar type transmitted from other satellites

that are sharing the same spectrum. For instance, intra-system interference (or self

interference) refers to the mutual interference experienced between signals within a sys-

tem such as GPS and Galileo. On the other hand, inter-system interference often refers

to the interference experienced between signals of similar type but are emitted from

different systems (i.e. between GPS and Galileo signals).

Narrowband interference could originate from frequency/phase modulated signals

such as from AM or FM stations. Furthermore, continuous wave (CW) transmissions

such as unmodulated carrier signals from other transmitters represent an extreme form

of narrowband interference. Wideband interference increases the background noise floor

to an extent where the receiver fails to acquire or track the GPS signals. On the other

hand, narrowband and CW interference can mix with the C/A code spectral lines

and leak through the correlators. Most commercial receivers are equipped with no or
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minimum levels of protection against in-band RFI (Spilker and Natali [1996]). A more

detailed treatment of RFI and corresponding detection and mitigation techniques can

be found in Chapter 5 of this dissertation.

2.5.4 Radio Propagation

Radio propagation under various conditions results in power variations at the receiver

end. There are three chief mechanisms that impact radio signal propagation: reflec-

tion, diffraction and scattering. Reflection arises when a propagating electromagnetic

wave impinges on a smooth surface with very large dimensions compared to the sig-

nal wavelength. Diffraction occurs when the radio path is blocked by a large dense

body with dimensions much larger than the signal wavelength. Diffraction results in

secondary wave generation and is often termed shadowing as the diffracted field will

still be able to reach the receiver but with significant attenuation. Scattering results

from the impingement of radio waves on a large rough surface or any surface with the

dimension similar or less than signal wavelength. Typical signal obstructions include

lamp posts, street posts and foliage. The effects of these radio propagation mechanisms

can either be large scale (such as shadowing) or small scale (such as fading). Besides,

irregularities in the propagation medium (i.e. ionosphere) can also introduce variations

in signal power levels. The effects of various radio propagation mechanisms and related

performance measures can be found in Sklar [1997].

Large Scale Shadowing

Shadowing effects arise from excess (even massive) attenuation of the LOS GPS signal.

The large scale fading or shadowing represents the average signal power attenuation

or excess path loss due to the motion in large areas. This phenomenon is effected

primarily by prominent terrain contours such as hills, forest canopies, downtown areas

and even indoors. The received GPS signal can experience various levels of attenua-
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tion depending on the propagation medium. Klukas et al. [2004] reported that typical

building infrastructures such as cinder blocks could attenuate GPS signals by 23 dB or

more. Figure 2.8 shows the fading experienced indoors with respect to nominal outdoor

conditions (Lachapelle et al. [2003]). Under extreme conditions, the LOS is severely

attenuated to an extent that the receiver is only able to track the multipaths.

Figure 2.8: Shadowing Effects in Indoor Environments (ref: Lachapelle et al. [2003])

Small Scale Multipath Fading

Small scale fading refers to dramatic variations in signal amplitude and phase arising

from small changes (wavelength variations) in the spatial separation between the trans-

mitter/receiver pair. Small scale fading takes a Rician distribution in the presence of a

dominant LOS signal and a Rayleigh distribution in the absence of LOS signal. Small

scale fading manifests itself into signal dispersion and time-variant propagation char-

acteristics. The time spreading mechanism is often characterized by multipath delay

spread in the time domain and using coherence bandwidth in the frequency domain.

Similarly, the time-variant mechanism is characterized using channel coherent time in

time domain and by Doppler spread in frequency domain.

The coherence bandwidth (f0), is of particular importance as it represents the range

of frequencies over which the propagation medium passes all spectral components with
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approximately equal gain and linear phase. The channel coherence bandwidth is in-

versely related to the maximum delay spread. The following expressions relate the

RMS delay spread (στ ) and Doppler spread (fd) with the channel coherence time (T0)

and bandwidth (Sklar [1997]):

f0 ≈ 1
2πστ

T0 ≈ 1
fd

(2.21)

Furthermore, the radio propagation is also characterized as frequency non-selective (or

flat) fading if the maximum delay spread is less than the basic pulse duration.

Ionospheric Scintillation

Ionospheric scintillation represents the rapid fluctuation in the received signal power

arising from the irregularities in the the ionospheric layer. Scintillation occurs mainly

due to the irregularities in electron density, which are more predominant in equatorial

regions. Scintillation is also affected by the 11-year solar cycle. The power fluctuation,

δP , is generally modelled using the Nakagami-m pdf as (Skone et al. [2005]):

p (δP ) =
mmδPm−1

Γ(m)
e−mδP ,≥ 0 (2.22)

p (δP ) has a unity mean value and standard deviation of
√

1/m. The standard deviation

of the power variation is often denoted by the S4 index. Ionospheric scintillation impacts

the GPS operation in two different ways. Firstly, deeper amplitude fade could result in

the loss of code and carrier phase lock. Secondly, the phase variations introduce a level

of dynamics that is difficult to be tracked by the phase locked loop.

2.6 High Sensitivity Detection

The federal communications commission’s (FCC) mandate that all cell phones must be

able to locate automatically with GPS accuracy set the tone for the tremendous growth

in GPS industry. For instance, the total sales from the top four GPS manufacturers
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accounted for two million units (Abraham and van Diggelen [2001]). Successful adoption

of GPS into cell phones requires that the technology meet new demands, including

indoor operation, near-instantaneous TTFF, and low power consumption. Moreover,

the impact of augmenting the GPS chip should be minimal in terms of manufacturing

cost (i.e. less than $10). More importantly, the GPS receiver is now expected to

successfully operate under indoor conditions that result in massive signal attenuations.

The ability to extract the GPS signal from the background noise is readily obtained

from the product of the transmitted signal bandwidth and coherent integration time.

That is,

G =
T

Tc
(2.23)

where T is the coherent observation period andG is the processing gain. The integration

time increases exponentially with the decrease in the C/N0 levels. Figure 2.9 shows the

required coherent integration time to achieve a post-correlation SNR of around 15 dB

as a function of C/N0 for a receiver with a front-end bandwidth of 2.046 MHz. For

instance, the coherent observation should exceed 1 s to acquire a 15 dB-Hz GPS signal.

Accordingly, the processing power should be increased by several hundred times under

these extreme conditions.
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Figure 2.9: Effect of C/N0 on Coherent Integration Time (T)

Unfortunately, the integration time is critically effected by two fundamental lim-
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itations – navigation data modulation and frequency deviation. The navigation data

introduces a random phase shift (0 or π) every 20 ms in the transmitted signal. Accord-

ingly, the navigation data modulation manifests itself as 50 Hz dispersion in frequency

domain. Thus, the coherent integration time cannot exceed 20 ms without any a priori

information. However, the integration time is much lower than 20 ms as the data bit

boundary is unknown.

The second limitation arises from the frequency mismatch between the transmitter

and receiver clock. The effect of a constant uncompensated Doppler offset for a coherent

detection performance is a power attenuation following the well-known sinc-squared

characteristic, whereby the total received power is given according to Figure 2.10 with

a fractional frequency offset of F Hz, where 1/T is the first-null frequency and T is

the coherent integration period. The second order effect namely the frequency drift

smears the sinc-function as shown in Figure 2.10 over a range of frequencies. Finally,

the frequency offset and drift effects also manifests in code dispersion. The next section

briefly introduces two prominent high sensitivity GPS (HS GPS) techniques adopted

by the industry.
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2.6.1 HS GPS Overview

HS GPS techniques allows for extended integration time and thereby accomplishes sub-

stantial processing gain. The high sensitivity operation is realized either in assisted

or stand-alone mode. Assisted GPS (AGPS) receivers rely on external aiding in the

form of ephemeris or almanac aiding. Assisted GPS techniques include time, frequency,

location and Doppler aiding and typically involve a wireless network infrastructure to

communicate with the GPS device in the field. AGPS utilizes the time and frequency

information to confine the frequency search space and to wipe-off the navigation data.

Consequently, the AGPS provides the fastest TTFF and with sufficient hardware re-

sources can enable weak signal acquisition and tracking.

On the other hand, a stand-alone HS GPS (often referred to as HS GPS) receiver

operates in the autonomous mode but utilizes massive hardware resources and advanced

algorithms to enable rapid or weak signal acquisition. The presence of several hundred

thousand correlators enable the search of code phase and carrier Doppler in parallel.

While the use of extensive hardware resources does increase the silicon size, it can allow

for efficient parallel acquisition strategies O’ Driscoll [2007]. Under weak signal condi-

tions, the required processing gain is achieved through a combination of coherent and

noncoherent detection. The use of noncoherent detection eliminates the need for navi-

gation data estimation or prediction and allows for less stringent frequency estimation.

2.6.2 Limiting Factors of HS GPS

While AGPS and HS GPS provide substantial improvements, they can still be limited

by further challenges imposed by the propagation environment and by the receiver. For

instance, the stand-alone HS GPS techniques are critically limited by the presence of

unknown navigation data. On the other hand, the AGPS solution alleviates this issue

by supplying the receiver with aiding information. Nevertheless, the stability of the ref-
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erence oscillator in the receiver readily limits gain that could be achieved with AGPS.

Furthermore, AGPS techniques can also be limited in terms of the network coverage.

While both AGPS and HS GPS provide minimum levels or no protection against ad-

ditional degradations due to multipath, scintillation and other associated phenomena.

Therefore, there is still a need for innovative acquisition schemes to overcome at least

some of the aforementioned challenges.

2.7 Discussion

The characteristics of legacy GPS signals was analyzed using correlation and spectral

properties. The receiver operation chain was briefly introduced with respect to a generic

GPS receiver. The software receiver implementation developed during the course of this

research was briefly described. The limitations of standard GPS receiver operations as a

result of various signal degradations was briefly introduced. A brief overview of AGPS

and stand-alone HS GPS techniques and their inherent limitations were exemplified.

Two key properties namely the periodic and the shift-and-add property of the under-

lying C/A code was established in theory.

The development of novel acquisition schemes critically relies on the comprehen-

sive understanding of the existing solutions using fundamental theory. Accordingly, in

the next chapter, we take a detection/estimation theoretical approach to breakdown

the detection algorithms utilized by the traditional GPS acquisition schemes for high

sensitivity signal detection.



Chapter 3

Enhanced GPS C/A Code Signal Detection – Theory, Analysis

and Innovations

This chapter primarily focuses on enhanced detection of the GPS C/A code signal. After

introducing the discrete signal and noise representation, the GPS signal acquisition is

developed as a detection/estimation problem. More emphasis is placed on the detection

aspect of GPS signal acquisition in accordance to the thesis objective. In this chapter,

an unified approach is adopted to establish various pre and post correlation detection

schemes as the best approximations of the generalized likelihood ratio test (GLRT). The

optimal detector is derived as the one that maximizes the likelihood ratio based on the

Neyman-Pearson criterion. The different detectors are developed based on the extent

of a priori information of the signal model. For assumed deterministic signals, the NP

detector is shown to be equivalent to a matched filter. Moreover, it is shown here that

the asymptotic version of GLRT is equivalent to an estimator-correlator. Finally, the

well-known post-correlation noncoherent and the newly proposed differential detection

are established in terms of GLRT and EC formulations.

The remainder of this chapter deals with the development of an efficient detector:

the generalized post-correlation differential detector. The proposed detector readily as-

sumes the post-correlation noncoherent/differential detector as its specialized forms.

The analysis of residual signal effects for both the traditional detectors and the pro-

posed detector is performed. Theoretical detection performance analysis in terms of

probability of false alarm and correct detection is carried out. The various system level

concepts developed in this chapter are initially validated using hardware simulated GPS

data. Finally, the acquisition performance in terms of noise/frequency sensitivity of the

48
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various detectors is also carried out.

3.1 Signal and Noise Models

A rudimentary GPS signal model is adopted in this dissertation to allow for the simpli-

fied analysis of developed detectors. The developed theoretical model does not include

the effects of front-end, intermediate stages and sampling/quantization. Accordingly,

it is assumed that the received RF signal is down-converted and sampled without any

distortion yielding the following complex baseband signal,

x(t) =
M−1∑

m=0

√

Cmdm(t′ − τm)cm(t′ − τm)ejφm(t′) + w(t), (3.1)

The instantaneous transmitted power, Cm, of the mth satellite. The BPSK modulated

data symbols and the PRN (or C/A) code are denoted by dm(t) and cm(t), respectively.

The PRN code, cm(t), is a periodic code that is generated at 1.023 MHz rate and has

a length of Nc = 1023 in chips. The navigation data dm(t) consists of equiprobable

symbols and is generated at the rate of 50 Hz. The ratio of the PRN code chip rate

to the navigation data rate is often termed processing gain (i.e. PG = Tb/Tc, where Tb

and Tc are data and PRN code chip duration) of the GPS system. The variable t′ is an

arbitrary function of t, whose second order approximation is given by,

t′ = t+ ηmt+
1

2
ξmt

2 (3.2)

where ηm is the Doppler shift (or the time dilation coefficient) and ξm is the Doppler

shift rate arising from relative motion of satellite and the receiver (Axelrad and Brown

[1996]). τm comprises of integer code period (λ) and chip delay (iTc), τ = λTr + iTc.

The integer ambiguity, λ, of the C/A code period is considered a nuisance parameter

and is readily ignored. On the other hand, the chip delay component is modelled as

an integer (i.e. i= 0, 1, 2,..., Nc-1). The time dilation promptly manifests into the
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code and data Doppler in the received signal, which is ignored alongside code and data

Doppler shift rates to allow for mathematical tractability. While this assumption holds

for moderate integration times, it is severely limiting for longer integration times and

has to be accounted for1. Finally, the instantaneous carrier phase φm(t) is modelled as:

φm(t) = φ0 + ωmt+
1

2
̟mt

2 (3.3)

where φ0 is the initial carrier phase value. The initial carrier Doppler is denoted by ωm

and is related to ωL1 as ωm = ηmωL1. The carrier Doppler shift rate is denoted by ̟m

and is related to ωL1 as ̟m = ξmωL1. The second order effect represented by φ̈m(t) is

ignored for the most part of this dissertation except during the frequency drift analysis.

The propagation medium (i.e. multipath) is assumed to be relatively time invariant

during the entire acquisition period. Since the analysis is primarily concerned with the

demodulation of the GPS C/A code signal pertaining to a satellite of interest, we can

ignore the variable m in (3.1). For M >> 1, the interference from other visible satellites

is approximated as a Gaussian process using a central limit theorem argument. The

carrier power is assumed to be time-invariant during the signal demodulation and thus

its time dependence is also ignored. For convenience, the received signal is assumed to

be sampled at integer multiples of the basic chip duration (i.e. Ts = Tc/Ns, where S is

the sampling factor Ns = 1, 2, ...) resulting in the following discrete signal,

x(k) =
√
Cd(k − τ)c(k − τ)ejφ(k) + w(k), φ(k) = 2π∆Fk + φ0. (3.4)

The thermal noise is assumed to be an additive white Gaussian noise (AWGN) process.

The AWGN assumption is still a good approximation even as the front-end filtering

introduces finite correlation in the received samples. The noise process w(k) essentially

1Acquisition schemes implemented for performance analysis accounted for both carrier and code
Dopplers
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consists of real and imaginary components with equal variance. That is,

w(k) = w′(k)ejφ(k)

w(k) = wI(k) + jwQ(k)
(3.5)

The noise processes wI(k) and wQ(k) are assumed to be zero mean independent white

Gaussian noise with variance σ2
I = σ2

Q = 0.5N0T
−1
c , where N0 = κTeq as expressed

in (2.20). Accordingly, w(k) is zero mean and complex Gaussian with the variance

σ2
w = σ2

I + σ2
Q = N0BIF , where BIF is the IF bandwidth.

3.2 Detection/Estimation Problem in Signal Acquisition

The fundamental objective of GPS receiver processing involves the demodulation of the

individual satellite signals from the received composite signal and subsequent extraction

of measurements such as pseudoranges and Doppler to allow for a navigation solution.

The initial acquisition and subsequent tracking essentially guarantees the continuous

extraction of the above mentioned parameters. Acquisition is generally regarded as

the initial or coarse synchronization, and tracking is often called continuous or fine syn-

chronization. The acquisition process later initiates the fine synchronization or tracking

process by supplying the following parameters from the received signal:

• SV PRN Code (m)

• Code phase offset (τ)

• Carrier frequency offset (∆F )

• Residual phase offset (φ0)

• Navigation Data (d(k))

Let θ = [m, τ, φ0,∆F, d(k)] be the actual parameter vector pertaining to the SV signal of

interest. The receiver utilizes N = TT−1
s samples of the received signal x(k) to obtain an
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estimate θ̂, where T is the total observation period. The parameter estimation process

can be accomplished using any one of the following estimators.

• Minimum mean squared error (MMSE)

• Maximum a posteriori (MAP)

• Maximum likelihood (ML)

Let θ be the actual parameter vector pertaining to the mth transmitter. The receiver

utilizes the N observations of the received signal x = [x(0), x(1), . . . , x(N − 1)]T and

forms the minimum mean squared error (MMSE) estimate θ̂. The MMSE estimator

minimizes the mean squared error between the estimated and the actual parameter.

That is,

θ̂ = E [θ | x] (3.6)

On the other hand, the MAP estimator attempts to maximize the posterior probability

that the estimate is correct, given that the vector x is received. Accordingly, the MAP

estimator chooses a θ̂ that maximizes the posterior PDF. That is

θ̂ = arg maxθp (θ|x) (3.7)

The above maximization is equivalent to the minimization of Bayes risk. By maximizing

p(θ|x), we observe that,

p(θ|x) =
p(x|θ)p(θ)
p(x)

(3.8)

A limitation with MMSE and the MAP estimator is their inherent dependence on the

availability of p(θ) or p(x). Hence, p(x) has to be computed when applied to GPS

acquisition problem. Alternatively, the maximum likelihood estimator (MLE) can be

adopted. The MLE for the vector parameter θ is defined to be the value that maximizes

the likelihood function p(x; θ) over θ. If the likelihood function is differentiable, then
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the MLE solution is obtained from,

∂ ln p(x; θ)

∂θ
= 0 (3.9)

In GPS signal acquisition, it is not necessary to estimate all of the unknown param-

eters as some are considered nuisance (i.e. signal power, phase offset). Accordingly, the

estimators can be designed to be invariant to those nuisance parameters. Secondly, it is

sufficient to obtain a coarse estimate of θ . Hence, it is more appropriate to maximize

the probability that the estimation error is within some predefined bound. Note that the

SV PRN, code phase and frequency offset is usually constrained within a certain range

(i.e. m ∈ [1, 37], τ ∈ [0, 1] ms, and ∆F ∈ ± 10 kHz). The ML parameter estimation

is typically performed as a multi-dimensional search process. The multi-dimensional

parameter space is generally discretized into smaller cells leading to an approximation

in the maximum likelihood parameter estimation. The approximation is readily allowed

as an accurate estimate of parameters is not required during the acquisition process.

Often, the parameter space is decomposed into a two-dimensional space of code phase

and residual frequency offset by marginalizing the effect of other parameters such as the

residual phase offset and the navigation data modulation. For example, Figure 3.1 de-

picts the discretized two-dimensional search space in code phase and residual frequency

offset.

Interestingly, the discretization of parameter space effectively translates the GPS

signal acquisition from an estimation problem to a detection problem. During acquisi-

tion, the detector carries out a likelihood test to determine the presence of the signal

using the supplied parameter estimate. The detection process is repeated for other cells

in order to span the entire parameter space. Accordingly, the generalized likelihood

ratio can therefore be given as,

L(x) =
p
(

x; θ̂ ≈ θ
)

p
(

x; θ̂ 6= θ
) > γ (3.10)
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Figure 3.1: Discretized Two-dimensional Search Space in Code Phase and Residual
Frequency Offset

Thus, the acquisition process is generally considered as a joint detection/estimation

problem. Firstly, the likelihood ratio is calculated for all possible parameter estimates

(cells) in the parameter space. Subsequently, the estimate θ̂ that maximizes the likeli-

hood ratio is chosen as the ML estimate. Secondly, the corresponding L(x) is compared

against a predefined threshold γ and a decision is made based on the result. While the

GPS signal acquisition is a multi-hypothesis problem, it can also viewed as a binary

hypothesis. For instance, the presence of particular PRN code signal (m) is essentially

a binary hypothesis problem. However, as shown in Figure 3.1, the estimation of its

parameters is essentially a GLRT. Therefore, we have

H0 : x(k) = sθ̂ 6=θ(k) + w(k) k = 0, 1, . . . , N − 1.

H1 : x(k) = sθ̂≈θ(k) + w(k) k = 0, 1, . . . , N − 1.
(3.11)

where s(k) is the transmitted GPS signal and w(k) is the AWGN process with variance

σ2
w. N is the number of samples pertaining to the total observation period T (i.e. N =

TT−1
s ). Accordingly, the detection approach simply follows the theory of hypothesis

testing where the PDF of individual hypotheses are known or can be approximated. The

performance of any detector can readily be characterized by two probability measures:
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the probability that the detector falsely decides on signal presence; and the probability

that detector correctly decides on signal presence. Let H0 and H1 be the hypotheses

for signal absence and signal presence, respectively. Accordingly, the probability that

a detector decides on H1 when H0 is correct is often called as the probability of false

alarm (PFA). Similarly, the probability of that detector choosing H1 when H1 is correct

is known as the probability of correct detection (PD). It is not possible to optimize both

the probabilities and typical approach attempts to maximize PD for a fixed upper-limit

on PFA. The primary approaches for hypothesis testing are the classical approach based

on the Neyman-Pearson lemma and the Bayesian approach based on the minimization

of Bayes risk Kay [1993a].

The optimal detector using Neyman-Pearson theorem approach, is the one that

maximizes PD for a given PFA = α, which decides H1 if,

L(x) =
p(x;H1)

p(x;H0)
> γ (3.12)

where the threshold γ can be determined from

PFA =

∫

{x:L(x)>γ}
p(x;H0)dx = α (3.13)

The proof for the Neyman-Pearson theorem can be found in Kay [1993a]. Note that

the function L(x) is known as the the likelihood ratio as it indicates for each value of x,

the likelihood of H1 versus the likelihood of H0. The test as expressed in (3.12) is often

called the likelihood ratio test (LRT).

Alternatively, the Bayesian approach attempts to minimize the Bayes risk by achiev-

ing minimum probability of error. The probability of error can be determined by taking

the probability of false detection and the probability of missed detection as,

Pe = P (H1|H0)P (H0) + P (H0|H1)P (H1) (3.14)

The Bayesian detector compares the conditional likelihood ratio to the threshold, wherein

the threshold is determined based on prior probabilities. Thus, the optimal detector
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essentially achieves minimum Pe by deciding H1 if,

p(x|H1)

p(x|H0)
>
P (H0)

P (H1)
= γ′ (3.15)

A number of detectors exists that are optimal in the NP sense and are obtained based

on the different modelling of the signal and noise. Table 3.1 summarizes the different

NP detectors based on the different modelling of θ and w(k) .

Signal Noise Characteristics
Characteristics AWGN Coloured
θ completely known Coherent Matched Filter Generalized Matched
or deterministic Filter Filter
θ unknown and Estimator Correlator Estimator Correlator
jointly Gaussian (uses MMSE estimate)
θ unknown GLRT (uses ML estimate) GLRT
unknown PDF (uses ML estimate)

Table 3.1: Detection Problem – Hierarchy

In Section 3.3 of this chapter, the optimal detector structure for a known determin-

istic signal under AWGN is derived. The NP detector for a known θ in AWGN is the

matched filter detector and is summarized in (3.22). Assuming the noise id AWGN,

and θ is unknown but can be modelled as Gaussian, then the NP detector is considered

an estimator-correlator (Refer to Appendix A). The incoherent matched filter imple-

mentation summarized in (3.62) is essentially an estimator-correlator and was obtained

as a result of modelling the phase offset φ0 as a uniform distribution. The estimator-

correlator requires a pre-whitener in order to use it for correlated signals. Alternatively,

the generalized likelihood ratio test (GLRT) detectors can be applied for an unknown

signal and in the absence of apriori information of the PDF of θ. The derivation of

the GLRT detector is given in Section 3.4 and is summarized in (3.60). The GLRT, in

contrast to an estimator-correlator, utilizes the MLE rather than the MMSE estimate

as the unknown PDF of θ. The GLRT receiver typically utilizes the MLE estimate as
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summarized in (3.60) and is rewritten here as,

ŝ(k) = s(k) + w(k) (3.16)

Hence, the estimation process is critically influenced by the noise variance. Accord-

ingly, the post-correlation implementations including the post-correlation noncoherent,

differential and the generalized post-correlation differential schemes utilize the energy

detector in conjunction with the initial coherent matched filter. The differential detector

structures utilize an adhoc estimate rather than MLE to ensure that the noise variables

are uncorrelated. Subsequently, the squaring type loss in the differential schemes is

reduced in comparison to the noncoherent detection. However, they also incur a certain

amount of power loss due to signal decorrelation.

In summary, the GPS signal acquisition can be more aptly viewed as a joint de-

tection/estimation process. For instance, the parameter estimation is typically carried

out as a multi-dimensional search process. The multi-dimensional parameter space is

generally discretized into smaller cells leading to an approximation in the maximum

likelihood parameter estimation. The approximation is readily allowed as an accurate

estimate of parameters is not required during the acquisition process. Often, the pa-

rameter space is decomposed into a two-dimensional space of code phase and residual

frequency offset by marginalizing the effect of other parameters such as residual phase

offset and that of navigation data modulation. During the search process, the detector

is supplied with an estimate of the parameters pertaining to a particular cell. The

detector then carries out a likelihood test based on the Neyman-Pearson lemma to de-

termine the presence of the signal using the supplied parameter estimate. The detection

process is repeated for other cells with different parameter estimates until the correct

cell, (H1), is detected or the entire search space is spanned.

Since the focus of this thesis is squarely placed on the detection aspect of the GPS

signal acquisition, the estimation part is not considered in its entirety. The readers are
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referred to O’ Driscoll [2007] for a more detailed treatment of the acquisition search

process in the context of GPS signal acquisition. Nevertheless, it is worth mentioning

here that, the mean acquisition time is influenced by the performance of the detector

and also by the search strategy.

3.3 Optimal Detection – Known Signal Parameters

The derivations for optimal detection structures developed in the subsequent sections

essentially follow the approach reported in Kay [1993a]. However, the detector analysis

presented here is carried out in the context of GPS signal acquisition.

3.3.1 The Matched Filter Detector

The structure of an optimal detector is developed by considering the detection of the

known PRN signal under AWGN. As mentioned above, it is assumed that detector is

positioned at the correct cell or the H1 cell to allow for a binary hypothesis testing.

Accordingly, the derivation of decision statistics and the corresponding detecting per-

formance analysis is carried out with the perfect estimate of the parameter vector (i.e.

θ̂ = θ). In the presence of a perfect estimate of the transmitted parameter vector (θ),

the detection problem in GPS signal acquisition reduces to a binary hypothesis testing.

Thus, the detection problem can be expressed as below:

H0 : x(k) = w(k), k = 0, 1, . . . , N.

H1 : x(k) = s(k) + w(k), k = 0, 1, . . . , N.
(3.17)

where s(k) = d(k − τ)c(k − τ)ejφ(k) and Ns is the number of samples received over the

observation period T (i.e. N = TT−1
s ). w(k) is the complex AWGN with variance σ2

w.

The Neyman-Pearson criterion discussed in Section 3.2, is utilized here and throughout

the thesis to derive the optimal decision statistic. Since x(k) is the composite signal

(superposition of GPS signal from a number of satellites), we can approximate the PDF
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of x(k) using a Gaussian distribution. Therefore, the PDF of x(k) for signal presence

and its absence is given respectively by,

p (x;H0) = 1

(2πσ2
w)

Ns
2

e

»

− 1

2σ2
w

PNs−1

k=0
|x(k)|2

–

p (x;H1) = 1

(2πσ2
w)

Ns
2

e

»

− 1

2σ2
w

PNs−1

k=0
|x(k)−s(k)|2

– (3.18)

Taking the likelihood ratio as given by (3.12), we get

L(x) =

1

(2πσ2
w)

Ns
2

e

»

− 1

2σ2
w

PNs−1

k=0
|x(k)−s(k)|2

–

1

(2πσ2
w)

Ns
2

e

»

− 1

2σ2
w

PNs−1

k=0
|x(k)|2

– > γ′ (3.19)

The log likelihood ratio is then obtained by taking the logarithm of L(x). It is empha-

sized here that the logarithm operation does effect the inequality as it is a monotonically

increasing transformation. Therefore, we have

l(x) = ln L(x) = − 1

2σ2
w

[
Ns−1∑

k=0

|x(k) − s(k)|2 −
Ns−1∑

k=0

|x(k)|2
]

> ln γ′ (3.20)

The signal presence is declared, if

1

σ2
w

N−1∑

k=0

x(k)s∗(k) − 1

2σ2
w

N−1∑

k=0

|s(k)|2 > ln γ′ (3.21)

Since s(k) is assumed to be completely deterministic (known carrier, code and data),

it can be incorporated to the threshold. Upon further simplification, we have,

T (x) =
N−1∑

k=0

x(k)s∗(k) > γ (3.22)

where, the threshold γ is given by,

γ = σ2
wln γ′ +

1

2

N−1∑

k=0

|s(k)|2 (3.23)

The decision statistic expressed in (3.22) alongside the threshold γ constitutes the opti-

mal detector based on the Neyman-Pearson theorem that maximizes the PD for a given

PFA = α. The optimal detector of (3.22) is often referred as replica-correlator as the

received signal is correlated with a locally generated replica of itself.
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One can also view the decision statistic in (3.22) as a filtering of the received signal

with a finite impulse response (FIR) filter with impulse response h(k). That is,

y(k) =
N−1∑

n=0

h(k − n)x(n), k ≥ 0 (3.24)

Letting the impulse response be the flipped version of the original signal (or PRN code),

we have,

h(k) = s(N − 1 − k), k = 0, 1, . . . , N − 1. (3.25)

Substituting the above equation in (3.24) and sampling the output at k = N − 1, we

have

y(N − 1) =

N−1∑

n=0

s(n)x(n) (3.26)

The above expression is the same as the original test statistic expressed in (3.22) with

the summation variable k being replaced by n. The FIR implementation of the NP

detector is often called the matched filter since the impulse response of the FIR filter

is matched to the signal. To further investigate the structure of optimal detector, we

expand the decision statistics in (3.22) as,

T (x) =

Nr−1∑

r=0

Nr−1∑

k=0

x(k − rNsNc − τ)d̂(k − τ̂)c(k)e−jφ̂(k) (3.27)

where N = NrNcNs is the sampled version of the received signal, and Nr is the number

of code periods (i.e. Nr = TT−1
r ). In the above equation, we see that the data removal

process is also accomplished through matched filtering. The structure of the developed

detector is shown in Figure 3.2. An initial inspection of Figure 3.2 would readily reveal

the use of the same matched filter structure as expressed in (3.22) for the demodulation

of both PRN code and the navigation data. The received samples after carrier removal

are initially supplied to the PRN code matched filter and are accumulated over its

code period. The accumulated output is subsequently sampled every code period (i.e.

Tr = NcTc) and is correlated with the estimate of data. The navigation data is also
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sampled at t = tTr to yield d(r). The correlation output is once again coherently

accumulated over an arbitrary duration (i.e. T = NrTr) to form the final decision

statistic. The decision statistic is then compared against a predefined threshold γ to

decide between the signal presence (H1) or its absence (H0).

Figure 3.2: Maximum Likelihood Detection of GPS Signals

The matched filter implementation of the optimal detector readily allows for fre-

quency domain interpretation. The output y(k), is readily obtained by applying the

inverse Fourier transform on the product of the Fourier transforms of h(k) and x(k).

That is,

y(k) =

∫ Fs
2

−Fs
2

H(f)X(f)ej2πfkTsdf (3.28)

where H(f), X(f) are the discrete Fourier transforms and the integration limits are

normalized to the sampling frequency. Utilizing the time-shift theorem2, we can express

H(f) in terms of S(f) as,

H(f) = S∗(f)e−j2πf(Ns−1) (3.29)

where ∗ is the complex conjugate operation. On substitution in (3.28) and sampling

the output at, k = Ns − 1, produces

y(Ns − 1) =

∫ Fs
2

−Fs
2

S∗(f)X(f)df (3.30)

2F{x(k + τ)} = X(f)ej2πfτ , F denotes the discrete Fourier transform
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Thus, the frequency domain implementation of a matched filter essentially weights the

bands where there is more signal power.

3.3.2 Residual Signal Effects

In the previous section, the detection performance analysis was based on the assumption

that the detector was supplied with the perfect estimate of the transmitted parameter

vector, θ = [τ, φ(k), d(k)]. However, in reality, the detector is only supplied with an

estimate θ̂. Moreover, the extent of a priori knowledge of θ critically depends on the

type of receiver technology. In stand-alone HS GPS technology, the receivers have very

limited a priori information such as visible PRNs. Hence, a GPS receiver typically

attempts to estimate some of the parameters while suppressing the influence of other

parameters during acquisition. On the other hand, in AGPS technology, the GPS re-

ceiver is supplied with navigation data along with good timing estimate and Doppler

estimate (Bryant [2005]). Nevertheless, the GPS receivers, regardless of the receiver

technology, are still required to estimate the code phase and residual frequency offset.

Generally, the code phase and the residual frequency offset estimates are obtained by

traversing through a discretized two-dimensional space as shown in Figure 3.1. Depend-

ing on the search step (or resolution), the search process incurs an error in the code and

carrier offset estimates (i.e. θerr = |θ − θ̂|). Thus, it is necessary to analyze the effect

of these residual errors on the performance of matched filter detector.

To investigate the effect of these residual errors (or residual signals), it would be

highly desirable to characterize the signal at the output of the matched filter. The

matched filter detector output for a particular code and carrier offset θ̂ = [τ̂ , φ̂(k), d̂(k)]

is given by,

ΨMF (θ̂) =
1

Nr

Nr−1∑

r=0





√
C√

2NsNc

(r+1)NsNc−1
∑

k=rNsNc

(

dτerr(k)cτerr(k)e
jφerrk + w(k)c(k − τ̂)e−jφ̂(k)

)





(3.31)
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where cτerr(k) = c(k−τ)c(k− τ̂ ), dτerr(k) = d(k−τ)d̂(k− τ̂ ), and φerr(k) = φ(k)− φ̂(k).

The inner summation in (3.31) is conveniently rewritten as,

y(r) =

√

C

2

1

NsNc

(r+1)NsNc−1
∑

k=rNsNc

(

dτerr(k)cτerr(k)e
jφerrk + w(k)c(k − τ̂ )ejφ̂(k)

)

(3.32)

The output y(r), is the code matched filter output that is sampled every t = rNcTc

seconds and is given by,

y(r) ≈
√

C

2
dτerr(r)R(τerr)ψ∆Ferr(r) + w(r) (3.33)

where dτerr(r) is the integrated output of dτerr(k) over one code period and is given by,

dτerr(r) =

(r+1)NsNc−1
∑

k=rNsNc

d(k − τ)d̂(k − τ̂ ) (3.34)

Similarly, Rτerr is the auto-correlation function (that is often called the time ambiguity

function) of the C/A code. The auto-correlation function can be expressed as,

Rτerr(r) =
NsNc−1∑

k=0

c(k − τ)c(k − τ̂) (3.35)

ψ∆Ferr(r) is the frequency ambiguity function and is expressed as,

ψ∆Ferr(r) =
1

NsNc

(r+1)NsNc−1
∑

k=rNsNc

ej(φ(kTs)−φ̂(kTs)) (3.36)

In the above equation, the sample index k is replaced by kTs to reflect the fact that the

phase input to the accumulator is being sampled at t = kTs. Utilizing the summation

identity3, we have,

(r+1)NsNc−1
∑

k=rNsNc

ejφ0
(
ej(2π∆FerrTs)

)k
= ej(2π∆FerrrNcNsTs+φ0)

[
1 − ej2π∆FerrNsNsTs

1 − ej2π∆FerrTs

]

(3.37)

Utilizing the trigonometric identity4 and upon further simplification, we can express

the second term on the right hand side of (3.37) as,

[
1 − ej2π∆FerrNcNsTs

1 − ej2π∆FerrTs

]

≈ ejπ∆FerrTs(NsNc−1) sin(π∆FerrNcNsTs)

π∆FerrTs

(3.38)

3
∑Nr−1

k=r ek = (er − eNr)/(1 − e)
4sin(θ) = ejθ

−e−jθ

2j
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Substituting (3.37) and (3.38) in (3.36) produces

ψ∆Ferr(r) =
1

NsNc

sin(π∆FerrNcNsTs)

π∆FerrTs

ej(2π∆Ferr[rNsNc+
NsNc−1

2 ]Ts+φ0) (3.39)

The frequency ambiguity function can be compactly expressed utilizing the sinc-function5

as,

ψ∆Ferr(r) = sinc(π∆FerrNcNsTs)e
j(2π∆Ferr[rNsNc+

NsNc−1

2 ]Ts+φ0) (3.40)

Finally, the noise term w(n) is given by,

w(r) =
1

NsNc

(r+1)NsNc∑

k=rNsNc

w(k)c(k − τ̂ )ej(2π∆F̂ kTs+φ0) (3.41)

The final detection output is obtained by coherently accumulating y(n) and is given by,

ΨMF (θ̂) ≈
√

C

2

1

Nr

Nr−1∑

r=0

dτerr(r)Rτerr(r)ψ∆Ferr(r) + w(r) (3.42)

From the above equation, one can readily relate the influence of navigation data, code

and carrier on the matched filter output. Accordingly, any residual errors in these

components readily manifests into an SNR loss as the locally generated components are

no longer matched with the received signal. The following sections briefly analyze the

resultant of these signal effects on the matched filter output.

Navigation Data Modulation

Ignoring the effects of residual carrier and that of background noise, the matched filter

output is,

ΨMF (θ̂) =
1

Nr

Nr−1∑

r=0

(r+1)Nr−1
∑

k=rNcNc

d(k − τ)d̂(k − τ̂) (3.43)

For AGPS receivers, the navigation data is known a priori (i.e. d̂(k) = d(k)) at the

receiver end. However, the latency in the communication link introduces an error in

the order of few micro-seconds to several hundred micro-seconds Syrjarinne [2001].

Correspondingly, the SNR loss due to this timing error can be readily ignored. On

5sinc(x) = sin(x)/x
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the other hand, for stand-alone GPS receivers, the navigation data is unknown and

the corresponding matched filter output can be obtained by substituting d̂(k) = 1

in (3.43). The presence of this unknown navigation data introduces random phase

rotations (i.e. [0, π]) that manifest into a finite spectral dispersion of around T−1
b Hz.

Recognizing the coherent accumulation as a low pass filtering, the minimum cut-off

frequency of such a filter should be greater than T−1
b Hz. Hence, the maximum coherent

integration time cannot exceed Tb seconds in the presence of unknown data modulation.

Unfortunately, the maximum coherent integration time is further limited due to the lack

of bit synchronization. The effect of data modulation appears as an attenuation of the

correlation power. The correlation power loss can then be given by (O’ Driscoll [2007]),

LD(τ) =

∣
∣
∣
∣
1 − 2τ

NrNc

∣
∣
∣
∣

2

, τ = 0, 1, . . . , NrNc. (3.44)

Thus, the data modulation exerts its maximum effect when the transition occurs in the

middle of coherent integration (i.e τ = 0.5NNc). However, one has to take into account

the probability of data transition occurring within coherent integration. Hence, the

average mean attenuation due to data modulation can be expressed as (Davisson and

Flikkemama [1988]),

LD(Nr) ≈







∣
∣
∣1 − Nr

3ND

∣
∣
∣

2

Nr < ND
∣
∣
∣
ND

Nr

(

1 − D
3Nr

)∣
∣
∣

2

Nr ≥ ND

(3.45)

where ND = TbT
−1
r and Nr = TT−1

r . There exists a trade-off between the loss due

to data modulation and gain due to noise suppression in terms of coherent integration

time. Typically, the maximum coherent integration is limited to within 10 ms (i.e. N

≤ (0.5ND − 1)) in the presence of unknown data modulation.

Residual Carrier

The residual carrier affects the matched filter in terms of residual phase offset (φ0),

frequency error (∆F ) and its drift (̟). In the absence of residual frequency error and
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its drift, we can express the matched filter output in the absence of noise, navigation

data and code phase error as,

ΨMF (θ̂) = NrNc

√

C

2
ejφ0 (3.46)

From (3.46), it is observed that the matched filter detector output is no longer real due

to the presence of residual phase offset. Moreover, the correlation power is distributed

between inphase and quadrature channels depending on φ0. On the other hand, in the

presence of constant residual frequency error, the matched filter output is given by,

ΨMF (θ̂) =
1

Nr

Nr−1∑

r=0

√

C

2
sinc(π∆FerrTr)e

j(2π∆Ferr[rNc+
Nc−1

2 ]Tc+φ0) (3.47)

From (3.47), it is apparent that the detection output still undergoes phase rotation

due to the residual frequency error. The effective power attenuation introduced by

the constant residual frequency error is plotted in Figure 3.3. The plot also shows the

effect of different coherent integration time (i.e. TCOH = NrTr). From figure 3.3, the
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Figure 3.3: Correlation Power Loss as a Function of Constant Residual Frequency Error

sensitivity to frequency error increases drastically with a relative increase in coherent

integration time. For instance, to ensure that power attenuation is less than 3 dB, the

frequency error should be constrained by,

∆Ferr ≤
0.44

TCOH
(3.48)
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The frequency search bin size, ∆F , is typically related to the aforementioned residual

frequency error as ∆F = 2∆Ferr. Thus, increasing coherent integration time necessi-

tates a more stringent frequency estimation during acquisition. Based on (3.48), the

number of frequency search bins is given by,

NF =

⌊
2FD

∆f

⌋

(3.49)

where ∆f is the frequency search bin size and FD is the frequency search range (i.e.

FD = ± 10 kHz). ⌊a⌋ rounds a towards positive infinity. As mentioned earlier, the

frequency search bin size is primarily influenced by the coherent integration period. For

example, an increase in coherent integration time from nominal 1 ms to 10 ms reduces

the frequency search bin size from 880 Hz down to 88 Hz and thereby resulting in a ten

fold increase in frequency search bins. Under frequency drift conditions, the matched

filter output is given by,

ΨMF (θ̂) =
1

Nr

Nr−1∑

r=0

√

C

2
sinc(π∆Ferr(r)Tr)e

j(2π∆Ferr(r)[rNc+
Nc−1

2 ]Tc+φ0) (3.50)

The presence of frequency drift (̟) introduces a linear variation in the residual fre-

quency error. That is,

∆Ferr(r) = ∆Ferr(r − 1) +̟Tr (3.51)

The constant frequency drift introduces a linear (or uniform) variation in the residual

frequency offset. Thus, the net effect of frequency drift can be approximated by taking

the mean of the correlation power (i.e. sinc2(•)). The effective correlation power loss

depends not only on the frequency drift but is equally influenced by the maximum

coherent integration period and the total observation period as well. Moreover, the

type of detection (coherent or noncoherent) also influences the net effect of constant

frequency drift during acquisition.
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Residual Code Phase Error

There exists a trade-off between the correlation power loss and code search space. Typ-

ically, code phase is incremented in steps of ∆τ = 0.5Tc, which results in a worst case

correlation power loss of approximately 3 dB. Note that the worst case correlation sup-

pression for the C/A code is approximately 21.6 dB, which still provides a comfortable

margin of around 18 dB in terms of correlation suppression. Finally, the presence of

residual frequency error will also manifest in residual code phase error. The time varying

code phase error is given by,

τerr(k) = τ0 −
∆Ferr(k)

FL1
(3.52)

where ∆Ferr(k) is the net residual frequency error that includes the effect of frequency

drift. For example, a residual frequency error of 500 Hz would translate into a code

Doppler of 0.32 chips/second. The residual frequency error during acquisition is readily

influenced by the search bin size and the maximum coherent integration period.

3.3.3 Limitations of Matched Filter Detector

Even though the matched filter implementation achieves optimal detection performance,

it can still be limited by a number of factors. The relevant factors limiting the detection

performance of a matched filter detector are briefly summarized below:

1. The detection output (or SNR) of a matched filter incurs degradation in the pres-

ence of residual signal effects. However, there exists a trade-off between choosing

higher search resolution in code phase/frequency offset and the computational

complexity. The search step in code phase (δt) and frequency offset (δF ) is set

typically as follows:

δt ≤ 0.5Tc

δf ≤ 2
3TCOH

(3.53)
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2. High acquisition sensitivity mandates significant processing gain, which is accom-

plished by increasing the coherent integration period. However, increasing the

coherent integration period concentrates the signal energy into finer frequency

bins and thereby necessitates finer frequency resolution. The number of cells

needed to be searched can be related to the coherent integration as,

Ncells ≈
(

Nc
Tc

δt

)(
2FD

δF

)

= (2Nc) (3FDTCOH) (3.54)

3. The navigation data modulation limits the maximum coherent integration time

down to 10 ms in the absence of bit synchronization. Furthermore, the gain in

the SNR through extended coherent integration time comes at the expense of

significant computational complexity due to the increased search space.

4. Finally, the matched filter implementation is only optimal in the presence of Gaus-

sian noise and its performance degrades substantially if the noise is non-Gaussian

as in the case of narrow band interference.

3.4 Optimal Detection – Unknown Signal Parameters

In the previous section, the GLRT was shown to be equivalent to a matched filter un-

der completely known deterministic signal condition. The matched filter detected the

presence of the PRN code signal through the change in mean statistics under the Gaus-

sian assumption. Nevertheless, it is critically influenced by the presence of unknown

signal parameters such as residual carrier and navigation data modulation. Hence, the

matched filter detector mandates the estimation of these unknown parameters to incur

minimal SNR loss. As stated earlier, AGPS receivers overcome this limitation through

external aiding. On the other hand, non-AGPS receivers are readily limited by the pres-

ence of unknown navigation data and residual frequency errors. Even AGPS receivers

can be limited by residual carrier due to the receiver clock offset. Hence, the presence of
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unknown navigation data and residual carrier can be more aptly modelled as unknown

even in the presence of known PRN code signal. Accordingly, the optimum detector

based on Neyman-Pearson lemma for a deterministic PRN code signal with unknown

signal parameters can be obtained using the GLRT as expressed in (3.12).

To derive the GLRT under an unknown signal model, we consider a general detection

problem,

H0 : x(k) = w(k) k = 0, 1, ..., N − 1.

H1 : x(k) = s(k) + w(n) k = 0, 1, ..., N − 1.
(3.55)

where s(k) is deterministic and completely unknown and w(k) is a complex AWGN

with variance σ2. A GLRT would decide on signal presence (or H1), if

L(x) =
p (x; ŝ(0), ..., ŝ(N − 1), H1)

p (x;H0)
> γ (3.56)

where ŝ(n) is the MLE of s(n) under H1. To determine the MLE, we maximize the

likelihood function

p (x; s(0), ..., s(N − 1), H1) =
1

(2πσ2)N/2
e[−

1

2σ2

PN−1

k=0
|x(k)−s(k)|2] (3.57)

over the signal samples. Under a completely unknown signal, we have the MLE as

ŝ(n) = x(n) (Kay [1993b]). Thus, from (3.56)

1

(2πσ2)N/2

1

(2πσ2)N/2

(

− 1
2σ2

∑N−1
k=0 |x(k)|2

) (3.58)

Taking logarithms produces

1

2σ2

N−1∑

k=0

|x(k)|2 > ln γ (3.59)

Thus, the sufficient test statistic is,

T (x) =

N−1∑

k=0

|x(k)|2 =

N−1∑

k=0

x(k)ŝ∗(k) > ln γ, ŝ(n) = x(n) (3.60)

The above expression is similar to that of an energy detector, which can also be ob-

tained by modelling the signal as a white Gaussian random process (Kay [1993a]).
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Figure 3.4 shows the structure of the GLRT for deterministic and completely unknown

signal. Interestingly, it also follows the estimator-correlator form although its detection

performance will differ from the well-known estimator-correlator (Kay [1993a]).

Figure 3.4: GLRT Structure for Deterministic and Completely Unknown Signal

The expression in (3.60) is fundamental to the development of various detection

algorithms that are currently utilized in GPS signal acquisition. The GLRT structure

shown in Figure 3.4 can be applied prior to or after the matched filtering based on the

a priori information. In the subsequent sections, we will establish the following widely

considered detection schemes as specialized forms of the GLRT structure as defined by

(3.60):

1. Incoherent Matched Filter Detector

2. Post-correlation Non-coherent Detector

3. Post-correlation Differential Detector

4. Pre-correlation Differential Detector

More importantly, the unification of these various detectors using a common frame-

work aids in a deeper understanding of these schemes. For instance, in Section 3.5,

we introduce an asymptotic version of the GLRT that is shown to be equivalent to

the estimator-correlator. The developed asymptotic structure is attractive in terms of
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enhanced noise suppression and robust fine frequency estimation (Shanmugam et al.

[2007b]).

3.4.1 Incoherent Matched Filter

The matched filter detector introduced in Section 3.3.1 can be considered optimal under

the deterministic known signal model. The perfectly known signal assumption is merely

the case in theory. Hence, it is more reasonable to assume some aspect of the signal

model to be unknown or random. To start with, let us consider the received signal with

unknown initial phase. That is,

H0 : x(k) = w(k) k = 0, 1, ..., N − 1.

H1 : x(k) = s(k)ejφ0 + w(k) k = 0, 1, ..., N − 1.
(3.61)

where φ0 is the unknown initial phase and is uniformly distributed over [0, 2π) and is

independent of s(k). While the PDF of H0 is unchanged, the PDF under H1 is now

explicitly parametrized by φ0. The unknown phase can be averaged out from the GLRT,

resulting in an energy detector (Kay [1993a]). In the presence of perfect code and carrier

estimate besides the unknown initial code phase, the corresponding test statistics based

on GLRT can be derived as,

T (x) =

∣
∣
∣
∣
∣

1

N

N−1∑

k=0

x(k)e−j2π∆F̂ kc(k − τ̂)d̂(k − τ̂ )

∣
∣
∣
∣
∣

2

, N = TT−1
s = NrNcNs. (3.62)

The above test statistic is often referred to as the incoherent matched filter, since the

inphase and quadrature matched filter outputs are combined incoherently. The GLRT

structure for the received signal with unknown initial phase is shown in Figure 3.5.

Interestingly, the above GLRT structure can be derived using the estimator-correlator

formulations (Refer Chapter 5 in Kay [1993a]) and the structure shown in Figure 3.5 is

also referred to as the periodogram detector. For example, let us consider the code and

data is known perfectly and is removed prior to the residual carrier. Then, (3.62) can
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be further reduce to,

T (x) =

∣
∣
∣
∣
∣

1

N

N−1∑

k=0

x(k)e−j2π∆F̂ k

∣
∣
∣
∣
∣

2

(3.63)

From the above equation, we see that the T (x) is obtained by initially computing the

Fourier transform, which is followed by a magnitude square operation. The aforemen-

tioned structure can also be viewed as a PSD estimator (Kay [1993b]), since the power

will be concentrated at a known frequency (i.e. ∆F ) in case of the signal being present.

Figure 3.5: Incoherent Matched Filter Detector Implementation

The ICMF detector only suppresses the unknown phase rotation and can still be

influenced by residual code phase, carrier phase, and navigation data modulation. For

example, the influence of residual frequency error on ICMF output can readily be de-

duced from (3.42) as,

ΨICMF = CNR2
τerr

sinc2 (π∆FerrT ) (3.64)

Ignoring the effects of residual carrier, an approximation for the influence of navigation

data modulation can be obtained as (Davisson and Flikkemama [1988]; O’ Driscoll

[2007]),

LD ≈







∣
∣
∣1 − Nr

3ND

∣
∣
∣

2

Nr < ND

ND

Nr

(

1 − ND

3Nr

)

Nr ≥ ND

(3.65)

where Nr = TT−1
COH and ND = Tb(NcTc)

−1. In contrast to CMF, the ICMF involves

the noise terms from both inphase and quadrature channels. Compared to the CMF in

(3.22), the ICMF requires higher SNR to accomplish the same detection performance.
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This extra SNR, known as the detector loss, is the price paid for not knowing the signal

phase.

3.4.2 Post-correlation Noncoherent Detector

The performance of a matched filter as well as the incoherent matched filter detector

can be severely degraded in the presence of unknown phase variations. The unknown

phase variations introduced by the navigation data modulation and residual carrier

can be averaged out from the GLRT, resulting in an energy detector. Interestingly,

the squared magnitude operation in (3.60) eliminates the phase information and the

corresponding magnitude sampled are combined to implement the well-known non-

coherent integration. The post-correlation non-coherent detector (PCND) is a hybrid

detection, wherein both coherent matched filtering and the energy detection are applied.

The corresponding test statistic can be derived as (Kaplan and Hegarty [2006]),

T (x) =
1

Nr

Nr−1∑

r=0

|y(r)|2 (3.66)

where y(r) is the coherent matched filter output with an coherent integration period of

TCOH (i.e. TCOH = NcTc) as expressed in (3.32). Figure 3.6 shows the GLRT structure

of the PCND scheme.

Figure 3.6: Post-correlation Noncoherent Detector Implementation

The influence of residual carrier on PCND is similar to that of ICMF and can be

derived as,

ΨPCND(θ̂) = CNR2
τerr

sinc2 (π∆FerrTCOH) (3.67)
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Comparing (3.66) with that of (3.64) readily shows the robustness of the PCND over

the ICMF detector in the presence of residual frequency error. In other words, using

PCND, we can extend the total observation interval, without reducing the size of fre-

quency search bins. However, the presence of residual frequency drift can still affect

the PCND detection output. O’ Driscoll [2007] derived the influence of the navigation

data modulation on the PCND structure as,

LD ≈ 1 − Nr

ND

[

cotπ∆FerrTCOH

2
π∆FerrTCOH

2

− cot2
π∆FerrTCOH

2

]

(3.68)

In contrast to CMF and the ICMF detector, the PCND incoherently combines the

initial coherently detected samples. A coherent combination reduces the noise more

rapidly then noncoherent combination. Accordingly, the PCND requires more SNR to

accomplish a similar detection performance as that of the CMF and the ICMF detectors.

The noncoherent accumulation can be increased to compensate for this SNR loss (i.e.

squaring loss). Finally, the PCND implementation can be effectively applied when there

are significant mismatches in signal phase due to residual frequency error and unknown

navigation data modulation (Kaplan and Hegarty [2006]).

3.4.3 Post-correlation Differential Detector

The post-correlation differential detector (PCDD) utilizes the phase relationship to

suppress the residual phase variations. Owing to the periodicity of the underlying GPS

PRN code signal we have,

H0 : y(r) 6= y(r −NcTc) r = 0, 1, ..., Nr − 1.

H1 : y(r) ≈ y(r −NcTc) r = 0, 1, ..., Nr − 1.
(3.69)

where y(r) is the coherent correlation output (i.e. TCOH = NcTc). The PCND intro-

duced in the previous section utilized the instantaneous samples for its MLE estimation

(i.e. ŝ(r) = y(r)). In PCDD, the delayed version of the coherently detected samples is
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utilized during estimation process. That is,

T (x) =
1

Nr

Nr−1∑

r=0

y(r)y∗(r −NcTc) (3.70)

Hence, the receiver based on (3.70) correlates the received signal with a noisy and de-

layed estimate of the received signal. Note that the estimate, ŝ(r) = y(r − NcTc), is

no longer the maximum likelihood estimate of s(r) in the presence of navigation data

and residual carrier. Interestingly, it can also be viewed as a form of differential phase

detection, wherein the current phase estimate is derived from the previous coherent in-

tegration output. Differential detection is attractive as the detection output is obtained

from the product of independent but identically distributed variables. In a noncoherent

detector, the detection output is obtained by squaring the same variable. Figure 3.7

shows the block diagram of the post-correlation differential detector.

Figure 3.7: Post-correlation Differential Detector Implementation

The test statistic T (x) as expressed in (3.70) is still complex and requires the inco-

herent combination of inphase and quadrature of components. The impact of residual

frequency errors and that of data modulation can be determined by analyzing the de-

tection output in the absence of noise. That is,

ΨPCDD(θ̂) = CR2
τerr

sinc2(π∆FerrNcTc)

∣
∣
∣
∣
∣

Nr−1∑

r=0

d(r)d(r −NcTc)

∣
∣
∣
∣
∣

2

(3.71)

The differential detection incurs a finite power loss due to the decorrelation of d(r) over

NcTc seconds. More importantly, we can notice the decorrelation of navigation data
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in the above expression over NcTc seconds. For instance, Schmid and Neubauer [2004]

reported that the power loss due to the navigation data decorrelation for a delay of

NcTc seconds is approximately 0.45 dB. The power loss due to this navigation data

decorrelation over an arbitrary delay Tm (i.e. Tm = mNcTc, m = 1, 2, ..) is given by,

LD(Tm) = E





(
Nr−1∑

r=0

d(r)d(r − Tm)

)2


 (3.72)

The above expression can be further approximated using the fact that d(r) is highly

correlated for Tm < Tb. Therefore, we have for Nr → ∞,

LD(Tm) = E
[(
∑Nr−1

r=0 d(r)d(r − Tm)
)]2

+ V ar
[(
∑Nr−1

r=0 d(r)d(r − Tm)
)]

≈ E
[(
∑Nr−1

r=0 d(r)d(r− Tm)
)]2 (3.73)

The above approximation was obtained by ignoring the variance term. This approxima-

tion holds good as the navigation data modulation is correlated within the navigation

data bit duration. That is,

V ar

[(
Nr−1∑

r=0

d(r)d(r − Tm)

)]

≈ 0, Tm < Tb (3.74)

Assuming equiprobable data symbols and letting Tm < Tb, for Nr → ∞, the loss due

to the navigation data modulation based on rectangular pulse shape assumption of

navigation data is given by,

LD(Tm) ≈ E
(
∑Nr−1

r=0 d(r)d(r− Tm)
)2

=
∣
∣
∣1 − Tm

Tb

∣
∣
∣

2

, Tm < Tb, Tm = mNcTc, m = 1, 2, ...,
(3.75)

Figure 3.8 depicts the effect of navigation modulation as a function of differential delay

m. From the figure, it can readily be understood that the loss due to navigation

data modulation is significant for large values of m. Hence, the value of m is kept

minimal (i.e. m = NcTc seconds), not only to minimize the power loss due to data

modulation but also to minimize the effect of residual frequency errors. Figure 3.8

shows the theoretical loss due to the navigation data modulation (Black Square) from
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Figure 3.8: Effect of Data Modulation on Post-correlation Differential Detection

(3.75) and the numerical simulation results for 30 (Red Cross) and 300 (Blue Circle)

navigation data bits. In Figure 3.8, we see that for Nr = 600 (30 navigation data

bits), the theoretical and numerical computed loss increasingly differs for Tm ¿ 12 ms.

However, the approximation in (3.75) is well validated up to Tm = 19 ms in the case

of Nr = 6000 (300 bits). The results shown in Figure 3.8 utilized the asymptotic

assumption to characterize the average loss due to navigation modulation. However,

the actual loss due to navigation data modulation for a given observation period can

differ substantially as shown by the standard deviation for large Tm. Figure 3.8 readily

shows the inherent limitation of the differential detection approach in the presence

of navigation data modulation. For example, the detection performance of PCDD

is expected to degrade significantly with increased coherent integration. This does not

come as a surprise as the underlying assumption of phase correlation in PCDD no longer

holds true for Tm ≥ Tb due to the random phase transition introduced by navigation

data. A tighter bound on the effect of navigation data modulation on the PCDD scheme

can be found in O’ Driscoll [2007].
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Fine Frequency Estimation

For a constant frequency offset, we can express the phase at the output of differential

detection as,

ψ(r)ψ∗(r − 1) = sinc2(π∆FerrTr)e
j2π∆FerrNcTc (3.76)

The exponential term in (3.76) essentially reflects the phase difference over the interval

Tm = NcTc. One can readily notice that the above differential operation on residual

carrier is similar to that of a frequency discriminator. Thus, one can estimate the

residual frequency error by utilizing the angle information. That is,

∆F̂err =
6
(
∑Nr−1

r=0 ψ(n)ψ∗(r − 1)
)

2πNcTc
(3.77)

Elders-Boll and Dettmar [2004] utilized the above approach to aid in fine frequency

estimation and later Schmid and Neubauer [2005] developed an adaptive phase correc-

tion loop using the above fine frequency estimation. It should be noted here that the

estimation performance of the corresponding frequency estimation technique would be

critically effected by the C/N0, the observation period and the differential delay (due to

the presence of navigation data). On the other hand, one can utilize a longer observa-

tion period to minimize the effect of noise so as to obtain a better estimate of residual

frequency error (Schmid and Neubauer [2005]) for lower C/N0 conditions.

3.4.4 Pre-correlation Differential Detector

The major limitation with post-correlation noncoherent and differential detector stems

from the residual frequency offset. These differential detection schemes estimate both

code phase and frequency offset through two-dimensional search that necessitates a

certain computational complexity. Interestingly, the search space and hence the com-

putational complexity can be significantly reduced by eliminating either the code or

residual carrier from the received signal. For example, the GLRT structure in (3.70)
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can be applied at the chip-level to estimate both the navigation data and the residual

carrier. The choice of delay critically affects the subsequent implementation of this pre-

correlation differential detector (PDD). For example, letting the delay Tm be less than

Tc effectively removes the PRN code signal as implemented in Lin and Tsui [2000] and

can lead to poor correlation characteristics of the modified PRN code signal 6. Coenen

and Van Nee [1992] proposed a better PDD structure utilizing the delay-and-multiply

property of the underlying PRN code signal. The DAM property introduced in Section

2.2.3 yields a modified PRN code with similar correlation characteristics as long as the

original PRN code is multiplied with its chip delayed version. Recognizing that the

data and residual carrier are highly correlated over Tc, a more reasonable estimate can

be obtained by letting ŝ(k) = x(k − Tm), where Tm = mTc, m = 1, 2, .. 7. Substituting

this estimate in (3.60) and upon further manipulation, we have the following decision

statistics,

T (x) =
1

N

N−1∑

k=0

x̃(k)c̃(k), N = TT−1
s = NrNcNs. (3.78)

where x̃(k) = x(k)x∗(k − Tm) and c̃(k) = c(k)c(k − Tm). To further understand the

PDD scheme, we expand upon (3.78) as,

T (x) =
1

N

N−1∑

k=0

[x̃ss(k) + x̃sw(k) + x̃ww(k)] c̃(k − τ̂) (3.79)

The individual terms are given by,

x̃ss(k) = d̃(k − τ)c̃(k − τ)ej2π∆FTm

x̃sw(k) = s(k)w∗(k − Tm) + w(k)s∗(k − Tm)

x̃ww(k) = w(k)w∗(k − Tm)

(3.80)

where d̃(k) = d(k)d(k − Tm). The choice of Tm is of critical influence on the detection

performance of the pre-correlation differential detector. For instance, the PDD scheme

introduced by Lin and Tsui [1998] essentially translated the received complex signal

6As the PRN code signal is correlated within Tc)
7Besides, mod(Tm, NcTc) 6= 0
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into real by performing the differential detection over Tm. The choice of Tm in their

approach was assumed to be less than the chip duration (i.e. Tm = 0.41Tc), so as to

minimize the loss due to residual phase rotation. However, this choice of delay will result

in a correlation performance degradation due to the signal correlation. Recalling that

the C/A code is nearly uncorrelated for Tm ≥ Tc, the delay Tm can be safely assumed

to take integer multiples of chip duration (i.e. Tm = mTc, m = 1, 2, ..). It should be

emphasized here that the differential operation largely eliminates the effect of the time

varying phase introduced by the residual frequency offset and that of navigation data

under the following constraints,

Tm << ∆F−1

Tm << Tb

(3.81)

Once again, (3.78) can be viewed as an extreme form of differential phase detec-

tion, wherein the current phase estimate is derived from the previous chip duration.

The above structure is often called pre-correlation differential detection (Coenen and

Van Nee [1992]) or chip level differential detection (Chung [1995]). Figure 3.9 illustrates

the pre-correlation differential detector structure. The influence of residual signal effects

Figure 3.9: Pre-correlation Differential Detector Implementation

can be well understood by analyzing the signal component of the detection output. The

detection output in the absence of the noise is given by,

ΨPDD(τ̂ ) = CRτerr

N−1∑

k=0

d(k)d(k − Tm)ej2π∆FTm (3.82)
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From (3.82), it is apparent that the effect of constant frequency offset is nearly elim-

inated due to the differential detection. However, the presence of constant frequency

drift will manifest itself as a constant frequency offset at the output of differential detec-

tion. Comparing (3.71) with (3.82), one can notice that the effect of data modulation

on pre-correlation differential detection is similar to that of post-correlation differen-

tial detection. However, the loss should be negligible due to smaller differential delay

selection. Following a similar analysis, we can derive the loss due to navigation data

modulation for PDD scheme as,

LD(Tm) =

∣
∣
∣
∣
1 − mTc

Tb

∣
∣
∣
∣

2

, Tm << Tb, m = 1, 2, ..., (3.83)

Pre-correlation differential detection is of interest not only from it ability to suppress

time varying phase (from data and residual carrier) but also for its reduced complexity

in implementation. Utilizing the C/A code periodicity, we can rearrange the order of

the summation in (3.82) and from (3.78) we have,

ΨPDD(τ̂) =
1

NsNc

NcNs−1∑

k=0

(

1

Nr

Nr−1∑

r=0

x̃(k − rNc)

)

c̃(k − τ̂ ) (3.84)

From the above equation, the accumulation now precedes the matched filtering process

and is shown as a recursive filter implementation as in Figure 3.10. The above expression

is only valid for constant Doppler 8 and is critically limited in the presence of residual

frequency drift. Besides, the presence of navigation data will also affect the above

coherent accumulation as predicted by (3.83). The above characteristics of the pre-

correlation differential detector, although promptly pointed by Coenen and Van Nee

[1992], were never utilized in the later implementations introduced by Lin and Tsui

[2000] and Chung [1995]. Figure 3.10 shows the recursive implementation of (3.84)

originally introduced by Coenen and Van Nee [1992].

8As constant Doppler manifests as a constant complex phase rotation after differential detection.
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Figure 3.10: Reduced Complexity Implementation of Pre-correlation Differential De-
tection

Fine Frequency Estimation

The pre-correlation differential detection nearly eliminates the residual carrier, which

is undesirable since it can be utilized for velocity information. However, one can utilize

the approach adopted in post-correlation differential detection to aid in fine residual

carrier estimation. For instance, an estimate of the residual carrier can be obtained as

follows:

∆F̂ =
6
(
∑N−1

k=0 x̃(k)c̃(k − τ̂)
)

2πTm
(3.85)

Thus, for the correct code phase offset, the above expression yields the estimate of

residual frequency offset. However, this frequency estimate will be far less accurate

compared to the frequency estimate obtained through the post-correlation differential

detector due to the significant noise enhancement. The PDD scheme suffers the most

from the squaring loss as the differential detection is applied prior to any kind of matched

filtering. The PDD scheme is more attractive to high dynamics scenarios as it effectively

suppresses the phase variations through chip-level differential detection.

3.4.5 GPS Signal Acquisition – Detector Trade offs

Having reviewed the various detectors utilized for GPS signal acquisition, one can read-

ily discern the inherent limitations of the respective detectors when applied to GPS
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signal acquisition. For instance, the coherent approach although optimal in terms of

noise suppression is crucially limited by the time-varying phase. In contrast, the non-

coherent and the differential approaches readily alleviate the problem of time-varying

phase but are decisively suboptimal in terms of detection performance. Figure 3.11

summarizes the inherent trade offs of various detection approaches as applied to the

problem of GPS signal acquisition. As shown in Figure 3.11, minimal noise enhance-

ment and utmost resilience to time-varying phase are highly desirable for detectors

applied to GPS signal acquisition.

Figure 3.11: GPS Signal Detection – Trade offs

Motivated by the aforementioned constraints, a novel detection algorithm known

as the generalized post-correlation differential detection (GPCDD) is proposed for the

problem of enhanced GPS signal acquisition. The developed detector can be viewed as

the generalized form that comprises both PCDD and PCND as its specialized forms.

As with PCDD, the GPCDD scheme also utilizes the periodicity of the underlying GPS

PRN code signal in its implementation.
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3.5 New Generalized Post-Correlation Differential Detector

To derive the decision statistics for GPCDD, we model the output of the coherent

matched filter output as,

H0 : y(r) = w(r) r = 0, 1, 2, . . . , Nr − 1

H1 : y(r) = s(r) + w(r) r = 0, 1, 2, . . . , Nr − 1
(3.86)

where y(r) is the coherent matched filter output (with TCOH = NcTc) that is sampled

every code period (i.e. t = rNcTc, r = 0, 1, 2..). The signal component of the coherent

matched filter (s(r)) is given by,

s(r) ≈
√
Cd(r)Rτerr(r)sinc(π∆FerrNcTc)e

j(2π∆Ferr[rNc+
Nc−1

2 ]Tc+φ0) (3.87)

Recognizing the periodic property of the GPS PRN code signal, we can obtain an

ensemble of estimates as

ŝ(r) = y(r − Tm), Tm = mNcTc, m = 1, 2, ... (3.88)

Substituting for ŝ(r) from (3.88) in the original test statistic of (3.60) and averaging

over m, we have

T (x) =
1

M

M∑

m=1

1

Nr −m

Nr−1∑

r=m

y(r)y∗(r −mNcTc), M < Nr (3.89)

From (3.89), the current matched filter output is correlated with an ensemble of earlier

matched filter outputs. Moreover, the above structure can be viewed as a generalization

of both a post-correlation differential detector by letting M = 1 and m = 1 and a

post-correlation noncoherent detector by letting M = 1 and m = 0. The above GLRT

structure is very similar to that of an auto-correlation estimate (ACE) utilized for signal

detection in radar signal processing (Wirth [1995]). It should be noted that the s(r) is

correlated over r, whereas the noise w(r) is not. Thus, the coherent summation across

m is expected to suppress noise and thereby alleviate the squaring loss incurred during
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the initial differential operation. Nevertheless, it is important to analyze the impact

of residual carrier and that of navigation data modulation on the developed detector.

The following sections discusses the influence of these signal effects on the developed

detector.

3.5.1 Loss Due to Data Modulation

To derive an expression for the effect of navigation data on the proposed GPCDD

structure, we ignore the effect of other residual errors and AWGN. Hence, we can

rewrite (3.89) as,

T (x) =
1

M

M∑

m=1

1

Nr −m

Nr−1∑

r=m

d(r)d(r −mNcTc) (3.90)

Figure 3.12 shows the output of the individual differential detectors in the presence

of navigation data transition (at 32 ms). While the original data is marked in Red

(dashed), the detection outputs for delays Tm = 1 ms and 19 ms are highlighted in Blue

(Solid) and Green (dash-dot) respectively. As can be seen in Figure 3.12, for Tm = 1

ms, the effect of navigation data bit transition is pronounced only over a millisecond (31

ms). For Tm = 19 ms, the same data transition is pronounced over a longer period (13

ms to 31 ms). In other words, the residual effect due to navigation data is increasingly

pronounced at the output of differential detection for increasing delays. However, our

goal is to determine the net effect of data on the final detection output.

As the final detection output is formed by summing the individual differential de-

tection outputs, the final expression can be obtained by summing (3.75) over the range

of delays. That is,

LD(M) = E

[

1

M

M∑

m=1

∣
∣
∣
∣
1 − mTr

Tb

∣
∣
∣
∣

2
]

, Tr = NcTc (3.91)

Once again, letting Nr → ∞ and ignoring the variance of LD(M), we can further
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Figure 3.12: Effect of Navigation Data Bit Transition on GPCDD Output

simplify the above expression using the summation identity as,

LD(M) =

∣
∣
∣
∣
1 − (M + 1)NcTc

2Tb

∣
∣
∣
∣

2

, M < Nr, M < Tb(NcTc)
−1 (3.92)

It should be noted here that the above expression is only an approximation due to

(3.75). Figure 4 shows the theoretical power loss (Black Square) due to navigation data

modulation as a function of the number of branches, M . The numerical simulation

for the power loss due to navigation data (Blue circle) averaged over 1000 independent

trials is also plotted. Figure 3.13 shows the theoretical power loss as a function of

correlation summations or branches (M). It should be noted that the above analysis

is based on the coherent summation across the differential detection outputs, which is

crucially affected by the presence of residual carrier. In the next section, we characterize

the influence of residual carrier on the GPCDD structure. In particular, we show how

the aforementioned structure can be incorporated with FFT to provide an estimation

of the residual carrier frequency offset.
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Figure 3.13: Power Loss due to Navigation Data in Generalized Post-correlation Dif-
ferential Detection (Solid: Theory, {Circle,Diamond,Square}:Simulation)

3.5.2 Effect of Residual Carrier

To characterize the effect of residual carrier on the developed GPCDD structure, we

express the detector output in the absence of AWGN and that of navigation data

modulation as,

T (x) = sinc2(π∆FerrNcTc)R
2
τerr

M∑

m=1

Nr−(m+1)
∑

r=0

ej2π∆FerrmNcTc (3.93)

In the above equation, the gain achieved by the GPCDD structure can be limited by

residual carrier even in the absence of navigation data modulation. Interestingly, the

influence of residual carrier on GPCDD can be alleviated with non-coherent or dif-

ferential combining of the individual branch outputs. Unfortunately, the subsequent

noise suppression through non-coherent or differential combining is less significant to

that of coherent combining. Nevertheless, the same periodic property of the underlying

PRN code signal can be utilized to allow for finer frequency estimation in the devel-

oped GPCDD structure. For example, the complex phase rotation across the individual

branches is related to the residual frequency offset and the corresponding branch delay.

Thus, the individual complex phase rotations collectively embody the sampled residual

carrier. Hence, for correct code phase, the residual carrier can be estimated by applying
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a M-pt FFT across the differential detection outputs. Moreover, the FFT based combin-

ing also accomplishes coherent combining. Figure 3.14 illustrates the GPCDD structure

utilizing M-pt FFT based residual frequency offset estimation and coherent combining.

In Figure 3.14, the use of recursive filtering to implement coherent averaging in indi-

vidual differential detector branches, which works effectively in the absence of residual

frequency drifts. The proposed frequency estimation technique involves an additional

gain of 10log10

√
M over the frequency estimation methods proposed by Elders-Boll and

Dettmar [2004] and that of Schmid and Neubauer [2005]. As the input sampling rate

to the FFT is TCOH = Tr = NcTc, the corresponding bandwidth and the resolution of

the FFT based frequency estimation is given by,

ΓBW = 1
NcTc

ΓRES = ± 1
MNcTc

(3.94)

For example, with M = 20, the above estimator achieves a minimum resolution of

approximately ΓRES = 50 Hz. Note that the FFT estimator will be able to correctly

estimate residual frequencies that fall between T−1
r or 500 Hz. Thus, a residual fre-

quency offset greater than 500 Hz introduces an integer frequency ambiguity due to

spectral wrapping over the input sampling rate. Nevertheless, the complex phase rota-

tions are still compensated for even in the presence of this integer frequency ambiguity.

A more reasonable choice for the number of branches is around 16 based on the data

decorrelation loss and FFT implementation efficiency. ForM = 16, any residual fre-

quency offset within 500 Hz can be estimated with an accuracy of around 62.5 Hz. In

summary, the proposed GPCDD structure accomplishes both noise suppression as well

as robust frequency estimation for weak GPS signal acquisition. However, the perfor-

mance of GPCDD structure can be degraded significantly, for Tm → Tb due to the phase

decorrelation caused by the navigation data.
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Figure 3.14: Generalized Post-correlation Differential Detector Structure

3.6 Detection Performance

The previous sections established the optimal detector structures in the presence of a

known deterministic signal or its absence. Moreover, it also established the relation

between the popular GPS detection schemes to GLRT processing. This section deals

with the derivation of the detection performance for these detectors. It should be em-

phasized here that various authors have derived the close form expression for many of

these detectors using the well known Gaussian approximation. For example, the detec-

tion performance of post-correlation noncoherent (van Dierendonck [1996]), differential

(Schmid and Neubauer [2004]) and pre-correlation differential (Chung [1995]) detectors

were derived invoking the central limit theorem. The readers are referred to O’ Driscoll

[2007] for a more detailed treatment of the derivation of detection performance in terms

of probability of false alarm and detection, deflection coefficient and related perfor-

mance bounds. The first step towards characterizing the detection performance of a

particular detector is to determine the conditional PDF’s, P (x|H0) and P (x|H1) so as

to obtain the decision statistics PDF’s, denoted by P (Ψ|H0) and P (Ψ|H1) respectively.
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Accordingly, we can determine the probability of detection (PD) as

PD =

∫ +∞

α

P (Ψ|H1)dΨ (3.95)

and the probability of false alarm s PFA as,

PFA =

∫ +∞

α

P (Ψ|H0)dΨ (3.96)

where the threshold α can be solved from (3.96) for a fixed upper limit on false alarm

rate.

3.6.1 Coherent Matched Filter

The coherent matched filter detector operates with perfect knowledge of the signal

parameters. The ensuing detection performance analysis assumes that x(k) is Gaussian

for both the hypotheses and hence the test statistic T (x) is also Gaussian. Accordingly,

the detection problem reduces to a mean-shifted Gauss-Gauss problem and requires

only the first two central moments to derive an expression for PFA and PD. Therefore,

we can express the decision statistic as,

T (x) =







N (0, σ2
Iε) H0

N (ε, σ2
Iε) H1

(3.97)

where ε is the total energy in the expected signal s(k) (i.e. ε = E [s2(k)]). The noise

power is reduced by half in the above expression as the power of the AWGN is evenly

split between the inphase and quadrature channels (i.e. P (x|H0) = N (0, σ2
wε)). In other

words, only half of the noise power enters in the sufficient statistic. The test statistic

T (x) is Gaussian distributed with the two central moments as defined in (3.97). The

following expression for probability of detection and false alarm can be established (Kay
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[1993a]):

PFA = 1
2

[

1 − Φ

(

α√
σ2

I ε

)]

PD = 1
2
Q

[

Q−1 (PFA) −
√

ε
σ2

I

]

α = Φ−1 (1 − PFA)
√

σ2
Iε

(3.98)

where Q(•) is the Q-function is related to the the error function Φ(z) as

Q(z) = 1√
2π

∫ +∞
z

e−
z2

2 dz

= 1 − Φ(z)
(3.99)

Another useful measure to characterize the CMF detector performance is the processing

gain (G). The processing gain (G) of the coherent matched filter is defined as the ration

of output SNR to the SNR at the input of the matched filter. That is,

G =
(SNR)out

(SNR)in
(3.100)

For the coherent matched filter, the signal power after the coherent averaging is εN2

whereas the noise variance is σ2
IN . Therefore,

G =
(N2ε/Nσ2

I )

(ε/σ2
I )

= N (3.101)

Hence, the coherent matched filtering improves the detection performance by a factor

of N for a given pre-detection SNR using coherent observation of N = TT−1
c samples.

Similarly, we can also express the SNR at the output of the coherent matched filter

or the post-correlation SNR (PSNR) using the method presented in Kay [1993a] and

arrive at,

PSNR =
(E [T (x);H1] − E [T (x);H0])

2

V ar [T (x);H0]
(3.102)

For the coherent matched filter, we have

E [T (x;H0)] ≈ 0

V ar [T (x;H0)] =
σ2

I

N

E [T (x;H1)] =
√

C
2

(3.103)
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Substituting the values from the above equation in (3.102), we have

PSNRCMF =
C/2

σ2
I/N

= N

(
C

2σ2
I

)

(3.104)

Once again, (C/2σ2
I ) is the pre-detection SNR and is related to the C/N0 as SNRin =

C/(N0BIF )9, where BIF is the IF bandwidth. The coherent matched filter improves the

SNR and hence the detection performance by a factor of N using a coherent observation

of T seconds.

3.6.2 Incoherent Matched Filter

In contrast to the CMF detector, the ICMF detector combines the inphase and quadra-

ture channels and thereby integrates the noise power completely. Under H0, the decision

statistics T (x) is Rayleigh distributed and can be expressed as,

P (λICMF |H0) =







λICMF

εσ2
w
e
−λ2

ICMF
2εσ2

w λICMF ≥ 0

0 λICMF < 0

(3.105)

where λICMF = T (x);H0). Under H1, λICMF is Rician distributed:

P (ΨICMF |H1) =







ΨICMF

εσ2
w
e
−λ2

ICMF +ε2

2εσ2
w I0

(
λICMF

σ2
w

)

ΨICMF ≥ 0

0 λICMF < 0

(3.106)

where I0(•) is the Bessel function and is given by,

I0(z) =
1

2π

∫ 2π

0

ezcos(θ)dθ (3.107)

From (3.105) and (3.96), the probability of false alarm can be calculated as,

PFA = e

„

−α2

εσ2
w

«

(3.108)

The detection threshold can be readily obtained by inverting the above equation. That

is,

α =
√

−εσ2
wlnPFA (3.109)

9σ2
w = N0BIF
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Similarly, we can also obtain the expression for probability of detection from (3.95) and

(3.106) as,

PD = QM

(
√

ε

σ2
w

,

√

α2

εσ2
w

)

(3.110)

where QM(•, •) is the Marcum’s Q-function and is defined as (Proakis [2001]),

QM(β, τ) =

∫ +∞

τ

te−
1

2
(t2+β2)I0(βt)dt (3.111)

3.6.3 Post-correlation Noncoherent Detector

In contrast to the CMF and ICMF, the PCND involves the accumulation of squared

magnitude values and is hence less efficient at suppressing noise. The detection per-

formance of the PCND can be determined approximately by calculating the loss in

noncoherent accumulation in comparison to the ideal coherent matched filtering. The

loss factor (or the squaring loss) is given by,

LPCND =
SNRCMF

SNRPCND
(3.112)

The SNR at the output of the coherent matched filter is summarized in (3.104). For

Nr >> 1, then the PCND decision statistics, as defined in (3.66), can be approximated

by a Gaussian random variable since it is the sum of Nr independent and identically

distributed random variables. Thus, we need only to find the first two moments to

characterize the detection performance. The PDF of the decision statistics of (3.66)

can be characterized by,

T (x) =







χ2
Nr

H0

χ
′2
Nr

(λPCND) H1

(3.113)

where, λPCND = (1/Nr)
∑Nr−1

r=0 s2(r) and s(r) is the signal component of coherent

matched filter output that is sampled at NcTc. χ
2 is the central chi-squared and χ

′2 is

the non-central chi-squared distribution with non-centrality parameter λPCND (Papoulis



95

[1984]). Using the properties of chi-squared random variables we have (Kay [1993a]),

E [T (x;H0)] ≈ 2σ2
Y

V ar [T (x;H0)] ≈ 8σ4
Y /Nr

E [T (x;H1)] ≈ C + 2σ2
Y

(3.114)

where σ2
Y is the noise variance at the output of the initial coherent matched filtering,

which is sampled at NcTc seconds . In the above equation, we see that the decision

statistics actually measures the power due to the squared magnitude operation. Thus,

the expression (3.102) cannot be applied directly. Accordingly, one can utilize the

modified version that utilizes the standard deviation of noise statistics, which is given

by,

PSNR =
(E [T (x);H1] −E [T (x);H0])

√

V ar [T (x);H0]
(3.115)

Therefore we have,

PSNRPCND =
C√

2Nr2σ2
Y

=

√

Nr

2

C

2σ2
Y

(3.116)

The PSNR expression in (3.104) can be rewritten as,

PSNRCMF = Nr
C

2σ2
Y

(3.117)

Substituting for (3.104) and (3.116) in (3.112) we have

LPCND =
√

2Nr (3.118)

The above loss factor expression for the PCND scheme is only an approximation. More-

over, similar approximations for the PCND loss factor are reported in Curry [2001] and

DiFranco and Rubin [1980]. The authors are referred to O’ Driscoll [2007] for an accu-

rate evaluation of the probabilities of detection and false alarm.

3.6.4 Post-Correlation Differential Detector

In contrast to the PCND scheme, the PCDD scheme involves the product of two inde-

pendent noise samples. Accordingly, the noise variance at the output of PCDD detector
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is less than that of the noise variance at the output of the PCND detector (Zarrabizadeh

and Sousa [1997]). However, the PCDD still experiences a loss in comparison to the

ideal coherent matched filter. Hence, the detection performance of PCDD scheme can

be determined approximately by calculating the loss experienced in the PCDD scheme

in comparison to the ideal coherent matched filtering. The loss factor for the PCDD

scheme is given by,

LPCDD =
SNRCMF

SNRPCDD
(3.119)

The SNR at the output of the coherent matched filter is summarized in (3.104). Follow-

ing a similar analysis, the first two moments of the decision statistics can be obtained

as (Yang et al. [2007]),

E [T (x;H0)] ≈ 0

V ar [T (x;H0)] ≈ 4σ4
Y (Nr − 1)

E [T (x;H1)] ≈ C(Nr − 1)

(3.120)

Similar to PCND, the decision statistics for PCDD also measures the power due to the

squared magnitude operation. Therefore, utilizing the modified statistics as previously

defined for PCND scheme in (3.115), we have the PSNR for the PCDD scheme as

PSNRPCDD =
C(Nr − 1)

2σ2
Y

√
Nr − 1

=
√

Nr − 1
C

2σ2
Y

(3.121)

Substituting (3.121) and (3.104) in (3.119) we have the loss factor for the PCDD scheme

as

LPCDD ≈
√

Nr, Nr >> 1 (3.122)

From (3.122) and (3.118), we see that the PCDD scheme accomplishes a gain of around

1.5 dB over the PCND scheme. However, it still experiences a loss of approximately

√
Nr. This performance improvement is consistent with the estimates reported earlier

by Schmid and Neubauer [2004] and Yu [2006].
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3.6.5 Pre-Correlation Differential Detector

In contrast to post-correlation schemes, the PDD scheme involves the differential opera-

tion prior to any kind of coherent matched filtering. Thus, the PDD scheme experienced

huge loss in comparison to the post-correlation schemes. In contrast to PCDD, the dif-

ferential detection is applied at the chip level for the PDD scheme. In Section 3.6.1, it

was shown that the coherent matched filtering simply scaled the input SNR by a factor

of N and retained a similar PDF as its output. Hence, the PDF of the decision statistics

for PDD and that of PCDD are similar except for the inherent coherent matched filter-

ing gain. Following a similar analysis, the first two moments of the decision statistics

can be obtained as (Chung [1995]),

E [T (x;H0)] ≈ 0

V ar [T (x;H0)] ≈ 4σ4
I (NcNr − 1)

E [T (x;H1)] ≈ C(NcNr − 1)

(3.123)

Once again, using (3.115) we can obtain the PSNR for the PDD scheme as,

PSNRPDD =
C(NcNr − 1)

2σ2
I

√
NcNr − 1

=
√

NcNr − 1
C

σ2
w

(3.124)

The loss factor for the PDD scheme can be obtained by comparing the above equation

with the (3.104). That is

LPDD ≈
√

NcNr (3.125)

From (3.122) and (3.125), we see that the PDD scheme involves a further loss of
√
Nc

in comparison to the PCDD scheme. This additional loss of
√
Nc in the PDD scheme

is caused by the absence of initial coherent matched filtering. Thus, the PDD scheme

accomplishes better resilience to dynamics at the expense of large SNR loss. The

readers are referred to Chung [1995], for a detailed probability of detection and false

alarm analysis of the PDD scheme.
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3.6.6 Generalized Post-Correlation Differential Detector

In the proposed GPCDD scheme, the decision statistic is based on the differential

detection of coherent matched filter outputs taken over a range of delays. Since the noise

at the output of the coherent matched filter output can be considered independent over

these delays, he decision statistics across the individual differential detectors is similar

to that of the PCDD scheme and is defined by (3.120). Moreover, the final decision

statistics is obtained by coherent accumulation (i.e. via FFT operation). Thus, the first

two moments of the GPCDD decision statistics are given by,

E [T (x;H0)] ≈ 0

V ar [T (x;H0)] ≈ 4σ4
Y

∑M
m=1(Nr −m) = 4σ4

YM
[

Nr − (M+1)
2

]

E [T (x;H1)] ≈ CM
[

Nr − (M+1)
2

]

(3.126)

As expected, substituting M = 1 in the above equation leads to the decision statistics

of that of PCDD as defined in (3.120). Following a similar analysis, we can derive the

PSNR at the output of GPCDD as,

PSNRGPCDD =
CM

[

Nr − (M+1)
2

]

2σ2
Y

√

M
[

Nr − (M+1)
2

] =

√

M

[

Nr −
(M + 1)

2

]
C

2σ2
Y

(3.127)

Accordingly, we can derive the loss factor for the proposed GPCDD scheme as,

LGPCDD ≈
√

M

[

Nr −
(M + 1)

2

]

(3.128)

However, it should be noted here that the GPCDD also incurs loss due to random

navigation data modulation as expressed in (3.92). Moreover, the noise across the

output of the individual differential detectors is not entirely independent and the central

limit theorem was not applied in the strictest sense to derive the decision statistics.

Interestingly, it can be shown that the decision statistics of the proposed GPCDD

scheme can be approximated by the well-known ICMF statistics for M → Nr. To do

that, we consider a simplistic model of the received signal with no residual carrier and
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navigation data modulation. Accordingly, the coherent matched filter output (with

TCOH = NcTc) that is sampled every NcTc (i.e.y(r −mNcTc)) is be given by,

y(r) =

√

C

2
+ w(r), r = 0, 1, ..., Nr − 1. (3.129)

where w(r) is defined by (3.41). Substituting for y(r) from the above equation in (3.89)

we have,

TGPCDD(x) =
1

M

M∑

m=1

1

Nr −m

Nr−1∑

r=m

(√

C

2
+ w(r)

)(√

C

2
+ w(r −m)

)∗

(3.130)

On further expansion we have

TGPCDD(x) =
1

M

M∑

m=1

1

Nr −m

Nr−1∑

r=m

[

C

2
+

√

C

2
(w(r) + w∗(r −m)) + w(r)w∗(r −m)

]

(3.131)

Form m = 1, the inner summation of the noise product term w(r)w∗(r − m) can be

expanded as,

∑Nr−2
r=0 w(r)w∗(r − 1) = w(0)w∗(−1) + w(1)w∗(0) + . . .+ w(Nr − 3)w∗(Nr − 4)

+ w(Nr − 2)w∗(Nr − 3)

(3.132)

Similarly, form = 2, we have the inner summation of the noise product term w(r)w∗(r−

m) as,

∑Nr−3
r=0 w(r)w∗(r − 2) = w(0)w∗(−2) + w(1)w∗(−1) + . . .+ w(Nr − 4)w∗(Nr − 5)

+ w(Nr − 3)w∗(Nr − 4)

(3.133)

Accordingly, the noise product terms over the summations r and m can be compactly

written in matrix form as,














w(0)
︸︷︷︸

w∗(−1) w(1)
︸︷︷︸

w∗(0) . . . w(Nr − 3)
︸ ︷︷ ︸

w∗(Nr − 4) w(Nr − 2)w∗(Nr − 3)

w(0)
︸︷︷︸

w∗(−2) w(1)
︸︷︷︸

w∗(−1) . . . w(Nr − 3)
︸ ︷︷ ︸

w∗(Nr − 5) 0

w(0)
︸︷︷︸

w∗(−3) w(1)
︸︷︷︸

w∗(−2) . . . 0 0

w(0)
︸︷︷︸

w∗(−(M + 1)) 0 . . . 0 0















(3.134)
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In the above matrix, the summation across rows readily represents the inner sum-

mation across r (i.e. from r = 0 to r = Nr − (m + 1)). Note that the final result

is independent of the order of summation. For convenience, let us consider that the

summation across m (i.e. across differential detectors) precedes the summation across

r (i.e. temporal summation). Note that the terms highlighted with under braces are

the same across columns and can be taken out of the summation. Therefore, we can

express the summations of noise product terms as,

∑M
m=1

∑Nr−(m+1)
r=0 = w(0) [w(−1) + w(−2) + . . .+ w(−(M + 1))]∗

+w(1) [w(−1) + w(−2) + . . .+ w(−M)]∗ + w(Nr − 3) [w(Nr − 4) + w(Nr − 5) + . . .]∗ +

+ . . .+ w(Nr − 2) [w(Nr − 3) + . . .]∗

(3.135)

Interchanging the order of the summations and upon further manipulation, we have

1

M

M∑

m=1

1

Nr −m

Nr−1∑

r=m

w(r)w∗(r −m) ≈ 1

Nr

Nr−1∑

r=0

w(r)
1

M − r

M∑

m=(r+1)

w∗(r −m) (3.136)

As w(r) are AWGN samples, they can be considered wide sense stationary10. Hence,

the following approximation can be utilized

lim
M→∞

M∑

m=0

w∗(r − (m+ 1)) ≈
M−1∑

m=0

w∗(−m) (3.137)

From the above approximation, we have the summation of noise product terms as,

1

M

M∑

m=1

1

Nr −m

Nr−1∑

r=m

w(r)w∗(r −m) ≈
(

1

Nr

Nr−1∑

r=0

w(r)

)(

1

M

M∑

m=0

w∗(−(m+ 1))

)

(3.138)

The above approximation hold only for M >> 1. Finally, we can approximate the first

term in the signal-noise product term in (3.131), for M >> 1 and Nr >> 1 as,

M∑

m=1

Nr−1∑

r=m

w(r) ≈
Nr−1∑

r=0

w(r) (3.139)

10For wide sense stationary process, the first two moments is independent of time or time-lag
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The above approximation is possible as w(r) is AWGN and hence wide sense stationary.

The index m can be brought inside (r). That is

lim
Nr→∞

Nr−1∑

r=0

w(r −m) ≈
Nr−1∑

r=0

w(r) (3.140)

Similarly, the summation of the second term in the signal-noise product terms in (3.131)

can be approximated as

M∑

m=1

Nr−1∑

r=m

w∗(r −m) ≈
Nr−1∑

r=0

w∗(r) (3.141)

As w(r) is wide sense stationary, the summation (or the mean) of w(r) converges to its

mean value and can be considered a constant. Hence, the outer summation over m is

dropped owing to the wide sense stationarity of w(r). From (3.138), (3.139) and (3.141)

and letting M = Nr, we have the decision statistics of the GPCDD as,

TGPCDD(x) ≈ C

2
+

√

C

2

1

Nr

(
Nr−1∑

r=0

w(r) +
Nr−1∑

r=0

w∗(r)

)

+

(

1

Nr

Nr−1∑

r=0

w(r)

)(

1

Nr

Nr−1∑

r=0

w∗(r)

)

(3.142)

The above equation can be further simplified as,

TGPCDD(x) ≈
∣
∣
∣
∣
∣

√

C

2
+

1

Nr

Nr−1∑

r=0

w(r)

∣
∣
∣
∣
∣

2

(3.143)

From the above equation, we see that the GPCDD scheme can accomplish similar detec-

tion performance as that of incoherent matched filter for M → Nr. Besides, the above

structure is also similar to that of an estimator-correlator. Thus, the GLRT structure

pertaining to that of GPCDD scheme is essentially similar to an estimator-correlator as

M → Nr. However, the final result is only an approximation and requires further vali-

dation in terms of probability of detection and false alarm analysis. Interestingly, Yang

et al. [2007] demonstrated this asymptotic property of the GPCDD scheme (referred to

as the semi-coherent scheme with Nr/2 lags) for GPS L1 C/A code acquisition.
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3.7 Acquisition Performance Evaluation

Having derived the various detection schemes theoretically, we now turn to empirical

tests to validate the developed theory. These tests consist of software-based analysis of

IF samples from two signal sources: a hardware GPS simulator, and live signals from

the GPS constellation. Furthermore, the average acquisition performance was also cal-

culated based on a MATLAB based IF signal simulator (Psiaki [2007]). The developed

acquisition schemes based on the various detection algorithms established earlier were

implemented in a MATLAB environment to evaluate their performance. The basic

hardware front-end setup and the subsequent processing is detailed in Section 2.4 and

illustrated in Figure 2.6. For basic acquisition sensitivity tests, hardware simulated data

has been used to carefully control the received C/N0 with the Spirent GSS 7700 sim-

ulator controlled by SimGEN software. The acquisition performance analysis involved

the usage of resampled GPS data (from 20 MHz to 2.046 MHz). To validate the tech-

nique further, live GPS data were also collected with variable attenuation (to control

the pre-detection SNR) to validate the acquisition schemes. Monte-Carlo simulations

were also carried out using the MATLAB software simulator reported in Psiaki [2007]

to obtain average performance results.

For all sets of simulated data, most error sources including multipath, atmospheric

effects, and orbital errors were set to zero. Thus, the sensitivity analysis were targeted

only for the controlled variable of absolute C/N0. Data from both the live GPS con-

stellation and the GSS 7700 hardware simulator were collected. The receiver’s C/N0

estimate of a high-elevation GPS satellite was used as a baseline for defining the “nom-

inal” hardware simulator levels, from which attenuated levels were then defined. The

Euro-3M card was driven by an external rubidium reference oscillator during the data

collections (Riley [1999]).
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3.7.1 Fine Frequency Estimation Performance

In the previous sections, it was shown that the differential detection approach can

potentially enable fine frequency estimation. The differential operation performed in the

developed detectors can be readily inferred as a phase discrimination 11 . Accordingly,

the frequency estimate can be obtained as (Kaplan and Hegarty [2006]),

∆F̂ = atan2

(ℑ{R(τ̂ = τ)}
ℜ {R(τ̂ = τ)}

)

(2πT )−1 (3.144)

The delay T essentially reflects the differential delay adopted in the developed differen-

tial detectors. For example, for the pre-correlation differential detection, the value of

T assumes integer multiples of chip duration (i.e. T = mTc). On the other hand, the

delay T assumes an integer multiple of coherent integration period for post-correlation

differential detection (i.e. T = mNcTc).

Pre-correlation Differential Detection

Figure 3.15 shows the frequency estimation performance of the pre-correlation differen-

tial detector as a function of differential delay. The result was based on the live GPS

data collection and the PRN 1 had a C/N0 level of approximately 50 dB-Hz. The ob-

servation time was set to 100 ms, and resulted in an average PSNR of approximately

27 dB. Hence, one can expect a good frequency estimation performance for this SNR

level. From Figure 3.15, the frequency estimate is close to the expected 836.6 Hz for

the PRN1 signal. For small differential delays, the noise is enhanced due to factor

(2πTm)−1, Tm = mTc. In the presence of residual Doppler, we can observe a change in

sign of the frequency estimate (i.e. around Tm = 600Tc). The sign change is caused by

the phase wrapping and occurs every 2π or the inverse of the residual Doppler. It can

readily be compensated for by changing the absolute values greater than pi to their 2π

complement. In summary, pre-correlation differential detection can be adopted for fine

11∆F̂ = φ(k)−φ(k−T )
2πT
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Figure 3.15: Fine Frequency Estimation Using Pre-correlation Differential Detector
(C/N0 = 50 dB-Hz, ∆ F = 836 Hz, T = 100 ms)

frequency estimation for good C/N0 levels. The frequency estimation performance is

directly related to the PSNR, which is critically influenced by the detection performance

besides the C/N0. There exists a trade-off in the selection of differential delay times for

fine frequency estimation. While smaller differential delays are immune to frequency

jumps, they are critically limited by the noise enhancement.

Post-correlation Differential Detection

The major drawback with pre-correlation differential detector based fine frequency es-

timation stems from its inferior SNR performance. In contrast, the post-correlation

differential detector boosts the PSNR through coherent matched filtering and thereby

enhancing the frequency estimation performance. Figure 3.16 shows the convergence of

frequency estimation as a function of observation period. The detector utilized a coher-

ent integration time of 1 ms, which was followed by 100 accumulations resulting in a

total observation period of 100 ms. The residual Doppler of PRN 14 was approximately

254 Hz. From the plot, we can see a strong convergence for moderate to high C/N0 lev-

els. For low C/N0 levels, the frequency estimation performance degraded substantially
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due to the inherent degradation in PSNR.
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Figure 3.16: Fine Frequency Estimation Performance of Post-correlation Differential
Detector

Generalized Post-correlation Differential Detection

The generalized post-correlation differential detection performs the frequency estima-

tion using an ensemble of observations. Consequently, the generalized post-correlation

differential detector achieves superior frequency estimation performance due to the ad-

ditional gain obtained through coherent summation (i.e. FFT combining). Monte-Carlo

simulations were performed in MATLAB as an initial step to assess the frequency es-

timation performance of the proposed detector structure. The frequency estimation

technique in the proposed detector essentially averaged the frequency estimates ob-

tained across individual branches for the correct code phase estimation. That is,

∆F̂err(M) =
1

M

M∑

m=1





6
(

1
Nr−m

∑Nr−(m+1)
r=0 y(r)y∗(r −mNcTc)

)

2πm(NcTc)−1



 (3.145)

where 6 (•) is the phase angle estimate. From the above equation, we see that for

M = 1, the frequency estimation decomposes to the method introduced in Elders-Boll

and Dettmar [2004] and that of Schmid and Neubauer [2005]. Table 3.2 summarizes the
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frequency estimation performance for different M vales under different C/N0 conditions.

The frequency estimation results were averaged over 250 independent simulations for

different PRN’s, Dopplers and code phases. While the coherent integration period was

set to 1 ms, the total observation period was increased correspondingly for decreasing

C/N0 levels. The proposed detector (for M = 4) demonstrated substantial improve-

ment in terms of frequency estimation under low C/N0 conditions due to its enhanced

noise suppression via coherent combining across branches. The FFT based frequency

estimation approach was also verified using hardware simulated GPS data for 25 dB-Hz

C/N0 data. The proposed detector utilized 1 ms coherent integration and a 400 ms

observation period with M = 16. Figure 3.17 shows the normalized FFT output for the

developed GPCDD detector structure for various PRN’s in the case of 25 dB-Hz C/N0

data. The coherent integration period was set to 1 ms with a 400 ms total observation

period.

C/N0 T Frequency Estimation Error, δFerr =
∣
∣
∣∆Ferr − ∆F̂err

∣
∣
∣

(dB-Hz) (ms) (Hz)
M = 1 M = 2 M = 3 M = 4

Mean STD Mean STD Mean STD Mean STD
48 20 1.8 1.8 1.4 1.5 1.2 1.4 1.0 1.4
43 40 2.4 2.1 1.9 1.7 1.6 1.6 1.4 1.3
38 75 3.4 2.8 2.3 2.1 2.0 1.8 1.8 1.6
33 150 5.6 4.8 3.8 2.9 3.0 2.3 2.5 1.9
28 300 12.6 10.1 7.9 5.9 4.6 3.6 3.9 31
23 600 26.1 21.8 16.0 12.6 12.1 9.8 10.1 10.6

Table 3.2: GPCDD – Fine Frequency Estimation Performance

The FFT based frequency estimation performance can potentially be degraded for

large M values. To illustrate this, we plotted the normalized FFT output in Figure 3.18

as a function of M . The result pertains to PRN 14 received at a C/N0 of 47 dB-Hz with

a residual Doppler of approximately 254 Hz. The coherent integration time was set to

1 ms, which was followed by 100 accumulations resulting in a total observation period
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Figure 3.17: GPCDD/FFT Based Residual Doppler Estimation (C/N0 = 25 dB-Hz,
TCOH = 1 ms, T = 400 ms, M = 16) (Hardware simulated GPS IF Data)

of 100 ms. Note that a 1024 point FFT was utilized to obtain a smoothened spectrum.

Figure 3.18 readily confirms the fact that the frequency resolution can be increased by

increasing the correlation branches (as we increase the observation period). It should

be emphasized here that the larger values of M not only improve the resolution but

also suppress the unwanted side-lobe (which can be clearly noticed in the plot) to allow

for better estimation performance. One of the limitations of this frequency estimation

technique is its inability to estimate frequencies beyond its bandwidth, which in this

case is 500 Hz. To illustrate this effect, an additional error of 250 Hz was added to the

original frequency offset resulting in a net frequency error of around 504 Hz. Figure 3.19

shows normalized FFT output as a function of M . In Figure 3.19, the wrapping of 504

Hz frequency error over the FFT bandwidth of 1 kHz is noted and thereby results a peak

at -496 Hz. The secondary peak around 500 Hz (specifically at 504 Hz) is caused by the

periodicity of the spectrum over the sampling frequency which is again 1 kHz. While

there is a disadvantage of integer frequency ambiguity for frequency errors exceeding the
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Figure 3.18: Fine Frequency Estimation Using Generalized Post-correlation Differential
Detector
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FFT bandwidth, there is also an advantage in that the uncompensated frequency errors

do not incur a SNR loss12 in the generalized post-correlation differential detection.

To further validate this notion, GPCDD based acquisition was carried out for large

M . The PRN 3 signal was received at a 50 dB-Hz C/N0 level with the residual frequency

of around 1.6 kHz. The signal was then processed by the generalized post-correlation

differential detector with a 1 ms coherent integration and 100 post-correlation accu-

mulations. The residual carrier was only compensated partly leaving a frequency error

of around -254 Hz. Figure 3.20 shows the effect of navigation data modulation on the

generalized GPCDD scheme. In Figure 3.20, we can readily observe the split spectrum
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Figure 3.20: Effect of Navigation Data Modulation on Generalized Post-correlation
Differential Detection

with the null occurring at the expected frequency offset. The split spectrum can readily

be attributed to the phase reversal occurring for the differential detection branches (due

to the data bit phase transition) with delays exceeding the data bit duration. Moreover,

the spectrum shown in Figure 3.20 also closely resembles the spectrum that arises as a

result of binary offset carrier modulation (Betz [2001-2002]). The binary offset carrier

12However, there is still a loss incurred in coherent matched filter due to the original frequency error
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modulation (BOC) is a square subcarrier modulation, whereby the original carrier or

signal is further modulated with a subcarrier that splits the spectrum of the signal into

equal parts.

3.7.2 Acquisition Sensitivity Tests

To evaluate the acquisition sensitivity of the detection schemes, IF data were collected

for different C/N0 levels from 47 dB-Hz down to 22 dB-Hz in steps of 5 dB-Hz. Each

detection technique was tested to compare their acquisition sensitivities in terms of the

resulting PSNR, both as a function of the processing technique and as a function of

various parameters such as C/N0, coherent integration time, observation period, and

differential delay. Figure 3.21 shows the acquisition sensitivity of the PDD scheme

as a function of individual differential delays. The C/N0 was set to 47 dB-Hz and

the PRN 14 signal was acquired for an observation period of 100 ms with an average

PSNR estimate of 21.7 dB. The PSNR estimates varied for differential delays due to

the underlying noise statistics. Note that the PSNR performance is unaffected by the

residual frequency offset due to the envelope detection. On the other hand, the detection

output can be significantly effected if only the real part is considered as reported in Lin

and Tsui [2000].

As discussed earlier, the performance of the PDD scheme was severely limited by

the large SNR loss arising from the pre-correlation differential operation. Thus, the

acquisition sensitivity performance of the PDD scheme was not carried out for lower

C/N0 conditions. However, it should be noted here that the PDD scheme does of-

fer excellent immunity towards frequency errors as is further illustrated in subsequent

section. Therefore, the acquisition sensitivity performance was mainly focused on the

post-correlation schemes, namely the PCND (with TCOH = 1 ms, and 2 ms) and the

GPCDD scheme (with M = 1 and M = 10 branches). Table 3.3 shows the average ac-
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Figure 3.21: Effect of Differential Delay Selection on Pre-correlation Differential Detec-
tion Acquisition Performance

quisition sensitivity performance obtained through 250 independent trials for different

C/N0 levels. The observation period was increased accordingly with decreasing C/N0

values to ensure proper detection performance. The GPCDD based acquisition with

M = 10 demonstrated an average performance improvement of approximately 7 dB in

comparison to M = 1. Similarly, the PCND with 10 ms coherent integration readily re-

sulted in an 8 dB improvement over 1 ms coherent integration for the same observation

period.

Under low C/N0 conditions, for instance 20 dB-Hz, the detection performance of

PCND with 1 ms coherent integration and that of PCDD ( M = 1) are severely de-

graded resulting in an increased false acquisition. On the other hand, the noise sup-

pression in PCND with 10 ms coherent integration and that of GPCDD with M =

10 resulted in minimal false acquisition conditions. Additionally, the influence of M

for noise suppression under various C/N0 conditions was also evaluated. Figure 3.22

shows the convergence of the deflection coefficient as a function of M for various C/N0

levels. As expected, under higher to moderate C/N0 conditions, the convergence is
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C/N0 T PSNR
(dB-Hz) (ms) (dB)

PCND GPCDD
TCOH = 1 ms TCOH = 10 ms M = 1 M = 10
Mean STD Mean STD Mean STD Mean STD

45 30 42.5 1.5 48.5 2.1 48.0 1.5 50.7 2.3
40 40 34.1 1.3 41.8 2.1 39.9 1.4 45.3 2.6
35 80 27.2 1.7 35.2 1.9 32.9 1.8 39.4 2.7
30 150 20.1 1.8 28.5 2.3 25.6 1.9 33.3 2.2
25 300 12.2 2.9 21.5 2.4 17.3 3.0 26.0 2.3
20 450 3.0 7.5 13.3 3.9 3.4 9.8 16.7 4.4

Table 3.3: Acquisition Sensitivity Performance of Various Post-correlation Detection
Schemes

not apparent for large values of M. On the other hand, the use of large values of M

is readily apparent for low C/N0 conditions. However, the incremental noise suppres-

sion decreases with M due to the presence of navigation data. Figure 3.23 shows the

average acquisition sensitivity performance for various C/N0 levels in the case of dif-

ferent detection algorithms. The final PSNR results were obtained by averaging the

individual PSNR for different PRN satellites (8 in total) that were transmitted with

equal power levels. As expected, the PCND with 10 ms coherent integration and the

GPCDD with M=10 performed better than the PCND and PCDD schemes with 1 ms

coherent integration period. Figure 3.24 shows the average PSNR convergence for the

proposed GPCDD based acquisition as a function of M. As expected the plot in Figure

3.24 was consistent with the result obtained through the MATLAB based Monte-Carlo

simulation as shown in Figure 3.22.

3.7.3 Acquisition Sensitivity – Blind Data Test

The previous subsections dealt with the average acquisition sensitivity performance of

various detection schemes for C/N0’s ranging from 45 dB-Hz to 20 dB-Hz. To further

validate the acquisition sensitivity performance of the conventional and the proposed

GPCDD scheme, blind tests were conducted for C/N0’s 20, 18 and 16 dB-Hz. The
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author was provided with IF samples of GPS L1 C/A signal, PRN information and

a coarse Doppler estimate with an accuracy of ± 500 Hz. The processed results were

compared to the true Doppler estimation and code phase estimation by a third party.

The results of this comparison are presented in this section. The parameters pertaining

to the blind data set are summarized in Table 3.4.

Parameters Values
Centre Frequency 2 MHz
IF Bandwidth 5 MHz
C/N0 Levels 20, 18 and 16 dB-Hz
Simulation Time 1 s
No. of PRN’s 7 or 8
Doppler Uncertainty ± 500 Hz

Table 3.4: Blind Data Test – GPS IF Data Parameters

A number of detection schemes were applied to the blind data sets and their corre-

sponding code phase and PSNR measures were obtained. In addition, the FFT based

frequency estimation of the proposed GPCDD scheme was also evaluated. The per-



115

formance of PCDD and PCND was also evaluated for 1 ms and 10 ms coherent inte-

gration period. The PRN Doppler estimation was carried out using the FFT/GPCDD

algorithm. Subsequently, this Doppler estimate was utilized for all of the detection al-

gorithms. The code phase estimation was rudimentary as the code phase pertaining to

the strongest correlation peak is declared as the correct code phase estimation. All the

detection schemes assumed no a priori knowledge about the navigation data phase and

bit transition boundaries. Table 3.5 lists the actual, coarse and the estimated Doppler

offsets for various PRNS for different C/N0 values. The observation period was set to

1 s and the GPCDD scheme utilized an M of 10.

C/N0 Doppler
(dB-Hz) (Hz)

PRN 20 1 3 10 14 22 23 25 28
Coarse 20 -4500 1000 -5000 -1500 0 500 2000 -4500
Estimated 20 -4292 825 -4970 -1225 122 -724 1969 -4482
Truth 20 -4296 826 -4965 -1252 126 -718 1958 -4477

PRN 18 3 7 10 12 13 17 19 25
Coarse 18 -2500 1500 -3500 500 5000 4000 1000 2500
Estimated 18 -2574 1614 (-3805) 512 4868 3881 1200 2294
Truth 18 -2567 1615 -3550 519 4870 3903 1178 2286

PRN 16 10 13 14 18 24 27 28 –
Coarse 16 -1000 -5000 0 0 4000 -3000 -2000 –
Estimated 16 (-1005) (-5005) (100) 92 4140 -3081 (-2100) –
Truth 16 -829 -4756 -145 75 4131 -3106 -1824 –

Table 3.5: Blind Data Test – FFT/GPCDD Frequency Estimation Performance (T =
1 s, M = 10, TCOH = 1 ms, Values within brackets indicate false acquisition)

For a C/N0 of 20 dB-Hz, the FFT/GPCDD successfully acquired all the PRN’s and

the corresponding Doppler estimates fairly accurately. The accuracy with which the

Doppler can be estimated in the FFT/GPCDD scheme is determined by the value of

M and the individual differential delay. For the 18 dB-Hz trial, the GPCDD was still

able to acquire 7 out of 8 PRN’s with good Doppler estimation. At 16 dB-Hz level, the

GPCDD failed to detect 4 out of 7 PRN’s. Thus, the Doppler estimates for PRN’s 1,
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3, 10, and 25 are actually due to false peak acquisition and cannot be used to evaluate

the frequency estimation performance of the FFT/GPCDD algorithm.

Having analyzed the Doppler estimation performance of the proposed FFT/GPCDD

scheme, the code phase estimation (and thus the detection) performance of the indi-

vidual detection schemes was evaluated. Table 3.6 lists the true code phase as well as

the estimated code phase of various detection schemes for different PRN’s. The total

observation period was set to 1 s and the GPCDD scheme utilized a M of 10. With

5 PRN’s missed out of 8, the PCND scheme with 1 ms coherent integration demon-

strated the worst performance in terms of correct code phase estimation. By increasing

the coherent integration from 1 to 10 ms for the PCND scheme the performance was

made better. The proposed GPCDD scheme was also able to estimate the code phase

accurately for all the PRNs.

PRN True Code Estimated Code Phase
No. Phase (chips) (chips)

PCND PCDD GPCDD
TCOH = 1 ms TCOH = 10 ms TCOH = 1 ms TCOH = 1 ms M =10

1 667.1 667.2 667.2 667.2 667.2 667.2
3 55.9 56.1 56.1 56.1 56.1 56.1
10 545.0 (256.8) 545.3 545.3 545.3 545.3
14 190.0 (427.2) 190.1 (160.1) 190.1 190.3
22 343.9 (445.4) 344.1 344.1 344.1 344.1
23 19.2 19.4 19.4 19.4 19.4 19.4
25 206.0 (926.2) 206.2 206.2 (42.8) 206.2
28 245.0 (101.3) 245.3 245.3 245.1 245.3

Table 3.6: Code Phase Estimation of Various Detection Algorithms (C/N0 = 20 dB-Hz,
T = 1 s, Values within braces indicate false acquisition)

Figure 3.25 shows the detection statistics for the PCDD and PCND schemes for 1

ms and 10 ms coherent integration period for PRN 14. Both the PCND and PCDD

with 1 ms coherent integration were limited by the large squaring type loss, but resulted

in improved performance with 10 ms coherent integration. While the PCND with 10

ms coherent integration resulted in correct code phase estimation, the reliability of

the estimation can still be an issue. A limitation of the PCND scheme is the squaring
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operation results in the mean of the noise samples being non-zero. This effect can readily

be observed in Figure 3.25. The PCDD with 10 ms coherent integration resulted in a

more reliable code phase estimation. While the PCDD scheme is attractive because

noise samples remain zero mean after differential operations, it can still be limited by

the unknown navigation data modulation. Finally, the GPCDD scheme also resulted

in a more reliable code phase estimation. The corresponding detection statistics are

plotted in Figure 3.26.
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Figure 3.25: Detection Statistic of PCDD and PCND Schemes for PRN 14

For PRN 25, the PCDD scheme with 10 ms coherent integration resulted in wrong

code phase estimation. However, PRN 25 was successfully acquired using PCDD with

1 ms coherent integration. Figure 3.27 shows the detection statistics as a function of

the code phase for PRN 25. The apparent degradation in PCDD with 10 ms coherent

integration can be attributed to the navigation data modulation. The absence of truth

data does not allow any further conclusions to be drawn.

The various detection algorithms were utilized to acquire PRN’s present in the 18



118

0 200 400 600 800 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Code Phase (chips)

N
or

m
al

iz
ed

 C
or

re
la

tio
n

GPCDD (M =10, T
COH

 =  1 ms, T = 1 s)

Figure 3.26: Detection Statistic of GPCDD Scheme for PRN 14
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Figure 3.27: Detection Statistic of PCDD Scheme for PRN 25
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dB-Hz data set. The same acquisition parameters were also utilized for this case. Table

3.7 lists the individual code phase estimates of different detection schemes for all PRN’s.

From Table 3.7, the limitations of utilizing for short coherent integration while using

PCND or PCDD schemes with 1 ms coherent integration are apparent. The PCND

scheme with 1 ms coherent integration was only able to acquire 1 out of 8 PRN’s. The

PCDD scheme with 1 ms coherent integration performed better with 2 successful PRN

acquisitions. On the other hand, increasing the coherent integration to 10 ms resulted

in 6 and 7 successful PRN acquisitions for PCND and PCDD schemes, respectively.

Similarly, the GPCDD scheme was able to acquire all but one of the PRN’s in the 18

dB-Hz data set.

PRN True Code Estimated Code Phase
No. Phase (chips) (chips)

PCND PCDD GPCDD
TCOH = 1 ms TCOH = 10 ms TCOH = 1 ms TCOH = 1 ms M =10

3 945.8 (815.3) 945.9 (613.0) 945.9 945.9
7 836.5 836.8 836.8 (975.3) 836.8 836.8
10 59.1 (683.2) (638.1) (167.8) (738.0) (393.7)
12 6.0 (251.0) 6.3 (18.2) 6.1 6.1
13 912.0 (177.4) 912.1 (564.7) 912.1 912.1
17 326.0 (386.1) 326.1 326.1 326.3 326.1
19 909.7 (313.7) 901.9 901.9 901.9 901.9
25 764.5 (759.5) (101.7) (336.0) 764.8 764.8

Table 3.7: Code Phase Estimation of Various Detection Algorithms (C/N0 = 18 dB-Hz,
T = 1 s, Values within braces indicate false acquisition)

The detection algorithms failed to acquire PRN 10 because the proposed GPCDD/FFT

scheme estimated the wrong Doppler information. For instance, the GPCDD/FFT

method estimated the Doppler to be -3.8 kHz, while the actual Doppler was only around

-3.6 kHz. Hence, the Doppler error of 250 Hz critically attenuated the correlation power

for the 10 ms coherent integration. The detection statistics for PRN 10 with estimated

and truth Doppler is plotted in Figure 3.28. The detection statistics corresponding to

the true Doppler case readily shows the strongest correlation peak for the correct code

phase as 59.1 chips.
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Figure 3.28: Detection Statistic of PRN 10. Top: With Estimated Doppler, Bottom:
With True Doppler

Finally, the detection algorithms were applied to acquire the PRN’s in the worst

case, 16 dB-Hz data set. As expected, the PCND and PCDD with short coherent

integration failed to acquire any of the PRN’s. The PCDD scheme, even with 10 ms

coherent integration was able to acquire only 1 out of 7 PRN’s. The PCND with 10 ms

coherent integration and the GPCDD scheme demonstrated better performance with

the acquisition of 3 out of 7 PRN’s. Interestingly, for PRN’s 14 and 28, both these

schemes yielded similar, yet incorrect, code phase estimates.

PRN True Code Estimated Code Phase
No. Phase (chips) (chips)

PCND PCDD GPCDD
TCOH = 1 ms TCOH = 10 ms TCOH = 1 ms TCOH = 1 ms M =10

10 488.8 (10.6) (143.4) (677.4) (448.5) (216.5)
13 738.2 (587.8) (768.1) (862.6) (670.5) (947.3)
14 947.2 (42.4) (870.2) (814.1) (834.5) (869.6)
18 633.0 (855.1) 633.2 (283.0) (766.0) 633.2
24 1008.0 (244.3) 1008.3 (715.7) 1008.3 1008.3
27 145.9 (669.2) 146.1 (97.2) (748.0) 146.1
28 43.6 (632.6) (395.1) (510.1) (729.2) (395.1)

Table 3.8: Code Phase Estimation of Various Detection Algorithms (C/N0 = 16 dB-Hz,
T = 1 s, Values within braces indicate false acquisition)
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The detection statistics for successfully acquired PRN’s are plotted in Figure 3.29.

Note that the PCDD scheme with 10 ms coherent integration successfully acquired

only PRN 24. The detection statistic for PCDD scheme was included in Figure 3.29 for

completion. Comparing the individual detection statistics of the PCND and GPCDD

schemes, the improved performance of the GPCDD scheme is clear. However, the

reliability of the individual code phase estimation can still be an issue for these detection

schemes under very low C/N0 conditions.
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Figure 3.29: Detection Statistics Successful PRN Acquisitions (C/N0 = 16 dB-Hz,
x-axis: Code Phase (chips) y-axis: Detection Statistic)

The GPCDD algorithm proposed herein for unaided acquisition scenarios performs

well but cannot evidently outperfrom the 20 ms coherent integration method followed

by non-coherent integration for the case of knowing the data bit boundaries a priori.

The Neyman-Pearson lemma would otherwise be violated. The GPCDD algorithm was

developed under the assumption of no a priori information about the data bit boundary
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or the phase of the navigation data. Even in the absence of navigation data modulation,

the GPCDD algorithm could not yield better detection performance. This is because

for a given fixed observation period, increasing M increases the differential delay and

thus, the number of samples processed by individual detectors. Hence, for large values

of M, the GPCDD algorithm follows the law of diminishing gain.

The GPCDD algorithm has many advantages however. The scheme was set herein to

utilize an initial coherent integration of 1 ms, which significantly reduces the time/frequency

search cells during unaided acquisition. The complex phase rotation, which is consid-

ered constant in the absence of frequency drift across individual differential detection

branches in the GPCDD algorithm corresponds to the residual carrier. Utilizing the

FFT to combine the individual branch outputs accomplishes both fine frequency estima-

tion as well as coherent integration. The choice of M is typically limited by navigation

data modulation and Figure 3.24 shows the convergence of the PSNR as a function of

M. It can be seen that the GPCDD algorithm becomes saturated in terms of PSNR for

moderate values of M. While the GPCDD algorithm shows better performance than

the PCND/PCDD schemes with 1 ms coherent integration, additional analysis is re-

quired to assess the noise performance and the computational complexity in terms of

gate counts.

3.7.4 Frequency Sensitivity Tests

To examine the practical tolerance of the acquisition schemes to residual frequency

offset and drifts, these errors were artificially introduced during the acquisition process.

The average acquisition sensitivity performance was also evaluated under the frequency

drift conditions using Monte-Carlo simulations. The initial coherent matched filtering

readily limited the acquisition sensitivity of the post-correlation schemes in the presence

of frequency offset and drift. Initially, the influence of residual frequency offset on
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the acquisition sensitivity of post-correlation schemes was evaluated by deliberately

introducing a large frequency offset. The frequency offset was varied between 0 and

1.5 kHz in steps of 50 Hz. While this frequency offset range corresponds to a 0.1

ppm accuracy at GPS L1 frequency, a typical crystal oscillator will have much larger

values. Figure 3.30 shows the impact of residual frequency error on the acquisition

performance of different detection schemes by presenting resultant PSNR. A theoretical

sinc-squared function normalized to the maximum deflection coefficient of the post-

correlation noncoherent detector is also plotted. It can be readily observed that the

frequency sensitivity follows the expected sinc-squared function. For instance, the first

null in the PSNR was observed at a frequency of approximately T−1
COH, as defined by

the well known sinc-squared nature of this effect.
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Figure 3.30: Effect of Residual Frequency Offset on Acquisition Sensitivity

The influence of residual frequency drift was also evaluated using numerical simu-

lation. The acquisition sensitivity performance of the post-correlation schemes is tabu-

lated in Table 3.9. The acquisition sensitivity results were obtained via 100 independent

trials. The C/N0 was fixed to 25 dB-Hz and the total observation period was set to

400 ms. The PCND with 1 ms coherent integration and GPCDD with M= 1 based ac-

quisition demonstrated the least degradation in terms of frequency drift. PCND based
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Freq.Drift PSNR (dB)
(Hz/s)

PCND GPCDD
TCOH = 1 ms TCOH = 10 ms M = 1 M = 10
Mean STD Mean STD Mean STD Mean STD

0 12.2 2.9 21.5 2.4 17.3 3.0 26.0 2.3
25 12.6 3.0 21.2 2.3 16.7 3.6 25.7 2.3
50 12.4 2.7 20.7 2.2 16.3 3.3 25.1 2.1
100 12.2 2.9 20.4 2.4 15.7 3.5 24.8 2.4
300 11.7 2.9 15.6 2.7 15.4 4.0 18.7 3.9

Table 3.9: Acquisition Sensitivity Performance of Various Post-correlation Detection
Schemes

acquisition with 10 ms coherent integration degraded by 10 dB for 400 Hz/s frequency

drift. GPCDD based acquisition with M = 10 experienced the worst-case degradation

of around 12 dB. Figure 3.31 shows the influence of frequency drift on the acquisition

sensitivity as a function of M. In Figure 3.31, the improvement in deflection coefficient

with increasing M in the absence of frequency drift is observable. On the other hand,

the presence of frequency drift readily degrades the deflection coefficient for large M .

The frequency drift essentially manifests into a frequency offset at the output of the

differential detector. Accordingly, the coherent summation (recursive filtering) in Fig-

ure 3.14 incurs a loss due the residual frequency drift. In other words, branches with

longer differential delays incur more loss due to the increased residual frequency offset

occurring due to the frequency drift. Therefore, it is highly desirable to use small values

of M in the presence of large frequency drifts.

For pre-correlation differential detection, a constant frequency drift will manifest

itself as a constant frequency offset at the output of the differential detection. The

magnitude of this frequency offset is directly related to the underlying differential de-

lays. The pre-correlation differential scheme applies coherent accumulation after the

differential detection and thus the effect of constant frequency offset should appear as a

sinc-squared function over the differential delays. Hence, one can expect a performance
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Figure 3.31: Effect of Residual Frequency Drift on GPCDD Based Acquisition

degradation for differential delays which yield a residual offset greater than the inverse

of the total observation period. Figure 3.32 shows the effect of residual frequency drift

on the PSNR performance of the pre-correlation differential scheme as a function of

differential delay times. The total observation period was set to 200 ms. The effect of
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Figure 3.32: Effect of Residual Frequency Drift on Pre-correlation Differential Detection

residual frequency drift indeed followed a sinc-squared form as predicted by the theory.

Moreover, the PSNR declined sharply around 100 Tc and 450 Tc for the 10 and 50 kHz
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drifts, respectively. To further understand this phenomenon, let us first express the

phase at the output of differential detector as,

φm(k) =
[

φt(0) + ωk +
1

2
̟k2

]

−
[

φt(0) + ω(k − Tm) +
1

2
̟(k − Tm)2

]

(3.146)

where ̟ is the Doppler drift of the frequency drift. On further expansion, the above

equation can be rearranged as,

φm(k) = Tm

(

ω +̟k − ̟Tm

2

)

(3.147)

From the above equation, it is readily apparent that the effect of frequency drift trans-

lates to that of a frequency offset at the output of differential detection. Note that the

differential detection output is supplied to a coherent filtering as expressed in (3.84),

whose output can be represented as,

ψ̄(k) = (1/N)
∑N−1

n=0 e
jφm(k−nNcTc)

= (1/N)
∑N−1

n=0 e
jφm(k)e−j̟TmnTr

(3.148)

The output of the coherent accumulator is readily characterized by the well known

sinc-function as,

ψ̄(k) ≈ sinc(π̟TmNNcTc)e
j(φm(k)−ϕ) (3.149)

where ϕ = ̟Tm(N − 1)NcTc/2. Thus, ignoring the noise term, the output of the

matched filter including the above residual phase is given by,

ΨPDD =
1

Nc

Nc−1∑

k=0

c̃m(k)sinc(π̟TmNNcTc)e
j(̟kTm+ϕ0)c̃m(k − τ̂ ) (3.150)

where ϕ0 = Tm(ω − ̟Tm

2
) − ϕ. The output of the above equation is given by,

ΨPDD = Rτerrsinc(π̟TmNNcTc)sinc(π̟TmNcTc)e
j(̟[Nc−1

2 ]TmTc+ϕ0) (3.151)

Thus, the effect of residual frequency drift essentially results in two sinc functions

corresponding to the coherent filtering over nNcTc and over k. A frequency drift of 10
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kHz/s over a differential delay of 450 Tc would result in a maximum frequency offset

of around 4.4 Hz. Note that a coherent accumulation over 200 ms would result in a

frequency null at 5 Hz. A coherent accumulation over 200 ms with 4.4 Hz would result

in a severe attenuation as shown in Figure 3.32. To further validate this phenomenon,

the figure also includes the PSNR performance with 5 kHz/s drift but with 400 ms

observation. A coherent accumulation over 400 ms would result in a null at 2.5 Hz,

which allows only for delays up to 250 Tc as they would result in a residual frequency

offset of around 2.5 Hz. Similar results were obtained for the 50 kHz/s frequency drift

and 200 ms observation, which would result in a residual frequency offset of 5 Hz for

differential delays around 100 Tc.

3.8 Discussion

This chapter mainly focused on the enhanced acquisition of GPS C/A code signals at

the pre and post-correlation levels. The GPS signal acquisition was initially introduced

in the context of detection/estimation problem. The generic GLRT detection processing

was shown to established a number of subsequent detection schemes practically imple-

mentable in GPS receivers for signal acquisition. Accordingly, the GLRT structure was

shown to be equivalent to a matched filter detector for an assumed, completely known,

deterministic signal. The influence of residual signals was analyzed by characterizing

the output of a matched filter detector. The use of a matched filter detector can be

readily found in the context of AGPS technology as it involves the carrier, code and

data wipe-off through assistance information.

For a received GPS signal with unknown signal parameters, the GLRT decom-

posed to an energy detector. Moreover, the energy detector was shown to establish

the well-known incoherent matched filter detector and the widely used post-correlation

noncoherent detector. The incoherent matched filter introduced here is essentially an
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estimator-correlator as it involves the noisy estimate of the unknown complex phase

rotation at the output of the initial coherent matched filter. A limitation with these

detectors is the SNR loss incurred as a result of noisy estimation of signal parameters.

Interestingly, the post-correlation differential detector utilized the underlying peri-

odicity of the GPS PRN code signal to reduce this SNR loss. Accordingly, theoretical

analysis established a gain of around 1.5 dB for the post-correlation differential detector

over the post-correlation noncoherent detector. At the pre-correlation, the GLRT struc-

ture reduces to a pre-correlation differential detection in the presence of unknown carrier

and navigation data modulation. In contrast to post-correlation differential detection,

the pre-correlation differential detection applies the differential operation at chip-level.

Consequently, it nearly suppresses the influence of the unknown residual carrier and

that of navigation data modulation. The noisy estimation of signal parameters without

any kind of coherent matched filtering results in a large SNR loss and thus limits the

application of pre-correlation differential detection even for moderate C/N0 conditions.

Finally, the generalized post-correlation differential detection was introduced and

shown to comprise the well-known post-correlation noncoherent and the differential

detectors. More importantly, it was shown that the asymptotic version of the GLRT

is equivalent to an estimator correlator (i.e. the incoherent matched filter). The major

benefit of the developed detector structure stems from its enhanced noise suppression

and the ability to allow for fine frequency estimation. Most importantly, adequate

noise suppression is achievable without increasing the coherent integration period. The

limitations of the proposed detector structure in terms of navigation data and frequency

drift was analyzed. Finally, the achievable acquisition sensitivity improvements based on

the proposed detection algorithm were demonstrated using both numerical simulations

and hardware simulated GPS data.

Unfortunately, the developed detectors can still be limited in some ways when ap-



129

plied to HS GPS acquisition. For instance, the pre-correlation differential detector

although attractive in terms of robustness to residual frequency errors is severely lim-

ited due to the inherent SNR loss arising from the differencing operation. On the other

hand, the post-correlation techniques, although demonstrated substantial acquisition

sensitivity, are critically limited by the sensitivity to residual frequency errors.



Chapter 4

A Novel Pre-Filtering/Multi-correlation Differential Detection

Based Robust GPS C/A Code Acquisition

In the previous chapter, we considered the various forms of detectors for enhanced

sensitivity GPS signal acquisition. The matched filter detector offered the best noise

suppression performance but can be severely limited in terms of residual frequency

errors. The post-correlation noncoherent and the differential schemes accomplished a

trade-off between noise suppression and sensitivity to dynamics. However, they can still

be limited due to the presence of the initial coherent matched filtering. On the other

end, the pre-correlation differential detection offered the best resilience to the frequency

errors but incurred huge SNR loss in the process. Consequently, the application of pre-

correlation differential detection was limited to high C/N0 environments.

This chapter begins by introducing the conflicting nature of noise suppression and

frequency sensitivity. The use of a coherent pre-filtering (PF) technique to accomplish

the noise suppression is presented. The effect of pre-filtering on the previously de-

veloped detector structures is discussed. It is then followed by the introduction of a

multi-correlator differential detector (MCDD), which is the generalization of the pre-

correlation differential scheme discussed in Section 3.4.4. The PRN code properties

described in Section 2.2.3 of Chapter 2, are revisited in the light of MCDD. More

importantly, the developed pre-filtering/multi-correlation differential detector is shown

to be equivalent to the fundamental estimator-correlator. The developed PF/MCDD

based acquisition and its various aspects are validated using live GPS data.

130
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4.1 Pre-correlation Noise Suppression

Traditional matched filter theory relies on signal parameter estimation for subsequent

noise suppression. For example, the matched filter allows for noise suppression through

extended coherent integration. However, it also necessitates the estimation of a cor-

rect code/frequency offset so as to prevent any signal loss, which is indeed effected by

the background noise. Alternatively, one can also utilize the periodicity of the under-

lying C/A code to perform a kind of coherent pre-filtering prior to correlation. For

instance, the coherent summation of the received GPS signal with its delayed versions

can potentially enhance the signal while suppressing the noise. That is,

x̄(k) =
1

L

L−1∑

l=0

x(k − lTr), L ≥ 1, Tr = NcTc. (4.1)

where x(k) is the received GPS signal that is sampled at a chip rate. For L = 1, the

pre-filtering operation is simply disabled outputting the original samples. Substituting

for the y(k) from (3.4) in Chapter 3 , we have,

x̄(k) =

√

C

2
c(k − τ)

(

1

L

L−1∑

l=0

d(k − lTr)e
j(2π∆F (k−lTr)+φ0)

)

+ w̄(k) (4.2)

where w̄(k) = 1/L
∑L−1

l=0 w(k − lTr). The C/A code c(k) can be taken out of the sum-

mation as it is periodic over Tr (i.e. c(k) = c(k− lTr)). Therefore, the above averaging

operation enhances the signal components by suppressing the noise components. Figure

4.1 depicts the implementation of the aforementioned pre-filter using a tapped delayed

line structure. In (4.2), we readily notice the effect of pre-filtering as an averaging

operation on both the navigation data and the residual carrier. Hence, it is critical

to analyze the influence of these residual signals on the pre-filtering to determine its

applicability for pre-correlation noise suppression. The following subsections deal with

the characterization of the navigation data and that of residual carrier at the output of

pre-filtering.
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Figure 4.1: Tapped Delayed Line Implementation of Coherent Pre-Filtering

4.1.1 Effect of Residual Frequency Offset

It should be emphasized that the pre-filtering process is a linear operation and the

sum of sinusoidal signals with the same frequency results in a similar sinusoid with

a different phase offset. Hence, the residual carrier will still not be affected by pre-

filtering although there would be a finite spectral dispersion. Ignoring the effect of data

modulation, the summation in (4.2) can be written as,

ψPF (k) = ej(2π∆Fk+φ0)

(

1

L

L−1∑

l=0

ej2π∆F lTr

)

(4.3)

Invoking the summation identity1 and taking ejπ∆FTrL from the numerator and ejπ∆FTr

from the denominator produces,

1

L

L−1∑

l=0

(
ej2π∆FTr

)l
= ejπ∆FTr(L−1)

(
1

L

ejπ∆FTrL − e−jπ∆FNcTcL

ejπ∆FTr − e−jπ∆FTr

)

(4.4)

We can readily approximate the expression within the braces using the well known sine

cardinal function (i.e. sinc(x)). Therefore, we can express (4.3) as,

ψPF (k) ≈ ej(2π∆Fk+ϕ)sinc(π∆FLTr) (4.5)

where ϕ = π∆F (L − 1)Tr + φ0. The filtering operation expressed in (4.2) can also be

viewed as a moving average process. That is,

x̄(k) =

L−1∑

l=0

x(k)h(k − lTr) (4.6)

1
∑L−1

i=0 ei = (1 − eL)/(1 − e)
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where h(l) is the filter response and is given by,

h(l) =







1
L

0 ≤ l ≤ L− 1

0 elsewhere
(4.7)

The frequency response of H(f) of the above filter can be written as,

H(f) =
1

L

(
1 − ej2πfL

1 − ej2πf

)

(4.8)

Figure 4.2 shows the magnitude response of H(f). The pre-filter’s frequency response

readily followed the sinc-squared function as predicted by (4.5). More importantly, the

response is periodic over 1 kHz, which is the sampling frequency of the filter itself. For

example, the samples are fed to the filter at the rate of Tr = NcTc. Thus, the frequency

response wraps around this sampling frequency. This result is of critical interest to the
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Figure 4.2: Frequency Response of Pre-Filter

development of pre-correlation noise suppression. For instance, the pre-filter’s output

is insensitive to frequency shifts that are integer multiples of its sampling frequency.

That is,

H(f) = H(f + nT−1
r ), n = 0, 1, 2.. (4.9)
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Accordingly, the output of the convolution sum (4.6) should be insensitive for residual

frequency offsets taking integer multiples of T−1
r . For example, with a residual frequency

offset of 2 kHz, we would expect the phase at the beginning of every millisecond or T−1
r

to take a similar value and thus add coherently. On the other hand, a 2.5 kHz residual

frequency offset would be exactly out-of-phase every millisecond resulting in complete

signal cancellation. This property of pre-filtering is further illustrated in Figure 4.3. The

Figure 4.3: GPS C/A Code Line Spectrum and Pre-Filter’s Frequency Response

spectrum of received C/A code is comprised of discrete spectral lines spaced T−1
r apart

but with a finite dispersion of T−1
b + ∆Fc caused by the navigation data modulation

and code Doppler (∆Fc). Furthermore, the spectrum is shifted by ∆F , the residual

frequency offset. The bandwidth of the pre-filter is readily determined by its maximum

delay TL = LTr and hence by the pre-filter order. Thus, the maximum filter order that

could be tolerated is,

Lmax ≤ Tb + ∆F−1
c

Tr
(4.10)

From the above equation, we see that the maximum filter order is limited critically

by the data modulation, which is expected based on the summation in (4.6). Owing

to the periodic response (i.e. (NcTc)
−1 Hz), the frequency offset compensation can be

accomplished with a limited frequency search within ±(NcTc)
−1 Hz (i.e. ± 500 Hz)

rather than the entire frequency range. However, the frequency offset is not completely
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removed as the pre-filter is simply unaffected by the integer T−1
r ( or kilo-hertz) fre-

quency offset. Hence, this integer frequency ambiguity should be compensated prior to

any kind of correlation processing.

4.1.2 Effect of Navigation Data Modulation

In the previous section, it was observed that the maximum filter delay and hence the pre-

filter order cannot exceed the navigation data bit duration (i.e. LTr ≤ Tb). Nevertheless,

the navigation data bit transitions within the pre-filter delay will still affect the pre-

filter output. To derive an expression for the loss due to data modulation, it would be

initially desirable to observe the effect of pre-filtering on the navigation data. Assuming

equiprobable data symbols, we can express the loss due to data modulation as a function

of pre-filter delay as,

LD(l) =

∣
∣
∣
∣
1 − Tl

2Tb

∣
∣
∣
∣

2

, Tl < ND (4.11)

where Tl = lTr is the pre-filter delay. However, we are interested in finding the net

effect of pre-filtering on navigation data rather than effect due to individual delays.

To determine the effect of pre-filtering on the navigation data modulation, we have to

average LD(l) over l. That is,

LD(L) = E

[

1

L

L−1∑

l=0

∣
∣
∣
∣
1 − lTr

2Tb

∣
∣
∣
∣

2
]

(4.12)

For Nr >> 1 and ignoring the variance of LD(L), we can simplify the above expression

of loss incurred in pre-filtering as result of the navigation data modulation as,

LD(L) =

∣
∣
∣
∣
1 − (L− 1)Tr

4Tb

∣
∣
∣
∣

2

, LTr ≤ Tb (4.13)

Figure 4.4 shows the average loss incurred in the pre-filtering process as a result of the

navigation data modulation. The simulation result was obtained by averaging over 100

independent trials with 100 navigation data bits. From the plot, we can could readily
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observe the maximum loss due to pre-filtering with 20-taps is around 2.5 dB as was

promptly predicted in the aforementioned discussion.
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Figure 4.4: Effect of Navigation Data Modulation on Pre-Filtering – Loss Factor

The pre-filter operation introduced above not only suppresses noise but also in-

terference. Let us consider a CW interference with the center frequency ∆FCW that

lies within the received C/A code spectrum. The resulting CW interference will be

attenuated by the pre-filter as long as,

∆FCW =
n(NcTc)

−1

2
, n = 0, 1, 2, . . . (4.14)

For instance, a CW interference with a relative center frequency (with respect to GPS

L1 ) of around 2.5 kHz applied to pre-filter input will get canceled completely as the

phase will be out-of-phase over integer millisecond durations. A similar observation can

be extended to self-interference from other PRN satellites as well.



137

4.1.3 Effect of Pre-Filtering on Standard Detectors

Having inferred the significance of pre-filtering, it would be naturally desirable to eval-

uate its effect on the previously developed detectors. Instead of analyzing the pre-

filtering effect on the individual detectors, we shall focus on our analysis in terms of

pre-correlation and post-correlation techniques. For the post-correlation techniques, it

is desirable to initially model the effect of pre-filtering at the output of coherent matched

filtering. First, we shall express the pre-filter output as,

x̄(k) ≈
√

C

2
d̄(k)c(k − τ)sinc(π∆FLTr)e

j(2π∆Fk+ϕ) + w̄(k) (4.15)

where ϕ = π∆F (L−1)Tr+φ0 and d̄(k) = 1/L
∑L−1

l=0 d(k−lTr) is the averaged navigation

data output. The above expression decomposes to the classical matched filter output

as expressed earlier in (3.31) for L = 1, as the pre-filtering is eliminated2. Furthermore,

the coherent matched filter output with the pre-filter output as its input is given by,

ȳ(n) =
1

NcNs

(n+1)NsNc−1
∑

k=nNsNc

√

C

2
d̄(k)c(k−τ)c(k−τ̂ )sinc(π∆FLTr)e

j(2π∆Ferrk+ϕ)+w̄(k)c(k−τ̂ ),

(4.16)

Following a similar analysis to that of Section 3.3.2 of Chapter 3, we model the matched

filter output with the pre-filter output as its input as,

ȳ(n) =

√

C

2
d̄(n)R(τerr)ψ̄∆Ferr(n) + w̄(n) (4.17)

where,

d̄(n) =

(n+1)NsNc∑

k=nNsNc

d̄(k) (4.18)

w̄(n) =
1

NsNc

(n+1)NsNc∑

k=nNsNc

w̄(k)c(k − τ̂ )e−j(2π∆F̂ k+φr(0)) (4.19)

The integrated phase at the output is given by,

ψ̄∆Ferr(n) = sinc(π∆FLTr)sinc(π∆FerrTr)e
j(2π∆Ferr[nNc+

Nc−1

2 ]Tc+ϕ) (4.20)

2The sinc-approximation is no longer valid for L=1. However, we have sin(π∆FLTr)/π∆FLTr

sin(π∆FTr)/π∆LTr
= 1 for

L=1
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The above expression readily decomposes to a conventional matched filter output as

derived earlier in (3.31) for L = 1, which is the case of no pre-filtering. Figure 4.5

shows the frequency response of the pre-filter with order L = 2 and that of a matched

filter with a coherent integration period of 1 ms. The matched filter’s response is readily

characterized by the coherent integrator which also assumes a sinc-function.
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Figure 4.5: Frequency Response of Pre-Filter and that of Matched Filter

Recall that the pre-filter’s response is periodic over its sampling period (NcTc)
−1.

On the other hand, a matched filter’s response is periodic over its sampling frequency

T−1
c . The combined (or the product) response of a pre-filter and that of a matched

filter is also plotted (magenta) in Figure 4.5. As expected, the resultant response is no

longer periodic over (NcTc)
−1. Besides, it can be noticed that the combined response

is very similar to the response obtained for a 2 ms coherent integration with matched

filtering. To further illustrate this, we shall express (4.16) as,

ȳ(n) =
1

NsNc

(n+1)NsNc−1
∑

k=nNsNc

(

1

L

L−1∑

l=0

√

C

2
d(k)c(k − τ)c(k − τ̂ )ej(2π∆Ferrk+φ0) + w(k)c(k − τ̂ )

)

(4.21)

In (4.21), the code and carrier removal processes precede the pre-filtering. This is

possible because pre-filtering is a linear process and the C/A code is periodic over
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NcTc, which is the input sampling rate of the pre-filter. Since the summations are

linear processes, we can rearrange the order of the summations as well and arrive at,

ȳ(n) =
1

L

L−1∑

l=0




1

NsNc

(n+1)NsNc−1
∑

k=nNsNc

√

C

2
d(k)c(k − τ)c(k − τ̂ )ej(2π∆Ferrk+φ0) + w(k)c(k − τ̂)





(4.22)

The expression within the braces is simply the coherent matched filter output as ex-

pressed in (3.31). Therefore,

ȳ(n) =
1

L

L−1∑

l=0

y(n) (4.23)

Comparing the above equation with that of (3.22), we see that the ȳ(n) is similar to

the output obtained using matched filter with a coherent integration period, TCOH =

NrNcTc, where N = L. Hence, a coherent matched filter with an observation period

of NcTc alongside a pre-filter of L is essentially similar to that of a matched filter with

a coherent observation period of LNcTc. Therefore, the notion of pre-filtering is not

critically appealing to the post-correlation techniques.

Having modelled the effect of pre-filtering on post-correlation techniques, we shall

focus on the pre-filtering effect on pre-correlation techniques and thus the pre-correlation

differential scheme. First, let us express the signal term at the output of pre-correlation

differential detection with the pre-filter output as its input,

˜̄xS
m(k) =

1

NsNc

(n+1)NsNc−1
∑

k=nNsNc

C ˜̄dm(k)c̃m(k − τ)sinc2(π∆FLTr)e
j2π∆FmTc (4.24)

where ˜̄dm(k) = d̄(k)d̄(k − mTc). Similarly, we can express the noise and signal-noise

cross terms respectively as,

˜̄xW
m (k) =

√
0.5C

NsNc

∑(n+1)NsNc−1
k=nNc

d̄(k)c(k)ψPF (k)w̄∗(k −mTc)

+
√

0.5C
NsNc

∑(n+1)NsNc−1
k=nNsNc

d̄(k −mTc)c(k − τ −mTc)ψ
∗
PF (k −mTc)(k)w̄(k)

+
∑(n+1)NsNc−1

k=nNsNc
w̄(k)w̄∗(k −mTc)

(4.25)

where ψPF (k) is given by (4.5). From (4.24) and (4.24), we can readily make the

following two observations: first, the pre-correlation differential scheme still effectively
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removes the residual carrier. However, the detection output is now critically influenced

by the sinc2(π∆FLNcTc) term arising from the pre-filtering operation. Hence, one

has to compensate the residual carrier ∆F so as to minimize the loss stemming from

the sinc2(π∆FLNcTc) term. Secondly, the pre-correlation differential scheme no longer

allows frequency independent code phase acquisition as a consequence of using pre-

filtering.

Employing pre-filtering can provide the necessary SNR gain to compensate for the

inherent squaring type loss in the pre-correlation differential scheme. Recall that the

pre-filter’s response is periodic over (NcTc)
−1. Accordingly, the term sinc2(π∆FLNcTc)

is also periodic over (NcTc)
−1. Thus, it is insensitive to residual frequency error that

are integer multiples of (NcTc)
−1 (i.e. ∆Ferr = n(NcTc)

−1), where |∆F −∆F̂ | = ∆Ferr.

Consequently, the response of the pre-filtering/pre-correlation differential scheme is pe-

riodic over (NcTc)
−1 in the frequency domain. Therefore, one has to search within

(NcTc)
−1, or 1 kHz in our case, to incur minimal loss due to the frequency selectivity of

the pre-filter. By performing this limited search, the pre-correlation differential scheme

allows for a finer frequency estimation although an integer ambiguity n still exists. Note

that the residual carrier can still be estimated using the differential phase ej2π∆FmTc as

described in Section 3.4.4 of Chapter 3. More importantly, the background noise is sup-

pressed by a factor of L which is significant to the performance of the pre-correlation

differential scheme.

In summary, the pre-correlation suppression utilizing a coherent pre-filtering can

provide a substantial advantage to the pre-correlation differential although it simply

implements an extended coherent integration for the post-correlation schemes. Interest-

ingly, the pre-filtering/pre-correlation differential combination offers a flexible trade-off

between the noise suppression and residual frequency sensitivity.



141

4.1.4 Multi-correlation Differential Detector

In Section 3.4.4 of Chapter 3, it was inferred that a GLRT structure at the pre-

correlation level reduces to the pre-correlation differential detection. Furthermore, the

decision statistics for the pre-correlation differential scheme did not utilize the maxi-

mum likelihood estimate so as to allow for code phase estimation. It accomplished the

code phase estimation by choosing delays greater than the chip duration so that the

resulting PRN code signal was no longer correlated. On the other hand, the navigation

data modulation and the residual carrier were highly correlated over this delay and

were effectively removed through differential detection. Consequently, the GPS signal

acquisition resulted in a one-dimensional search in code phase. However, the noisy esti-

mation was performed prior to any coherent filtering and thus resulted in a large SNR

loss.

This section introduces the multi-correlation differential detection, which can readily

be considered the generalization of the aforementioned pre-correlation differential de-

tection. The MCDD scheme similar to the post-correlation generalization scheme, the

GPCDD structure, utilizes an ensemble of delayed signal estimates and multiple corre-

lations to suppress the inherent SNR loss. In order to develop the decision statistics of

the proposed MCDD scheme, we shall model the detection of GPS signal as:

H0 : x(k) = w(k) k = 0, 1, 2, . . .NNs − 1.

H1 : x(k) = s(k) + w(k) k = 0, 1, 2, . . .NNs − 1.
(4.26)

where s(k) =
√

C/2d(k − τ)c(k − τ)ej(2π∆Fk+φ0). The signal is being observed over a

duration of N = TT−1
s samples, wherein it is assumed that s(k) is periodic over Nc as

the underlying code c(k) is periodic over Nc. Alternatively, we can also view that the

receiver has Nr observations of s(k) of length NsNc. While the above assumption is

only an approximation, the issue will be addressed later during the analysis of residual

signal effects. From Section 3.4.4 of Chapter 3, we have the ensemble estimates (but
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adhoc) of the received PRN code signal as,

ŝ(k) = x(k − Tm)

=
√

C
2
d(k − τ − Tm)c(k − τ − Tm)ej(2π∆F (k−Tm)+φ0) m = 1, 2, ..., m 6= Nc

(4.27)

Interestingly, we can exploit the fundamental characteristics of s(k) to let the code or

the carrier component be correlated or decorrelated. For example, in the case of a

received GPS signal, the code is correlated within Tc and the correlation is periodic

over Tr. Thus, we can either accomplish code and carrier suppression by equating the

delay Tm to:

Tm =







mTc, 1 ≤ m ≤ Nc, m 6= Nc

mNcTc m = 1, 2, . . .
(4.28)

For the received GPS signal, the first choice essentially eliminates the residual carrier

and that of data modulation as it is correlated over the delay. On the other hand, the

second choice suppresses the code completely, and the residual carrier and navigation

data to a certain extent. However, we can estimate the residual carrier using the

complex phase rotation arising at the output as discussed in Section 3.4.4 of Chapter

3 and further summarized in (3.85). Substituting, for ŝ(k) from (4.27) in the original

test statistic (3.60) of Chapter 3 and upon further summing across the pre-correlation

differential delays (m) produces,

TMCDD(x) =
1

M

M∑

m=1

1

N −mNs

N−1∑

k=m

[x(k)x∗(k −mTc)] [c(k − τ̂)c(k − τ̂ −mTc)] (4.29)

From the above equation, we can see that the developed MCDD scheme allows for an

additional gain of 10log10(M) due to the summation across m. This additional gain

can compensate for the SNR loss incurred during the individual differential operations.

Moreover, the number of correlation branches is not limited by Nc as the code is periodic

over Nc. However, the residual signal influence is not entirely eliminated and their

effect on the final decision statistics should be characterized prior to any detection
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performance analysis. Substituting M = 1 in the above decision statistics decomposes

to that of the pre-correlation differential detection one as defined in (3.78) of Chapter

3. The above decision statistics can be further expanded as,

TMCDD(x) =
1

M

M∑

m=1

1

N −mNs

N−m∑

k=0

[xss
m(k) + x̃ww

m (k) + x̃sw
m (k)] c̃m(k − τ̂ ) (4.30)

The individual terms xss
m(k), xsw

m (k), and xww
m (k) are given by

xss
m(k) = C

2
d̃m(k − τ)c̃m(k − τ)ej2π∆FmTc

xsw
m (k) =

√
C
2
d(k − τ)c(k − τ)ej(2π∆Fk+φ0)w∗(k −mTc)

+
√

C
2
d(k − τ −mTc)c(k − τ −mTc)e

j(2π∆F (k−mTc)+φ0)w(k)

xww
m (k) = w(k)w∗(k −mTc)

(4.31)

where d̃m(k) = d(k)d(k −mTc) and c̃m(k) = c(k)c(k −mTc).

4.1.5 Residual Signal Effects

The MCDD structure is of critical interest as it involves a substantial additional gain

due to the accumulation of multiple correlations (i.e. across m). Thus, it would be

desirable to evaluate the influence of various signal effects on the developed detector.

The following sections characterize the influence of the residual carrier and that of

navigation data modulation on the proposed MCDD structure.

Robust Frequency Estimation

The influence of residual carrier on the developed detector can be understood by ana-

lyzing the signal component alone at the output of the detector (i.e. xss
m(k)). Ignoring

the effect of navigation data modulation, we can express the detection output for the

correct code phase by

ΨMCDD(τ) =
1

M

M∑

m=1

1

N −m

NrNc−1∑

k=m

C

2
ej2π∆FmTc (4.32)

From the above equation, we see that the differential detection over Tm transforms the

time varying residual phase into a complex phase rotation that is coherently related to



144

the residual frequency offset (∆F ) and the differential delay (Tm). Interestingly, the

above expression can be further simplified as,

ΨMCDD(τ) ≈ MNsC

2

[

NrNc −
(M + 1)

2

]

sinc(π∆FMTc) (4.33)

From the above equation, we see that the MCDD detection output can still be influenced

by residual carrier and the corresponding loss follows the well-known sinc function.

Interestingly, the complex phase rotations in (4.32) collectively embody the original

residual carrier. However, the residual carrier is now sampled at the basic chip rate

Tc due to chip differential delay selection. Accordingly, we can utilize an FFT based

combining of the individual differential detection outputs as discussed earlier in Section

3.5.2 for the GPCDD scheme. For uniform chip-differential delay selection, we have the

bandwidth and the resolution of the FFT based estimator as

ΓBW = 1
Tc

ΓRES = ± 1
MNcTc

(4.34)

Hence, the bandwidth of the FFT based estimator is ΓBW = 1.023 MHz. Accordingly,

the developed estimator will readily acquire GPS signals as long as the residual carrier

offset (∆F ) is within a staggering ±511.5 kHz. This result is of critical significance

in applications where the receiver experiences significant clock offset. The resolution

of the resulting FFT based estimator is 2 kHz or ± 1 kHz. Note that the resolution

can be further improved by either increasing M or by reducing the sampling rate by

choosing an integer multiple of the chip duration for differential delay. Figure 4.6

depicts the proposed multi-correlation differential detection scheme, wherein the FFT

based estimator/combiner was utilized.

Loss Due to Data Modulation

One of the central advantages of pre-correlation schemes is the ability to nearly elimi-

nate the data modulation effects as established in Section 3.4.4 for the pre-correlation
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Figure 4.6: Multi-correlator Differential Detector Implementation with FFT Based Es-
timation/Combining

differential detector. The effect of data modulation for a specific differential delay was

derived in Section 3.4.4 and is rewritten here as,

LD(Tm) =

∣
∣
∣
∣
1 − Tm

Tb

∣
∣
∣
∣

2

, Tm = mTc, Tm < Tb (4.35)

The above loss expression was obtained as an approximation for the pre-correlation

differential detector with a corresponding delay of Tm. However, we are interested in

the net effect of navigation data modulation on the MCDD scheme. Accordingly, the

loss expression in (4.35) is integrated over m to obtain the loss in the MCDD scheme

due to navigation data modulation. As the navigation data is correlated for Tm << Tb,

the following approximation is applicable,

LD(M) ≈ E

[

1

M

M∑

m=1

∣
∣
∣
∣
1 − mTc

Tb

∣
∣
∣
∣

2
]

(4.36)

The above loss expression

LD(M) =

∣
∣
∣
∣
1 − (M + 1)Tc

2Tb

∣
∣
∣
∣

2

, MTc < Tb (4.37)

Figure 4.7 shows the power loss due to data modulation for the developed multi-

correlation differential detector. From the plot, we readily observe that LD(M) is
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practically zero for MTc << Tb. The multi-correlator differential detector incurs a loss

of around 0.45 dB for a delay of M = Nc (and hence a maximum delay of 1 ms), which

is consistent with the loss estimates obtained for the GPCDD scheme with millisecond

differential delay. Thus, we can see that the developed multi-correlation differential

detector is capable of providing substantial gain while incuring a minimal loss due to

data modulation.
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Figure 4.7: Power Loss Due to Navigation Data bit Transitions

4.1.6 Correlation Performance

The effect of the delay-and-multiply operation on GPS C/A codes and thus Gold codes

were established in Section 2.2.3. There it was noted that the effect of the DAM opera-

tion on the Gold sequence results in an another Gold sequence from the family of Nc +1

Gold sequences. Thus, the differential detection output across the individual branches

in Figure 4.6 can be considered a different Gold sequences. Hence, it is importat to an-

alyze the overall correlation performance of multi-correlator differential detector. First

let us express the correlation output considering only the C/A code as the input to the
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multi-correlator differential detector as,

RM(τ) =
Nc−1∑

m=1

Rm(τ), τ = 0, 1, 2, . . . , Nc − 1. (4.38)

where Rm(τ) is the individual correlation output of the mth branch and is promptly

given by,

Rm(τ) =
Nc−1∑

k=0

c̃m(k)c̃m(k − τ), τ = 0, 1, 2, . . . , Nc − 1 (4.39)

where c̃m(k) = c(k)c(k − m). In Section 2.2.3, it was proved that c̃m(k), m 6= Nc is

indeed a Gold sequence. Thus, the correlation function can be represented using the

three-level cross and four-level auto-correlation function as expressed in (2.8) of Section

2.2.2 in Chapter 2 and rewritten here as,

RAC
m (τ) =







1 τ = 0
{

63
1023

, −1
1023

, −65
1023

}
τ 6= 0

RCC
m (τ) ∈

{
63

1023
,
−1

1023
,
−65

1023

}

(4.40)

where RAC
m (τ) and RCC

m (τ) are the respective auto-correlation of cm(k) and cross-

correlation of cm(k) with cn(k) n 6= m. Accordingly, adding individual correlation

outputs Rm(τ) coherently can potentially result in cancellation of auto-correlation side-

peaks and cross-correlation. Figure 4.8 shows the auto-correlation output for the PRN

1 C/A code signal and cross-correlation output of PRN 1 C/A code signal with that of

PRN 24 (red) for MCDD based correlation with M = Nc − 1. The plot also includes

the correlation output with a standard correlation technique (blue). Figure 4.8 readily

shows the auto-correlation side-peak and cross-correlation peak cancellation in the de-

veloped MCDD scheme. The MCDD based correlation resulted in a peak to side-lobe

ratio (PSLR) of around 50.1 dB, a 26.2 dB improvement over the 23.9 dB obtained with

standard correlation. The PSLR is readily defined by,

PSLR = 10log10

|R(τ = 0)|2

max |R(τ 6= 0)|2
(4.41)
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Figure 4.8: Auto-correlation and Cross-correlation Outputs for Standard Correlation
and MCDD Scheme

The aforementioned gain of around 26.2 dB is accomplished through MCDD by setting

M = Nc − 1. However, in many applications, the large number of correlations is not

required. Hence, it would be desirable to assess the effect and thus convergence of

PSLR as a function of correlation summations. Figure 4.9 shows the auto-correlation

and cross-correlation suppression PSLR performance of MCDD scheme as a function

of correlation summations. The auto-correlation plot includes all the PRN’s from 1 to

37 and the cross-correlation includes their combinations. The plot readily shows the

convergence of both auto and cross-correlation performance for all the GPS PRN C/A

codes. Interestingly, the cross-correlation between PRN 34 and 37 resulted in 0 dB,

which was surprising. The simple fact that PRN 34 and 37 are one and the same was

overlooked during the analysis, which resulted in this unexpected result.

The plot also shows theoretical convergence based on the central limit theorem (Solid

Black) as the auto-correlation side-peaks and cross-correlation peaks are assumed to be

independent but identically distributed. The theoretical convergence closely approxi-

mates the result for a larger number of correlation summations as predicted by theory.

Interestingly, the maximum correlation suppression was achieved initially at M = 512

and then followed by M = 1022. Furthermore, there exists a degradation immediately
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Figure 4.9: PSLR Performance of Standard Correlation and MCDD Scheme (Left)
Auto-correlation (Right) Cross-correlation (Solid Black:Theory)

after M = 512 followed by a gradual increase that eventually peaks at M = 1022. The

degradation after M = 512, readily indicates that the process in no longer independent,

which means that out-of-phase auto-correlation and cross-correlation no longer can-

cel each other. To further investigate this phenomenon, the cross-correlation between

c̃512(k) and c̃511(k) is plotted in Figure 4.10.
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Figure 4.10: Cross-correlation Between c̃512(k) and c̃511(k)

The cross-correlation plot in Figure 4.10 is essentially an auto-correlation, as we

see the perfect four-level correlation between the c̃512(k) and c̃511(k). Hence, the code
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sequence generated by choosing delays m1 = 511 and m2 = 512 resulted in the same

modified sequence. However, there was a delay of τm = 512 or 513 depending on

whether c̃511(k) is correlated with c̃511(k) or vice-versa. On further investigation, it was

found that the phenomenon was actually a resultant of code periodicity. To further

understand this phenomenon, let us consider the effect of choosing different delays on

the SAM operation. For example, Figure 4.11 shows the SAM output for two different

delays m1 = 1 and m2 = 1022. In the case of c̃1(k), the first chip would be multiplied by

the second one and the 1022 chip will be multiplied by the 1023rd chip. Similarly, the

first chip will be multiplied by 1023rd chip for c̃1022(k). On the other hand, the 1023rd

chip of c̃1022(k) will be multiplied with 2045th chip. But, we know the the code c̃(k) is

periodic over Nc. Hence, the product c(1023)c(2045) is equivalent to c(1023)c(1022),

which is of course the one chip delayed version of c1(k). Thus, it can be inferred that

the resultant of delay-and-multiply operation over m1 is similar to the output obtained

with the delay Nc −m.

Figure 4.11: Shift-and-multiply Outputs for m1 = 1 and m2 = 1022

To prove this prediction, let us write the correlation of the modified code obtained

by choosing m1 as,

Rm1
(τ) =

Nc−1∑

k=0

[

c(k)c(k −m1)
][

c(k − τ)c(k −m1 − τ)
]

τ = 0, 1, 2, . . . , Nc − 1. (4.42)
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Replacing k −m1 by a dummy variable k′ in the above correlation produces

Rm1
(τ) =

Nc−1−m1∑

k′=−m1

[

c(k′ +m1)c(k
′)
][

c(k′ +m1 − τ)c(k′ − τ)
]

(4.43)

Invoking the code periodicity, we have

Rm1
(τ) =

Nc−1−m1∑

k′=−m1

[

c(k′ − (Nc −m1))c(k
′)
][

c(k′ − τ + (Nc −m1))c(k
′ − τ))

]

(4.44)

Replacing τ + (Nc −m1) by a dummy variable τ ′, we have,

Rm1
(τ ′−m1) =

Nc−1−m1∑

k′=−m1

[

c(k′−(Nc−m1))c(k
′)
][

c(k′−τ ′)c(k′−τ ′−(Nc−m1))
]

(4.45)

Since c(k′) is periodic over Nc we can readily omit −m1 from the summation. Therefore,

Rm1
(τ ′ −m1) =

Nc−1∑

k′=0

[

c(k′)c(k′ − (Nc −m1))
][

c(k′ − τ ′)c(k′ − (Nc −m1)− τ ′)
]

(4.46)

The right hand side of the above equation can be represented by RNc−m1
(τ). That is

Rm1
(τ ′ −m1) = RNc−m1

(τ ′) (4.47)

Equivalently,

cm1
(τ ′ −m1) = cNc−m1

(τ ′) (4.48)

This result is important to the developed MCDD scheme. The result essentially implies

that there are only (Nc − 1)/2 distinct modified C/A codes that are obtained through

delay-and-multiply operation. On the other hand, we need to generate only (Nc − 1)/2

codes, as the other sequences can be obtained by delaying their corresponding counter-

parts. The PSLR convergence plot shown in Figure 4.9 indicates that the number of

correlations (M) can be reduced at the expense of some correlation performance degra-

dation. Furthermore, the modified C/A codes obtained through the delay-and-multiply

operation, employing delays m1 and Nc−m1, can be added coherently for a slowly vary-

ing residual carrier. Figure 4.12 shows an implementation that combines two individual

differential detectors’ output based on the derived result.
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Figure 4.12: Differential Detection Output Combining Technique

Correlation Performance – MCDD vs. Conventional Correlator

In the previous section, the correlation characteristics of the multi-correlator differential

detector was established. However, it would be desirable to relate the performance of

the multi-correlator differential with that of a conventional correlator. In this section,

it will be shown that the correlation output of MCDD is essentially similar to the

squared magnitude of conventional correlator. To derive the performance comparison,

let us express the correlation output for the developed MCDD scheme in a more general

fashion,

RM(τ) =
M−1∑

m=1

Nc−1∑

k=0

[c(k)c(k −m)] [c(k − τ)c(k −m− τ)] , τ = 0, 1, 2, . . . , Nc − 1.

(4.49)

In the above equation, we can readily interchange the order of the multiplication as

the C/A code assume biphase values (i.e. c(k), cm(k) = ±1), and the multiplication

operation is associative over the binary field {+1,−1}. Hence, we have

RM (τ) =
M∑

m=1

Nc−1∑

k=0

[c(k)c(k − τ)] [c(k −m)c(k −m− τ)] (4.50)

Replacing k − m with a dummy variable k′, where k = k′ + m and letting M = Nc

produces,

RM(τ) =

Nc−k∑

k′=1−k

Nc−1∑

k=0

[c(k)c(k − τ)] [c(k′)c(k′ − τ)] (4.51)
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Recall that c(k) and thus c(k′) is periodic over Nc and thus we can readily leave the

variable k in the outer summation. Hence, we can rewrite the above equation as,

RM(τ) =

Nc−1∑

k′=0

c(k′)c(k′ − τ)

Nc−1∑

k=0

c(k)c(k − τ) (4.52)

The two summations readily result in the correlation output R(τ). Therefore, the final

correlation output is given by,

RM(τ) = R2(τ) =

∣
∣
∣
∣
∣

Nc−1∑

k=0

c(k)c(k − τ)

∣
∣
∣
∣
∣

2

, τ = 0, 1, 2, . . . , Nc − 1. (4.53)

This result is of critical significance. The final expression in (4.53) fundamentally implies

that the output of the multi-correlation differential detector is essentially similar to that

of the squared magnitude output of a conventional correlator (or coherent matched

filter) in the absence of noise. To further validate the theory, the magnitude output of

|R(τ)| for conventional correlation and that of
√

|RM(τ)| for MCDD is shown in Figure

4.13 for the PRN 1 C/A code. The magnitude output was utilized instead of the squared

magnitude in order to provide a better comparison. Thus, the substantial correlation

suppression gain observed in Figure 4.8 in Section 4.1.6 can readily be summarized by

(4.53).
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Figure 4.13: Magnitude Output for Conventional Correlation and MCDD Sceheme
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In summary, we started with the extension of the delay-and-multiply property to the

proposed multi-correlator differential detector. Moreover, we observed substantial gains

in the auto and cross correlation suppression performance. The phenomenon behind

MCDD achieving a maximal correlation suppression for M = (Nc + 1)/2 was also

established. This can readily be utilized to combine the individual differential outputs

in the absence of residual carrier or over delays where its impact is least pronounced.

Finally, we found that the correlation output of the developed MCDD is essentially

similar to the squared magnitude output of a conventional correlator for M → Nc. In

other words, the MCDD decision statistics are asymptotically equivalent to that of an

incoherent matched filter in the absence of noise.

4.2 Detection Performance

In Section 3.6.5 of Chapter 3, the detection performance of the PDD scheme was estab-

lished by deriving the loss factor in the PDD scheme in comparision to the ideal coherent

matched filter. Similarly, we can define the loss factor for the proposed MCDD scheme

as,

LMCDD =
SNRCMF

SNRMCDD
(4.54)

To determine the SNR at the output of the MCDD, we can follow a similar analysis to

that of Section 3.6.5. Therefore, we can express the first two moments of the MCDD

detection output as,

E [T (x;H0)] ≈ 0

V ar [T (x;H0)] ≈ 4σ4
IM
[

NrNc − (M+1)
2

]

E [T (x;H1)] ≈ CM
[

NrNc − (M+1)
2

]

(4.55)
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Accordingly, we have the PSNR measure for the MCDD scheme as,

PSNRMCDD ≈
CM

[

NrNc − (M+1)
2

]

2σ2
I

√

M
[

NrNc − (M+1)
2

] =

√

M

[

NrNc −
(M + 1)

2

]
C

σ2
w

(4.56)

The SNR at the output of the coherent matched filter is expressed in (3.104) and is

rewritten here as

PSNRCMF =
C

σ2
w

(4.57)

Hence, the loss factor can be given by,

LMCDD =

√

M

[

NrNc −
(M + 1)

2

]

(4.58)

From the above equation, we see that the SNR loss in MCDD can be reduced signif-

icantly as M → NrNc. While this result is encouraging, in practice, the number of

parallel correlations and hence M can be critically limited by a number of factors. For

example, the proposed MCDD detection scheme requires M = 10230 to compensate for

squaring type loss and to achieve a detection performance similar to that of a coher-

ent matched filter with TCOH = 10 ms. On the other hand, it requires M = 1023 to

achieve a detection performance similar to that of the PCDD scheme with TCOH = 1

ms. Moreover, the convergence of the loss factor in MCDD could prove crucial for a

practical choice of M . Alternatively, the loss factor can be reduced by utilizing coherent

pre-filtering prior to the multi-correlation differential detection. However, as discussed

earlier, the use of coherent pre-filtering necessitates a limited frequency search.

In Section 3.6.6 of Chapter 3, it was shown that the GPCDD structure decomposes

to an incoherent matched filter for M → Nc. In the following sections, a similar proof

will be established for the proposed MCDD scheme as well. In other words, it will be

shown that the MCDD and that of the PF/MCDD structure decomposes to that of an

incoherent matched filter for M → NrNc and thus equivalent to an estimator-correlator.

The detection performance in the presence of AWGN is derived under two conditions.
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Initially, we derive the performance of multi-correlation differential detection consid-

ering only a coherent integration period of TCOH = NcTc. Then, we incorporate the

pre-filtering approach with that of mutli-correlation differential detection for a coher-

ent integration period beyond one code period. However, in both the cases, it will be

shown that the final test statistic is equivalent to that of the incoherent matched filter

for M → NcNr.

4.2.1 Multi-correlation Differential Detector

As discussed earlier, the detection performance is derived considering only an observa-

tion period of T = TCOH = 1 ms. Accordingly,the decision statistic for the developed

MCDD scheme can be expressed as

T (x) =
1

MNcNs

M∑

m=1

Nc−1∑

k=0

x̃m(k)c̃m(k − τ) (4.59)

where x̃m(k) = x(k)x∗(k −m) and x(k) =
√

2Cd(k)c(k)ej(2π∆Fk+φ0) + w(k). Note that

the influence of residual signal effects were already modelled in Section 4.1.5 and will

be ignored in x(k) from now onwards. Furthermore, we can express x̃m(k) into signal,

noise and cross terms arising from the multiplication of signal and noise components

as,

x̃ss
m(k) = c̃m(k)

x̃sw
m (k) = c(k)w∗(k −m) + c(k −m)w(k)

x̃ww
m (k) = w(k)w∗(k −m)

(4.60)

where x̃m(k) = x̃ss
m(k)+x̃sw

m (k)+x̃ww
m (k). Thus, the signal part of the above test statistic

is given by,

T ss(x) =
1

MNc

M∑

m=1

Nc−1∑

k=0

c̃m(k)c̃m(k − τ) (4.61)

The final part of Section 4.1.6 clearly indicated that the output of multi-correlation dif-

ferential detection is similar to the squared magnitude output in conventional coherent
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matched filter. Utilizing the final result as given in (4.53), and letting M = Nc, we can

write the signal component of the test statistic as,

T ss(x) ≈
∣
∣
∣
∣
∣

1

MNc

Nc−1∑

k=0

c(k)c(k − τ)

∣
∣
∣
∣
∣

2

= R2(τ), τ = 0, 1, 2, . . . , Nc − 1. (4.62)

The above expression is only an approximation because we ignored the residual signal

effects. Similarly, we can express the part of the test statistic arising from signal and

noise cross terms as,

T sw(x) =
1

MNc

M∑

m=1

Nc−1∑

k=0

(

c(k)w∗(k −m) + c(k −m)w(k)
)

c̃m(k − τ) (4.63)

Invoking the periodicity and bringing in cm(k − τ) in its expanded form produces,

T sw(x) = 1
MNc

∑M
m=1

∑Nc−1
k=0 c(k)c(k − τ)c(k −m− τ)w∗(k −m)

+ 1
MNc

∑M
m=1

∑Nc−1
k=0 +c(k − τ)c(k −m)c(k −m− τ)w(k)

(4.64)

One can readily notice the correlation of c(k) in the first summation and c(k −m) in

the second summation within the braces. Thus, we can rewrite the above equation as,

T sw(x) ≈ R(τ)
1

MNc

M∑

m=1

NsNc−1∑

k=0

w∗(k −m)c(k −m− τ) + w(k − nNc)c(k − τ) (4.65)

Note that the second term no longer includes the outer summation over m as c(k −

τ)w̄(k) is independent of m. Replacing k −m by a dummy variable k′ in the first term

on the right hand side produces

T sw(x) ≈ R(τ)
1

MNc

(
M∑

m=1

Nc−1−m∑

k′=−m

c(k′ − τ)w∗(k′) +

Nc−1∑

k=0

c(k − τ)w(k)

)

(4.66)

Note that w(k′) is wide sense stationary (i.e. E[w(k)] ≈ E[w(k − m)]) and hence

summation over k′ converges to its mean value especially for Nc >> 1. Besides, c(k′−τ)

is also periodic over Nc. Figure 4.14 shows the variance of the
∑Nc−1−m

k′=−m c(k′− τ)w∗(k′)

over m. From the plot, it is apparent the convergence is strong especially for large M

(i.e. M = 10Nc), which is the case for GPS signal acquisition. Note that the variance

estimate is unbiased as it has been scaled by Nc.
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Figure 4.14: Variance of
∑Nc−1

k=0 c(k −m− τ)w∗(k −m)

Accordingly, the effect of second summation over m hardly effects the output of the

inner summation over k′. Thus, dropping the first summation over m and replacing the

dummy variable yields

T sw(x) ≈ R(τ)
1

Nc

Nc−1∑

k=0

c(k − τ)w∗(k) +R(τ)
1

Nc

Nc−1∑

k=0

c(k − τ)w(k) (4.67)

Finally, we express the part of test statistic pertaining to the noise product term as,

Tww(x) =
1

MNc

M∑

m=1

Nc−1∑

k=0

w(k)w∗(k −m)cm(k − τ) (4.68)

The order of summation can be rearranged as w(k)w∗(k−m) is jointly ergodic. Further,

by letting M = Nc and expanding cm(k − τ) produces

Tww(x) ≈ 1

MNc

Nc−1∑

k=0

w(k)

(
Nc−1∑

m=0

w∗(k − (m+ 1))c(k − (m+ 1) − τ)

)

c(k − τ) (4.69)

Replacing k −m by a dummy variable k − k′ and letting M = Nc produces

Tww(x) ≈
(

1

Nc

Nc−1∑

k=0

w(k)c(k − τ)

)(

1

Nc

NcNs+k∑

k′=k+1

w∗(k′)c(k′ − τ)

)

(4.70)

In the above equation, we can consider the second summation to be independent of the

first one. This assumption is already validated during the previous analysis in regards
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to signal and noise cross terms and shown in Figure 4.14. Finally, dropping the dummy

variable yields,

Tww(x) ≈
(

1

Nc

Nc−1∑

k=0

w(k)c(k − τ)

)(

1

Nc

Nc−1∑

k=0

w∗(k)c(k − τ)

)

(4.71)

From (4.62), (4.67) and (4.71), we have

TMCDD(x) = R2(τ) +R(τ) 1
Nc

(
∑Nc−1

k=0 c(k − τ)w∗(k)

+
∑Nc−1

k=0 c(k − τ)w(k)
)

+ 1
Nc

(
∑Nc−1

k=0 w(k)c(k − τ)
)(

1
Nc

∑Nc−1
k=0 w∗(k)c(k − τ)

)

(4.72)

In Section 3.4.1 in Chapter 3, the decision statistic for an incoherent matched filter is

summarized in (3.62) and is rewritten here as,

TICMF (x) =

∣
∣
∣
∣
∣

1

Nc

Nc−1∑

k=0

(

c(k) + w(k)
)

c(k − τ)

∣
∣
∣
∣
∣

2

(4.73)

Taking the squared magnitude of TICMF (x) and upon further expansion yields,

TICMF (x) = R2(τ) +R(τ) 1
Nc

∑Nc−1
k=0 c(k − τ)w∗(k)

+R(τ) 1
Nc

∑Nc−1
k=0 c(k − τ)w(k) +

(
1

Nc

∑Nc−1
k=0 w(k)c(k − τ)

)(
1

Nc

∑Nc−1
k=0 w∗(k)c(k − τ)

)

(4.74)

Comparing (4.74) with (4.72), we see that the decision statistics of MCDD is reduces

to that of the incoherent matched filter for M → Nc. That is,

lim
M→N

TMCDD(x) ≈ TICMF (x) (4.75)

Figure 4.15 shows the distribution of ℜ{T (x)} for the incoherent matched filter and

that of the multi-correlation differential detector. While a coherent integration period

of TCOH = 1 ms was assumed for the incoherent matched filter, the multi-correlation

differential detector utilized M = 1022 correlation summations.

The PDF of MCDD closely approximates the Gaussian distribution although it in-

volves the product of two Gaussian distributed variates. The convergence to a Gaussian

distribution in multi-correlation differential detector is in accordance to the central limit
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theorem as a large number of summations (i.e. M >> 1) is being employed. Accord-

ingly, one can extend this analysis to characterize the SNR loss in a multi-correlation

differential detector with respect to a coherent matched filter as a function of M . Fig-

ure 4.16 shows the convergence of SNR loss in multi-correlation differential detection

as a function of M . The plot also includes the theoretical convergence rate of M−1/2
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Figure 4.16: Convergence of SNR Loss in Multi-correlation Differential Detection as a
function of M

based on the central limit theorem (Papoulis [1984]). Figure 4.16 essentially implies

that the gain accomplished by increasing M follows a diminishing return. For instance,

the reduction in SNR loss between M = 10 to M = 500 is around 6.5 dB. On the other
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hand, increasing or doubling M from 500 to 1000 resulted only in a further reduction

of around 1.5 dB. Hence, increasing the number of M may not always result in im-

proved detection performance. Alternatively, substantial reduction can be achieved by

selecting a moderate M at the expense of SNR loss.

4.3 Acquisition Performance Evaluation

Having derived the theory for the pre-filtering and multi-correlation differential detec-

tion, we now turn to empirical tests to validate the developed theory. These tests consist

of software-based analysis of IF samples from hardware simulated GPS signals. The

same data sets utilized for the analysis in Chapter 3 has been utilized here to allow for

coherent comparisons. The real data analysis primarily focuses on validation of various

concepts proposed in the earlier sections.

4.3.1 Pre-correlation Noise Suppression Performance

In Section 4.1, it was demonstrated that the pre-filtering in conjunction with post-

correlation techniques basically accomplishes similar performance improvements to that

of the original post-correlation detector with extended coherent integration. To fur-

ther verify this theory, the detection performance, in terms of PSNR, was evaluated

for a post-correlation noncoherent technique with and without pre-filtering. Figure

4.17 shows the PSNR performance as a function of residual frequency offset for both

cases. While the post-correlation noncoherent scheme utilized a coherent integration

period TCOH = LNcTc, the pre-filter/post-correlation noncoherent combination utilized

a TCOH = NcTc but with a pre-filter order of L. Figure 4.17 shows the acquisition

results for pre-filter orders of L = 2 and L = 4. The plot also includes the results from

post-correlation noncoherent detection alone. In all the cases, the total observation

period was set to 80 ms. From Figure 4.17, it is readily apparent that pre-filtering
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essentially accomplishes extended coherent integration.

A more interesting conjecture of pre-correlation noise suppression is the incorpora-

tion of pre-filtering with the pre-correlation differential detector. There it was proposed

that the use of pre-filtering enhances the pre-detection SNR thereby minimizing the

inherent SNR loss incurred during the differential detection. Moreover, it was reported

that the use of pre-filtering with pre-correlation differential detection is no longer in-

sensitive to frequency offset. To validate these predictions, the originally developed

pre-correlation differential detector was augmented with the pre-filtering unit. Subse-

quently, the effect of C/N0 and residual frequency offset were evaluated for both the

cases of with and without pre-filtering in the pre-correlation differential detector.

Figure 4.18 shows the convergence of PSNR as a function of pre-filter order and

observation period. The pre-filter order of 2 resulted in a 3 dB gain compared to the no

pre-filtering case as predicted by the theory. However, the PSNR gain with L = 8 was

around 6.5 dB, which is 1.5 dB less than the PSNR predicted by theory. Alternatively,

it took only an observation period of around T = 32 ms for the L = 8 case to exceed

the minimum detection threshold of 16 dB and thereby resulting in a gain of around 7

dB in comparison to the no pre-filtering case. Thus, there still exists an improvement
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over choosing larger pre-filter orders.
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Figure 4.18: PSNR Convergence of Pre-Filtering/Pre-correlation Differential Technique

The PSNR performance of the pre-filtering/pre-correlation differential detector as a

function of C/N0 is plotted in Figure 4.19. The use of pre-filtering indeed resulted in

better PSNR performance although the gain started to diminish with decreasing C/N0.

For example, the pre-filter order of L = 4 and L = 8 still aided the pre-correlation

differential detector and obtained a PSNR that exceeded the minimum threshold of

16 dB. However, the pre-filter resulted in no improvement for C/N0 around 32 dB-Hz

even with an order of L = 8. This is rather disappointing as we expected the pre-filter

to boost the SNR so as to minimize the SNR loss due to pre-correlation differential

detection. However, this does not come at a surprise as the pre-filter gain is effectively

canceled by the substantial SNR loss. For instance, a C/N0 of 32 dB-Hz would result in

a pre-detection SNR of around -31 dB. Accordingly, the SNR at the output of pre-filter

would be around -24 dB, which would still yield a substantial SNR loss.

The frequency sensitivity of the developed pre-filtering/pre-correlation differential

scheme was also evaluated as function of residual frequency offset and is shown in

Figure 4.20. The residual frequency offset was incremented in steps of 50 Hz up to 4
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kHz. Figure 4.20 confirms the theory that stated that the sensitivity is periodic over

1 kHz. Note that the pre-correlation differential scheme nearly suppresses the residual

carrier. The PSNR plot shown in Figure 4.20 readily follows the pre-filter’s frequency

response. Moreover, it also clearly shows the integer kilo-hertz ambiguity arising from

pre-filtering. However, it should be recalled that the integer ambiguity can be resolved

using the fine frequency estimation descried earlier in Section 3.4.4 of Chapter 3. Figure

4.21 further extends the analysis by increasing the resolution from 50 Hz to 5 Hz and

limiting the frequency offset to 500 Hz. The effect of pre-filtering with various orders

can be clearly seen in Figure 4.21.

4.3.2 Multi-correlation Differential Detection Performance

The following analysis primarily focuses on demonstrating the abilities of multi-correlation

differential detection in terms of code and frequency acquisition. The PF/MCDD

scheme alongside its various forms was implemented in a MATLAB environment. Ini-

tially the MCDD based code/frequency acquisition was validated using the 47 dB-Hz

C/N0 data set. The total observation time was set to 10 ms with the MCDD using

1022 correlation branches. Figure 4.22 shows the convergence of PSNR for different
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correlation combining techniques as a function of correlation summations. While the

FFT based and differential combining resulted in a final PSNR of around 31 dB, the

noncoherent combining yielded 29.4 dB. The coherent combining owing to the pres-

ence of residual carrier resulted in a maximum PSNR of 29 dB for M around 100 and

declined for subsequent increases in M .

100 200 300 400 500 600 700 800 900 1000
12

14

16

18

20

22

24

26

28

30

32

Correlation Summations (M)

P
S

N
R

 (
dB

)

Coherent
Differential
Noncoherent
FFT

Figure 4.22: PSNR Convergence as a Function of Correlation Summations

From Figure 4.22, it can still be seen that the convergence occurred at a faster rate

for coherent and FFT based combining, which are, of course, one and the same in the

absence of residual carrier. Interestingly, the effect of residual carrier can be be clearly

observed in the PSNR of coherent combining. For example, the PSNR gain exhibited

a null at every 300 Tc or every 3.41 kHz, wherein the uncompensated residual carrier

had a frequency of 3.45 kHz. Thus, the total number of correlation summations for

coherent combining in the presence of residual carrier is given by,

M ≈ 1

4∆FTc
(4.76)

Therefore, the maximum number of correlation summations is limited within 25 Tc

assuming a 10 kHz residual carrier, which still provides a gain of around 14 dB. Al-

ternatively, one can combine N number of correlation outputs coherently out of M

correlations and combining the resulting M/N in a noncoherent fashion.
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Frequency Estimation Performance

Earlier it was shown that the developed multi-correlation differential detection is capable

of estimating residual carrier within a much wider range. More importantly, the range

and the resolution of FFT based frequency estimation is flexible to accommodate either

wider frequency ranges or finer resolution. The quintessential fact behind FFT based

estimation is that the output of individual branches in MCDD collectively embodies

the residual carrier for the correct code phase. To further validate this assumption, the

real and imaginary parts of the the final detection output in MCDD for code phase is

plotted in Figure 4.23. The residual carrier for this particular case was around -3.45

kHz.
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Figure 4.23: Final Detection Output of MCDD for Correct Code phase as a Function
of m

From Figure 4.23, it is immediately apparent that the complex phase rotations

across the individual branches indeed represent the residual carrier in a collective fash-

ion. However, the residual carrier is now being sampled at Tc rather than Ts. As

described earlier, the resolution of the resulting FFT based estimator critically depends

on the bandwidth (and hence the input sampling rate) and the number of observation

points (M). Figure 4.24 shows the FFT output for a different number of correlation

branches while keeping the sampling rate or the individual differential delays at Tc.
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The bandwidth of the ensuing FFT based estimator is 1.023 MHz extending between

511.5 kHz on either side. Accordingly, the resolution can be halved for every doubling

in M as shown in Figure 4.24.
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Figure 4.24: Frequency Estimation Performance of MCDD/FFT based Scheme as a
Function of M

Alternatively, one can also improve the frequency resolution at the expense of FFT

bandwidth and thus frequency range. For example, the resolution can be halved for the

same M by halving the sampling rate. For instance, Figure 4.25 shows the frequency

offset estimation performance for a fixed value of M but with different sampling rates.

The resolution improved with decreasing sampling rate although the bandwidth of the

FFT estimator is also correspondingly reduced.Thus, the required sampling rate to have

a frequency estimation range of ± 10 kHz is around 50 Tc. In other words, the differential

delay should be incremented by 50 Tc over consecutive branches. Correspondingly, an

M for this input FFT sampling rate of around 1000 will yield a frequency resolution of

about 40 Hz.

Frequency Sensitivity Performance

Having analyzed the frequency estimation performance, we now turn to the frequency

sensitivity analysis of the developed multi-correlation differential detection. The robust-
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ness of the pre-correlation differential scheme to residual frequency errors was already

established in Section 3.7.4 of Chapter 3. The main motivation behind the resilience of

the multi-correlation differential detector is the chosen differential delay literally trans-

lates the residual carrier into a complex phase rotation, which is readily compensated

during the FFT based combining. However, the residual code Doppler can be of some

significance in the presence of large frequency offsets. The effect of residual code Doppler

on the outputs of individual differential detectors is given by,

∆Fc =
∆FTm

η
(chips), η = L1T

−1
c = 1540 (4.77)

For example, a residual frequency offset of 154 kHz would result in a residual code

Doppler of around 100 Hz. Accordingly, this residual code Doppler would manifest into

a drift of 0.1 chips over the differential delay of Tm = NcTc. Hence, the effect of 154 kHz

residual frequency offset would translate into a 5% power loss in the multi-correlation

differential detection with a uniform delay selection and M = Nc.

The frequency drift, on the other hand, has a significant impact on multi-correlation

differential detection especially for large differential delays. For instance, Figure 4.26

shows the normalized FFT output for 50 and 100 kHz/s frequency drifts. The FFT
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output without any frequency drift is also plotted for comparison. In Figure 4.26, one
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Figure 4.26: FFT Output of Multi-correlation Differential Detector with Frequency
Drift

can clearly observe the frequency dispersion incurred due to the presence of frequency

drift. To further understand the phenomenon, let us express the output of the individual

differential detectors for the correct code phase as,

y(m) = sinc(π̟TmNNcTc)sinc(π̟TmNcTc)e
j(̟[Nc−1

2 ]TmTc+ϕ0) (4.78)

where ϕ0 = Tm(ω − ̟Tm

2
) − ̟Tm(N − 1)NcTc/2, Tm = mTc and ̟ is the frequency

drift. Substituting for ϕ0 and rearranging the above equation yields,

y(m) = sinc(π̟TmNNcTc)sinc(π̟TmNcTc)e
j
((

ω − Tc
̟(N − 1)Nc +̟

2

)

Tm +
̟T 2

m

2

)

(4.79)

Note the above equation was directly obtained from (3.151) of Chapter 3, wherein the

effect of frequency drift on a particular differential delay was analyzed. Upon close

observation of 4.79, the manifestation of frequency drift across m can be observed in

the term ̟T 2
m/2. However, the effect of the this frequency drift would be felt over NcTc

and thus can be marginalized. More importantly, the frequency offset introduced by the

frequency drift can be observed in the term 0.5Tc(̟(N − 1)Nc +̟). Hence, increasing

either ̟ or N would correspondingly increase the observed frequency offset.
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Acquisition Sensitivity Performance

To evaluate the acquisition sensitivity of the multi-correlation differential detection and

that of pre-filtering, the same data sets (with C/N0’s ranging from 22 dB-Hz to 47

dB-Hz), which was utilized in analyzing the acquisition schemes was used here as well.

Initially, the effectiveness of different correlation combining techniques was evaluated

under varying C/N0 conditions. Figure 4.27 shows the PSNR performance of coherent,

differential and that of noncoherent correlation combining in multi-correlation differen-

tial detection. The number of correlation branches was set to 1022 and thus we would

expect substantial gain. The PSNR performance at least in the case of differential
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Figure 4.27: PSNR Performance of Different Correlation Combining Techniques in Mul-
ti-correlation Differential Detection (M =1022)

combining resulted in no degradation up until 37 dB-Hz. Accordingly, one could very

well utilize these noncoherent or differential correlation combining even for moderate

C/N0 levels. However, the significance of coherent combining is clearly apparent with

low C/N0 conditions as the noise enhancement is substantial in the noncoherent and

differential combining. Even the coherent combining barely managed to exceed the 16

dB PSNR threshold for the lowest C/N0 of 22 dB-Hz.

While the number of correlation branches was set to the maximum of M = 1022 in

the previous analysis, it may not require that many correlation branches to converge to
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the final PSNR. Hence, it would be highly desirable to analyze the effect of correlation

summations in terms of PSNR convergence. Figure 4.28 shows the PSNR convergence

with coherent correlation combining as a function of correlation summations for various

C/N0 levels. From Figure 4.28, one can readily notice the strong convergence at least
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Figure 4.28: Effect of Coherent Correlation Summations on PSNR Convergence

for nominal C/N0 conditions. For instance, it only took an M = 75 and an observation

period of T = 20 ms to converge to the final PSNR of 30.8 dB. On the other hand, the

rate of convergence declined with decreasing C/N0 levels as there was significant noise

enhancement that had to be suppressed. Unfortunately, the convergence for the 22 dB-

Hz C/N0, was meager and it would have required a lot more correlation summations.

Thus, the multi-correlation differential detection although desirable from its resilience

to frequency errors, is still deficient in combating weak signal conditions.

The major limitation with multi-correlation differential detection under weak signal

conditions is the substantial noise enhancement that incurs during the pre-correlation

differential process. Intuitively, one can infer that by enhancing the SNR prior to

performing the differential operation can aid in further improvements. Accordingly,

we can equip the multi-correlation differential detection with that of coherent pre-
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filtering to deal with weak signal conditions. However, the price of accomplishing this

enhancement in PSNR is the requirement of limiting the frequency search. To further

evaluate the significance of pre-filtering, the 22 dB-Hz C/N0 data was processed again

using the PF/MCDD technique with different pre-filter order’s. Figure 4.29 shows the

convergence of PSNR with the PF/MCDD scheme for different pre-filter order’s as a

function of correlation summations. The PSNR convergence with no pre-filtering is
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Figure 4.29: Effect of Pre-Filtering on Multi-correlation Differential Detector’s PSNR
Performance

also included in the plot for the sake of comparison. The PSNR performance and

its convergence generally improved with increasing pre-filter order. Moreover, it is

interesting to note the PSNR almost unaffected by the pre-filter order at least for M <

150 under these degraded signal conditions. However, the advantage of selecting higher

pre-filter order is readily apparent for larger correlation summations. For instance, a

pre-filter order of L = 8 resulted in a final PSNR gain of around 6 dB when compared

to the case of no pre-filtering. Besides, it also resulted in a faster convergence as it took

only a M of 200 to exceed the 16 dB PSNR threshold. It should also be noted that

the pre-filter order resulted in no apparent PSNR improvement in comparison to no

pre-filtering for M = 1022, it did result in better convergence over the no pre-filtering

case. Therefore, the use of pre-filtering in conjunction with multi-correlation differential
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detection can provide necessary ammunition to combat weak signal conditions at the

expense of increased computational complexity.

The PSNR performance of all the acquisition schemes developed during this re-

search are plotted in Figure 4.30 as a function of C/N0. The multi-correlation differ-

ential scheme utilized 1022 correlation branches for all the cases but also utilized a

pre-filtering with an order L = 8 for the 22 dB-Hz C/N0. Similarly, the post-correlation

noncoherent and differential schemes utilized a coherent integration of 4 ms for the 22

dB-Hz C/N0. From Figure 4.30, it is clearly apparent that the best overall PSNR perfor-

mance was achieved by the generalized post-correlation differential detection. Moreover,

it is even more attractive as it accomplished this PSNR gain while still maintaining a

coherent integration of 1 ms. However, one has to bear in mind that the PSNR gain is

critically influenced by the residual frequency error stemming from the initial coherent

integration. On the other hand, the multi-correlation differential detector yielded the

second best performance in terms of PSNR but also achieved this gain without the need

for initial frequency search. However, it still required some kind of limited frequency

search for the worst case C/N0 of 22 dB-Hz to accomplish similar PSNR levels to that

of generalized post-correlation differential scheme.
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4.4 Discussion

In Section 4.1, a pre-correlation noise suppression scheme was introduced. The de-

veloped pre-filtering scheme utilized the C/A code periodicity for its implementation.

The equivalence of coherent pre-filtering and extended coherent integration in post-

correlation detectors was established. More importantly, the advantage and the com-

plementary characteristics of pre-filtering and pre-correlation differential detector were

highlighted. In Section 4.1.4, the generalization of pre-correlation differential detection

namely the multi-correlation differential detection was established.

The effect of navigation data and a novel robust fine frequency estimation scheme

using FFT and MCDD was described in Section 4.1.5. The DAM property was further

utilized to characterize the correlation performance of a C/A code as a consequence

of MCDD. It was noted that the delay-and-multiply operation on a code of length

Nc yielded only (Nc − 1)/2 unique codes with the remaining being the time-shifted

versions of the original codes. More importantly, the correlation output of MCDD

was established as the squared magnitude output of a coherent matched filter and

summarized in (4.53). It should be emphasized here that both the GPCDD scheme

developed earlier and the MCDD scheme proposed in this chapter are asymptotically

equivalent to that of an estimator-correlator.



Chapter 5

Multi-Correlation Differential Detection Based Interference

Detection and Suppression

Acquisition under strong RFI is more difficult as the GPS receiver has no prior knowl-

edge of both signal and interference parameters. Moreover, many commercial receivers

are equipped with no or at most a basic level of protection against in-band RFI. This

chapter begins by giving a brief introduction of various RFI sources and types. The

effect of RFI at various stages of GPS receiver signal processing is succinctly reviewed.

The vulnerability of GPS C/A code detection to various RFI is also detailed. The ef-

fect of RFI on the proposed multi-correlation differential detection is analyzed. Conse-

quently, a simple but effective continuous wave (CW) interference detection, estimation,

and suppression scheme based on MCDD is introduced. The remainder of the chapter

is focused on the detection performance evaluation of the various acquisition schemes

under narrow band interference (NBI) environments. Besides, the use of frequency

excision and its effect on the developed detectors is also demonstrated.

5.1 RF Interference – Sources and Types

The widespread proliferation of GPS technology in commercial sector often comprises

of safety critical applications (Carroll [2003]). For instance, Emergency 911 in North

America and Emergency 112 in Europe largely rely on GPS for mobile user locationing.

Nevertheless, many commercial receivers are equipped with minimal or basic levels of

protection towards external RFI (Spilker and Natali [1996]). The GPS system, being

a spread spectrum system, does offer some resistance to external RFI in comparison

176
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to a narrowband system, however, the GPS signal undergoes significant attenuation

before it reaches the receiver which permits even relatively low power RFI to mask the

weak GPS signals. Potential interference largely emanates from unintentional sources

although intentional jamming and spoofing of GPS signals is also anticipated (Ward

[1995]). Figure 5.1 summarizes the various type of RF interference. Interference is

normally classified as either narrowband or wideband depending on the ratio of the

interfering signal bandwidth to that of the GPS signal bandwidth.

Figure 5.1: RFI Types (Ref: Spilker and Natali [1996])

The extreme form of narrowband interference is a signal consisting of a pure tone

(single) often referred to as continuous wave interference (CWI). The potential source

of CWI may typically include intentional CW jammers or unmodulated carriers (or

its harmonics) in the vicinity of the receiver. Later, it will be shown that the CWI

can induce substantial performance degradation despite having very small bandwidth.

Another form of CWI is the swept continuous wave interference (SCWI) arising pri-

marily from the harmonics generated by the frequency modulation (FM) transmitters

or from swept CW jammers. Phase/frequency modulated signals or their harmonics

produced from amplitude modulation (AM) transmitters or intentional chirp jammers

also constitute a form of narrowband interference.
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Wideband interference encompasses a range of interference sources of varying char-

acteristics. For instance, the mutual interference experienced by the GNSS signals from

different satellite vehicles are wideband and generally referred to as self interference or

intra-system interference. On the other hand, the mutual interference experienced by

the GNSS signals pertaining to different GNSS systems (i.e. GPS and Galileo) is of-

ten referred as inter-system interference. A wideband interference with similar spectral

characteristics such as similar bandwidth and center frequency is called matched spec-

trum interference, which are characteristic of intentional jamming and spoofing and in

many cases the pseudolites. Alternatively, the interference generated from pseudolites

or from stronger GPS signals (in indoor scenarios) toward’s weak GPS signals is referred

as near-far interference. Burst transmission systems such as ultra wideband (UWB)

systems and radar system result in a type of interference known as pulsed interference,

which are also wideband but are characterized by strong spectral lines. Finally, the

phase/frequency modulated signals (or their harmonics) from television transmitters

and microwave link transmitters also introduces a form of wideband interference.

5.2 RF Interference Effects and Receiver Trade-offs

The RF interference effects on the GPS receiver performance critically depends on

the design of the various stages of the GPS receiver. The low power transmission in

conjunction with substantial signal attenuation requires a considerable gain in the front-

end stages. Hence, many commercial receivers typically employ small dynamic range

that may not be able to accommodate gain variations induced by the interference.

Furthermore, there exists a fundamental trade-off in terms of front-end bandwidth.

For instance, the receiver bandwidth is usually set as wide as 20 MHz to suppress the

AWGN (i.e. narrow correlator). On the other hand, smaller bandwidth on the order of 2

MHz is more desirable to tackle out-of-band interference. RF filtering also plays a vital
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role in preventing the out-of-band interference from saturating the LNA and image

frequency problems in the down mixers. The major objective of the automatic gain

control (AGC) is to adaptively weigh the RMS amplitude of the downconverted signal

to remain constant at the input of analog-to-digital converter (ADC). Interestingly, the

same mechanism can also be utilized to implement an interference detector or most

commonly referred as jamming-to-noise ratio (J/N) meter (Ward and Betz [2006]).

Signal sampling and quantization primarily constitute the ADC process. It is in-

teresting to note that the sampling process inadvertly introduces aliasing noise into

the subsequent digitized signal that manifests as a wideband interference. It should be

emphasized here that both anti-aliasing filtering and sampling rate should be appropri-

ately selected to minimize the aliasing noise. Low cost GPS chips typically employ a

single-bit quantization as it no longer requires a AGC and the ADC can be simplified

to a limiting operation. However, the ensuing receiver design is extremely vulnerable

to even low levels of CWI. The use of multi-bit quantization alongside AGC is always

beneficial in terms of resilience to CWI. The use of nonuniform quantization also aids in

interference suppression although it follows a diminishing returns in terms of quantiza-

tion levels (Amoroso [1983]). The performance of signal acquisition, tracking and that

of data demodulation fundamentally depends on the signal-to-noise and interference

ratio (SNIR) at the output of the individual correlator.

5.3 Interference Detection and Suppression

Interference detection and mitigation are central for protecting the GPS receiver against

external RFI (Ward [1995]). Figure 5.2 provides a brief overview of various interfer-

ence mitigation techniques that can be applied in a GPS receiver (Casbona and Rosen

[1999]). Interference detection can be achieved by analyzing the residuals in the nav-

igation solution as in the case of receiver autonomous integrity measurement (RAIM)
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(Spilker and Natali [1996]). Nonetheless, the effectiveness of RAIM methods can still be

restricted with limited satellite availability. The impact of narrowband interference can

be detected by observing the tracking loop outputs using multi-correlator techniques

(Macabiau et al. [2001]). However, the receiver should be tracking the signal in order to

detect the presence of interference (Ward and Betz [2006]). Interference detection can

also be accomplished in acquisition by analyzing the statistical properties. For instance,

the distribution of the detection output tends to be non-Gaussian in the presence of nar-

rowband interference (Cutright et al. [2003]). Other techniques include time-frequency

analysis and statistical inference methods for interference detection (Balaei [2006] and

Lijun et al. [2005]). Ward [1995] describes a simple approach to process the control

signals of automatic gain control (AGC) to accomplish interference detection. Alterna-

tively, transform domain processing (i.e. DFT) can also be used to reliably detect the

presence of narrowband interference (Cutright et al. [2003]).

Figure 5.2: Overview of GPS Interference Mitigation Techniques

Judicious design of RF/IF stages, AGC loops, and A/D converters can protect a

GPS receiver from external RFI (Spilker and Natali [1996]). On the other hand, spe-

cially designed receivers make use of advanced interference detection and mitigation

techniques to detect and suppress the RFI. Interference mitigation techniques can be
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carried out both spatially and temporally (Ward and Betz [2006]). Spatial processing

such as adaptive null steering or beamforming offers significant interference suppression

for a variety of RFI. However, the issue of system complexity, manufacturing cost and

physical dimension largely limit the application of these techniques. Temporal process-

ing such as temporal or spectral filtering can provide modest interference suppression

performance with moderate levels of system complexity. Temporal processing can be

performed prior to or after correlation detection. Adaptive notch filtering and frequency

excision techniques are examples of pre-correlation techniques. Post-correlation tech-

niques are usually referred to as adaptive code/carrier tracking loops, which utilize INS

aiding data from external sensors such as IMUs.

To develop novel interference detection, estimation, and suppression algorithms, it

is necessary to initially investigate the interference effects on the developed detectors.

In the subsequent sections, the effect of RFI on the conventional correlator and that

of the proposed MCDD scheme is performed by deriving their corresponding detection

outputs.

5.4 Effect of Interference on Matched Filter Detector

Analyzing the effect of interference on the correlation detection output provides a means

to characterize the influence of interference on GPS L1 C/A code acquisition. Recall

that the spectrum of the received GPS signal is composed of periodic spectral C/A

code line components with a finite dispersion caused by the navigation data. The

sampled complex baseband representation of low-pass received signal in the presence of

interference is given by,

x(k) =
√

2Cd(k)c(k)ej(2π∆Fk+φ0) +
√

2Ip(k)ej(2π∆FIk+φ′

0) + w(k) (5.1)

where x(k) is chip sampled output of the received baseband signal. C and I are the

carrier and interference power respectively. c(k) and p(k) are the respective transmitted
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C/A code signal and interference signal. The received signal is characterized by a

residual frequency and phase offset of ∆F and φ0. Similarly, the interference signal has

a frequency offset of ∆FI from the GPS L1 frequency and φ′
0 being its phase offset. The

characteristics of the interfering signal can be readily represented in p(k). For example,

p(k) is typically assumed to be slowly varying with respect to c(k) for narrowband

interference and time invariant for CW interference. On the other hand, for wideband

interference, p(k) varies much more rapidly than c(k). w(k) denotes the complex AWGN

with the zero mean and variance σ2
w. Characterizing the interference at the output of a

detector is of critical interest for the analysis of RF interference effects. For a particular

θ̂ = [∆F̂ , τ̂ ], the received signal along with interference is multiplied by the locally

generated residual carrier and PRN code. The output is typically integrated coherently

over the C/A code period, which is further accumulated in a coherent or noncoherent

fashion. The output of the matched filter in the presence of interference is given by,

y(n) =
√

2Cd(n)R(τerr)ψ∆Ferr(n) +
√

2Ip′(n)ψ∆F ′

I
(n) + w(n) (5.2)

where y(n) =
∑(n+1)Nc−1

k=nNc
x(k)c(k − τ̂ )ej2π∆F̂ k. ψ∆Ferr(n) is the frequency ambiguity

arising from the uncompensated residual frequency error. ψ∆F ′

I
(n) is the new center

frequency of the interfering signal relative to the downconverted baseband GPS C/A

code signal. Following a similar analysis, we can readily derive the signal and noise

output as,

d(n) =
∑(n+1)Nc−1

k=nNc
d(k)

R(τerr) =
∑Nc−1

k=0 c(k − τ)c(k − τ̂ )

ψ∆Ferr(n) = sinc(π∆FerrNcTc)e
j(2π∆Ferr[nNc+

Nc−1

2 ]Tc+φ0)

w(n) =
∑(n+1)Nc−1

k=nNc
w(k)c(k − τ̂ )ej(2π∆Fk+φ0)

(5.3)
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where ∆Ferr = ∆F −∆F̂ and τerr = τ − τ̂ . Similarly, the interference at the output of

matched filter detector is given by,

p′(n) =
∑(n+1)Nc−1

k=nNc
p(k)c(k − τ̂)

ψ∆F ′

I
(n) = sinc(π∆F ′

INcTc)e
j(2π∆F ′

I[nNc+
Nc−1

2 ]Tc+φ′

0)
(5.4)

where ∆F ′
I = ∆FI − ∆F̂ . The effect of interfering signal on the GPS C/A code ac-

quisition can be well understood by analyzing the Fourier transform of (5.2). During

acquisition, one can readily notice that p′(n) is essentially the correlation of the inter-

fering signal p(k) and that of the local PRN code signal c(k) over τ . Accordingly, the

spectrum of p′(n) is the product of the individual spectrum’s of c(k) and p(k). In other

words, the Fourier transform of (5.4) readily yields the cross PSD of the local PRN code

and that of interfering signal. Hence, the magnitude (or weight) of the specific C/A

code spectral line affected by the interference signal crucially determines the impact of

interference. The power level of the individual line components typically assumes levels

around -30 dB below the code power although there exists individual lines with rela-

tively higher powers. Table 5.1 lists the worst line frequencies and their corresponding

amplitudes in reference to the nominal -30.1 dB for a set of GPS PRN codes.

C/A Code Worst Line Frequency Amplitude above
PRN Number (kHz) Nominal Value (dB)

1 42 7.39
2 263 6.98
3 108 8.06
4 122 7.12
5 122 7.12
6 227 8.81

Table 5.1: Worst C/A Code Spectral Lines (Ref: Ward [1995])

For instance, the PRN 6 C/A code is characterized by a worst line frequency at

around 227 kHz. If a CWI happens to fall on this spectral line, it is only scaled down by

-21.59 dB rather than the nominal -30.1 dB, which puts the receiver in a more vulnerable
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situation to the interference signal. Fortunately, the worst line frequency varies for every

PRN code ensuring that other PRN’s are less effected from a interference signal for a

particular relative center frequency. More importantly, if a CWI signal falls in the

vicinity of a C/A code spectral line, it will readily leak through the correlators. Figure

5.3 shows the imaginary component of the correlation output that comprises of the

interference alone. The plot shows the correlation output of the CW interference signal

with similar powers (i.e. SIR = 45 dB) but with different relative center frequencies.

From Figure 5.3, one can readily notice the interference magnitude is substantially

increased for the center frequency of 42 kHz in comparison to the 4 kHz center frequency.

Note that, the PRN 1 C/A code was utilized for this scenario, which had the worst line

frequency at 42 kHz as listed in Table 5.1. Therefore, the effect of CWI critically

depends on its relative center frequency and the weights of the individual C/A code

spectral lines that are in the vicinity of the CWI spectral line.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

Time (ms)

N
or

m
al

iz
ed

 C
or

re
la

tio
n 

O
ut

pu
t

∆ F
I
 ’ = 4 kHz

∆ F
I
 ’ = 42 kHz

SIR = 45 dB 

Figure 5.3: Effect of C/A Code Spectral Line on CW Interference Suppression

A narrowband signal with its center frequency taking one of the C/A reference line

frequencies generates a comb of line components and eventually leak through the cor-

relator as well (Spilker and Natali [1996]). A wideband interference exerts a uniform
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degradation as the power is more or less evenly distributed over the entire interfering

spectrum. Periodic wideband interference as in self-interference, can still severely de-

grade, if the spectral line of interfering signal aligns with the spectral lines of the signal

of interest. Finally, it should be emphasized here that the probability that an inter-

fering signal falling on the spectral line is relatively low. Moreover, the probability of

multiple PRN’s being affected by narrowband interference is even lower. A wideband

interference, on the other hand, is more dangerous as it has the ability to effect all the

PRN’s. However, it requires much higher power than the power is being spread across

the bandwidth.

The aforementioned analysis can be readily extended to assess the impact of inter-

ference on tracking as well. It should be noted that for interference for a specific code

offset (i.e. tracking), the magnitude spectrum of (5.4) readily follows the convolution of

an interference spectrum with the C/A code spectral lines. Consequently, the impact of

CW interference can be seen as the convolution of impulse spectrum (centered on ∆F ′
I )

with the C/A code spectral lines. For narrowband interference, the magnitude spectrum

of (5.4) would become smoother if the bandwidth of the narrowband signal exceeds the

C/A periodic repetition frequency (i.e. 500 Hz, assuming single-sided bandwidth).

5.5 Interference Effects on PF/MCDD technique

In contrast to a matched filter, the effect of interference on differential detection is yet

to be investigated in the context of GPS signal detection. The differential detection, if

utilized properly can be applied to detection, estimation and possibly the suppression of

interference. However, it is necessary to initially characterize the effect of interference

on the output of a differential detection for any subsequent development of interference

detection and mitigation algorithms.
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5.5.1 Multi-correlation Differential Detection

The quintessential operation of the MCDD is the differential detection, which was shown

earlier as a modified implementation of a differential detector. The effect of interfer-

ence can be readily characterized by deriving the MCDD output in the presence of

interference. The output of the mth differential detector with (5.2) as its input is given

by,

ỹm(k) = ỹss
m(k) + ỹpp

m (k) + ỹsp
m (k) + ỹsw

m (k) + ỹpw
m (k) + ỹww

m (k) (5.5)

where ỹss
m(k), ỹpp

m (k), and ỹww
m (k) are the signal, interference and noise product terms.

The signal, noise and interference cross terms are represented by ỹsp
m (k), ỹsw

m (k) and

ỹpw
m (k). The individual terms are given by,

ỹss
m(k) = 2Cd(k)d(k −m)c(k)c(k −m)ej2π∆Ferrm

ỹpp
m (k) = 2Ip(k)p(k −m)ej2π∆F ′

Im

ỹww
m (k) = w(k)w∗(k −m)

ỹsp
m (k) =

√
2C

√
2I
[

d(k)p∗(k −m)c(k)ej(2π(∆Ferr−∆F ′

I)k+φ0−φ′

0)ej2π∆F ′

Im

+ d(k −m)p(k)c(k −m)ej(2π(∆F ′

I−∆Ferr)k+φ′

0−φ0)ej2π∆Ferrm
]

ỹsw
m (k) =

√
2C
[

d(k)c(k)w∗(k −m)ej(2π∆Ferrk+φ0) + d(k −m)c(k −m)w(k)e−j(2π∆Ferrk+φ0)
]

ỹpw
m (k) =

√
2I
[

p(k)w∗(k −m)ej(2π∆F ′

Ik+φ′

0) + p∗(k −m)w(k)e−j(2π∆F ′

Ik+φ′

0)
]

(5.6)

In Section 4.2, the MCDD detection output was shown to be similar to the squared

magnitude output of coherent matched filter detector. However, the modified imple-

mentation using MCDD can be utilized advantageously to implement intermediate fre-

quency suppression techniques. For example, in (5.6), the interference at the output of

differential detection is translated to baseband. This is of critical significance in terms

of narrowband interference. For example, a CWI signal despite its center frequency

will be translated to D.C. (or 0 Hz) and thus being attenuated significantly ( 30.1

dB). For narrowband interference, this alleviates the estimation of center frequency
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and bandwidth. On the other hand, for wideband interference, the MCDD can still be

advantageous for interference cancellation. For instance, traditional interference can-

cellation techniques require the estimation of the navigation data, d(k), and residual

carrier in addition to the amplitude of the interfering GPS C/A code signal (Madhani

et al. [2003]). In contrast, the MCDD effectively suppresses time varying phase intro-

duced by the residual carrier and that of data modulation and thereby eliminates the

need for navigation data prediction and residual frequency offset estimation.

5.5.2 MCDD based CWI Detection, Estimation and Suppression

In the presence of a CWI signal, the term ypp
m (k) in (5.6) can readily be approximated

by a constant p(k) and is readily assumed to be time-invariant. Recognizing the fact

that both the C/A code signal c(k) and the background noise w(k) is zero mean, the

presence of CWI signal can be readily detected by estimating the mean of the differential

detector and comparing it against a threshold. The mean value estimate is given by,

Ω(m) =
1

NNc

NNc−1∑

k=0

ỹm(k) (5.7)

Substituting for ỹm(k) and assuming the mean statistics of product terms arising from

signal and noise multiplication to be zero (in the asymptotic sense) produces,

Ω(m) ≈ 2Ip̃m(k)ej2π∆F ′

Im (5.8)

where |Ω(m)| readily yields the power of the interference signal. It should be emphasized

that this approximation is valid only for NNc >> 1 and p(k) is a constant or slowly

varying with respect to c(k). Therefore, the presence of a CWI signal can be detected

by simply measuring the mean of the individual differential detector and comparing it

against a pre-defined threshold. Besides, the mean |Ω(m)| can also be utilized as an

indirect measure of the CW signal power. Figure 5.4 shows |Ω(m)| in the presence of

the CW interference (LHS plot) and the performance of SIR estimator based on the

same principle (RHS plot).
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Figure 5.4: Detection of CW Interference Using MCDD Technique

From Figure 5.4, it is apparent that the accuracy of the SIR estimation improves with

increasing SIR in accordance with theory. Note that the performance of the aforemen-

tioned SIR estimator can also be improved by averaging across the differential detector

output using the envelope detection output. Moreover, it is also desirable to estimate

the parameters of the interference signal to effectively cancel it in later stages. Interest-

ingly, the complex phase rotations at the output of differential detector represented by

Ω(m) collectively embody the CWI signal. For instance, we can utilize a simple FFT

based frequency estimator to estimate the frequency of the CW interference. Note the

developed frequency estimator should be capable of estimating multiple CW interfer-

ence signals. Figure 5.5 shows the real and imaginary components of the differential

detector output as a function of m.

The scenario includes two CW interferer’s at 4 and 7 kHz with the relative interfer-

ence power of 24 and 21 dB respectively. In the presence of multiple CW interferer’s, the

mean Ω(m) represents the summation of the individual but orthogonal CW interferer’s.

The normalized FFT output of Ω(m) is also plotted in Figure 5.5. The resolution

and the bandwidth of the FFT based frequency estimator is given by ΓBW = T−1
c and

ΓRES = 2MT−1
c . Figure 5.6 illustrates the MCDD and FFT based CW interference
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detection and estimation.

Figure 5.6: MCDD and FFT Based CW Interference Detection and Estimation

From (5.8) and (5.2), it can be readily inferred that removing the mean from (5.2)

would effectively accomplish the process of interference suppression. Note that by re-

moving the mean of the correlation output across the correlation branches does not
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affect the final detection output. The CW interference suppressed output is given by,

ȳm(k) = ỹm(k) − 1

N

N−1∑

k=0

ỹm(k) (5.9)

whereM is the observation period to estimate the mean value. Note that the summation

operation in the above equation can be readily accomplished through a moving average

filter. Figure 5.7 shows the convergence of |Ω(m)| as a function of observation period.

The plot readily corroborates the convergence of |Ω(m)| for an observation period of 10

ms (or N = 10TrT
−1
s ). Besides, the convergence is similar for various differential delays.
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Figure 5.7: Convergence of |Ω(m)|

Thus, the MCDD technique can be effectively adopted to detect, estimate and sup-

press CW interference with only moderate levels of complexity. However, it should

be emphasized here that the CW interference suppression scheme may not be effective

against multiple CW interferers as the differential detection output would also contain

intermediate beat frequencies. The aforementioned interference detection and estima-

tion can also be applied for narrowband interference with much smaller bandwidth. The

developed MCDD scheme should be augmented with further interference suppression

schemes to tackle the narrowband interference with larger bandwidths or multiple tone
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CWI signals.

5.6 Acquisition Performance Evaluation

Having analyzed the effect of RF interference on the standard and multi-correlation

differential detection, we now turn to real data analysis. The test setup utilized the

hardware signal generator alongside a commercial off the shelf (COTS) arbitrary sig-

nal generator for emulating the CW and narrowband interference. The FFT based

frequency excision algorithm was also developed and incorporated in the standard non-

coherent and the multi-correlation differential detection for further performance evalu-

ation.

5.6.1 Test Methodology

The developed test methodology utilized hardware simulated GPS signals to emulate

controlled scenarios of interference environments. Figure 5.8 illustrates the test setup

employed for the GPS data collection. The test setup included the Spirent GSS7700

GPS L1 signal generator, Agilent ESG E4413B for interference signal generation and

Spirent GSS4766 interference combiner unit. The GPS signal generator and the interfer-

ence combined was controlled by the SimGEN software. The output of the interference

combiner output was pre-amplified by an LNA (30 dB gain) and subsequently supplied

to the front-end NovAtel Euro-3M GPS card modified to output raw IF samples at

40 MHz (20 MHz for combined I and Q). The IF data was then resampled to 2.046

MHz with and digitized to 3-bit values. The receiver’s C/N0 estimate of a high eleva-

tion satellite (PRN20) was used as a baseline for defining nominal hardware simulator

levels.

The interference scenarios included CW interference with the relative offset of 1

kHz at power levels of 15 dB and 30 dB higher than the GPS nominal power level.



192

Figure 5.8: Interference Analysis – Test Setup

For narrowband interference, similar power levels were used alongside an interference

bandwidth of 100 kHz (approximately 10% of GPS first null-to-null bandwidth). Figure

5.9 shows the spectrum of received GPS signal for the case of CW and narrowband

interference. Note that the resultant spectrum was also characterized by additional

CW spectral lines around 500 kHz.
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Figure 5.9: Magnitude spectrum of received GPS L1 signal. (LHS) CW interference
(RHS) Narrowband interference

The benchmark performance of both the acquisition techniques was evaluated for

the PRN 20, which had a C/N0 of 47 dB-Hz. However, it is recognized that there

would be finite power loss from the cables connecting the signal generator, LNA and

the front-end. The post-correlation noncoherent, differential and generalized techniques
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utilized one millisecond pre-detection integration period (i.e. TCOH = 1 ms). Besides,

they also utilized an extended observation time of T = 100 ms. On the other hand, the

MCDD technique with M = 1022 correlator branches with a similar total observation

period of 100 ms. The same set of acquisition parameters had been consistently used

to obtain the subsequent results.

In Section 5.4, it was reported that the CW interference can potentially leak through

the correlator if its center frequency falls on the C/A code spectral lines. Macabiau

et al. [2001] also utilized the same principle to develop a CW interference detection.

To further validate, IF data in the presence of CW interference with a relative center

frequency of 1 kHz with respect to the PRN 20 C/A code signal was collected and

subsequently processed. Figure 5.10 shows the matched filter detector output in the

presence of a 15 dB CW interferer with a relative center frequency of 1 kHz. The

coherent integration time was set to 100 ms so as to clearly observe the effect of the

CW interference. The plot clearly shows the presence of CW interference in the received
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Figure 5.10: Matched Filter Detector Output in the Presence of CW Interference (SIR
= 15 dB)

GPS C/A code signal. However, the receiver was still able to acquire the PRN 20 C/A

code signal even in the presence of a 15 dB CW interference. A simple CW interference
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detection based on analyzing the mean value at the output of the differential detector

was introduced in Section 5.5.2. To validate the developed CW interference detector,

the magnitude of |Ω(m)| is plotted in Figure 5.11 for various interference power levels

as a function differential delays. The plot also includes the |Ω(m)| in the absence of

CW interference.
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Figure 5.11: MCDD Based CW Interference Detection

From Figure 5.11, it can readily be noticed that |Ω(m)| tends to take higher values

with increasing interference power levels. The relative values of |Ω(m)| for the 15

and 30 dB CW interference in regards to clean GPS signal were around 6.5 and 21

dB, respectively. The bias in the CW interference power estimation could be readily

attributed to the additional CW interferer’s around 500 kHz as shown in Figure 5.9.

Interestingly, the mean Ω(m) also embodies the CW interferences as well. Hence,

by analyzing |Ω(m)|, we can readily determine the existence of CW interference and

possibly provide an estimate of the values. Figure 5.12 shows the real and imaginary

components of Ω(m) for the case of the 15 dB CWI signal.

The plot readily confirms the existence of a CW interference with a relative center

frequency of around 1 kHz. The existence of a secondary CWI signal can also be
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observed in the form of high frequency periodic variations in Ω(m). Figure 5.13 shows

the normalized FFT output of Ω(m) with Tc being the input sampling rate to the FFT

estimator. The plot indicates the presence of strong CW interference around 1 kHz and

-428 kHz. The interference at -428 kHz can also be observed in Figure 5.9. Furthermore,

the CW interference had a 7 dB lower power compared to the stronger CW interference

at 1 kHz but still sufficient to effect the weak GPS C/A code signal.
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5.6.2 Acquisition Sensitivity Tests

The acquisition performance of various detectors in the presence of CW and narrow-

band interference is tabulated in Table 5.2. The detection schemes performed well

amidst of 15 dB CW and narrowband interference. However, almost all the detectors

suffered a substantial degradation at 30 dB interference power levels. The developed

MCDD technique was able to acquire the PRN 20 C/A code even with the 30 dB CW

interference. It also barely managed to acquire the same PRN 20 C/A code for the 30

dB narrowband interference scenario. Nevertheless, there still exists some significant

amount of degradation even with the MCDD scheme. It should be emphasized here

that the MCDD technique basically suppresses the mean or the DC component and

thus suppresses CW interference with line bandwidth. However, the bandwidth of the

interference signal even for CW interference is finite. Secondly, the cross terms aris-

ing from the interference signal also substantially increases the noise floor that further

degrades the MCDD acquisition performance.

Detector CW Interference (dB) Narrowband Interference (dB)
Type 15 30 15 30

PCND 26.7 10.4 24.8 11.7
PCDD 31.1 13.1 27.1 11.3
GPCDD 32.2 15.8 31.4 10.3
MCDD 31.6 19.6 30.2 17.1

Table 5.2: PSNR Performance under CW and Narrowband Interference Environment

The use of the frequency excision technique will significantly enhance the acquisi-

tion performance especially at higher interference power levels (Peterson et al. [1996]).

Recall that the matched filter detector is no longer optimal in the presence of non-

Gaussian noise as in the case of narrowband interference. The traditional frequency

excision technique essentially detects the non-Gaussian statistics of the received signal

by observing the spectrum of the received GPS C/A code signal (Ndili and Enge [1998]).

The spectrum is divided into number of frequency bins, wherein the magnitude of each
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spectral bin is compared against a threshold (Dipietro [1989]). The threshold can either

be fixed based on a priori knowledge or adaptive in which case, the threshold is typically

set to the standard deviation of the spectrum (Jiang et al. [2004]). The spectral bin

with magnitude exceeding the threshold can be simply set to zero (or a small value).

It is recognized that the FFT based excision incurs interference spectral leakage due to

the finite FFT process. However, the effect of this spectral leakage can be reduced by

utilizing appropriate windowing methods (Jiang et al. [2004]).

The frequency suppression in the frequency domain can be readily understood as

pre-whitening filtering, whereby the spectrum is made flat by removing part of the

spectrum. Thus, the matched filter can be readily applied as the subsequent samples

from the frequency excision unit are no longer non-Gaussian. However, the frequency

excision process also eliminates the useful signal components and thus there would

still be some degradation. In the presence of narrowband interference, the bandwidth

should also be estimated to optimally excise the spectrum pertaining to the narrowband

interference.

Figure 5.14 shows the PSNR improvement for the different detectors with frequency

excision. The excision bandwidth was set to 1 kHz and the spectral bins exceeding

the threshold were replaced by the standard deviation estimate of the spectrum. Note

that the use of frequency excision resulted in further PSNR degradation for the 15

dB CW interference scenario. The degradation can be readily attributed to the fre-

quency excision bandwidth of 1 kHz and in particular the removal of the stronger C/A

code spectral line. On the other hand, significant improvements were observed for the

stronger 30 dB CW interference scenario. The PSNR improvement for the MCDD is

not significant in comparison to other detectors, as it utilized an inherent interference

suppression mechanism. On the other hand, the PCDD and the GPCDD structure

resulted in the maximum PSNR gain with the application of frequency excision. Be-
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sides, the PCDD and GPCDD structures can also employ the CWI signal suppression

mechanism proposed here in terms of MCDD.
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Figure 5.14: PSNR Performance Improvement with Frequency Excision Technique for
CW Interference

Figure 5.15 shows the narrowband interference suppression in terms of the received

and excised spectrum alongside their correlation outputs. The plot corresponds to the

PCND with a coherent integration period of 1 ms and a total observation time of 100

ms. The interference signal had a received power level of around 30 dB and a bandwidth

of 100 kHz centered around 1 kHz.

The plot readily confirms the significance of the frequency excision technique for

narrowband interference suppression. One can also observe the pre-whitening of the

received spectrum as a consequence of frequency excision. Figure 5.16 shows the PSNR

performance as a function of frequency excision bandwidth. The saturation of PSNR

around 100 kHz can be uniformly observed across all the detectors as the interference

spectrum is completely excised.

Figure 5.17 shows the PSNR improvement with frequency excision for the narrow-

band interference. The interference excision bandwidth was set to 120 kHz for optimal

interference suppression. The MCDD, due to its inherent interference suppression abil-
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ity, resulted in the least PSNR gain with the application of the frequency excision. It

should be emphasized here that the proposed GPCDD and MCDD structure yielded

superior detection performance over the traditional PCND and PCDD structures under

RFI environment. The MCDD structure also offered a partial interference suppression

through mean value suppression approach described in the context of CWI suppression.
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Figure 5.17: PSNR Performance Improvement with Frequency Excision Technique for
Narrowband Interference

5.7 Discussion

Sections 5.1 and 5.2 briefly introduced the sources of different RFI and their effect on a

conventional GPS receiver. In Section 5.4, we derived the matched filter output in the

presence of interference. The detection output for the MCDD, in the presence of RFI,

was derived in Section 5.5. The usefulness of the proposed structure in terms of inter-

ference suppression was succinctly introduced. Subsequently, a simple CWI detection

scheme based on analyzing the mean value at the output of the differential detector

was proposed. The scheme was further developed to estimate the CWI parameters such
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as the center frequency and interference power. Finally, the acquisition performance of

various detectors in the presence of CW and narrowband interference was analyzed in

section 5.6. The MCDD structure generally proved to be robust against NBI even at

stronger interference power levels. The significance of frequency excision techniques for

interference suppression was also demonstrated in terms of real data analysis. It should

be emphasized here that the research presented in this chapter is not comprehensive

and was intended to demonstrate the use of differential detector sturctures for GPS

signal detection under RFI.



Chapter 6

Modernized GPS Signal Acquisition – New Results

The commencement of GNSS modernization critically necessitates new acquisition al-

gorithms to wholly utilize the innovative signal structure. A number of detection algo-

rithms developed for the problem of legacy GPS C/A code acquisition were extended to

modernized signal acquisition. Unfortunately, the new signal structure potentially lim-

its the applications of these detectors to modernized GPS signal acquisition. Therefore,

it is necessary to adapt the original detection algorithms for modernized GPS signal

acquisition to achieve maximum benefit. In accordance with this objective, this chapter

further develops the detection algorithms proposed in Chapters 3 and 4 for modernized

GPS signal acquisition. This chapter begins by briefly introducing the modernized sig-

nal structure. A brief review of different acquisition schemes proposed in the literature

for modernized GPS signal acquisition is presented. Consequently, a number of variants

of the detectors/estimators developed in Chapters 3 and 4 are introduced for modern-

ized GPS signal acquisition. The generalized post-correlation differential detector, in

particular, is developed for the problem of GPS L2C code acquisition. The asymptotic

optimality of the generalized post-correlation differential detection for the CL code de-

tection is established. Similarly, the advantage of using multi-correlation differential

detection for NH code detection in GPS L5 acquisition is established. Furthermore,

the significance of judicious short synchronization code design is emphasized from the

view point of NH code acquisition. Finally, the developed concepts are validated using

the hardware simulated and live GPS signals side-by-side using detection performance

comparisons.

202
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6.1 Modernized Signal Structure

The block IIR-M satellites 1 transmit the modernized GPS L2C signals on the L2 signal

in addition to the legacy GPS C/A code signal at L1. The modernized GPS L5 signals

will be transmitted by block II-F satellites, which also transmit the C/A and L2C code

signals on the L1 and L2 frequencies. The block IIR-M and II-F satellites also transmit

the new military M-code signal on the L1 and L2 frequencies. Figure 6.1 shows the

spectrum of legacy and of the modernized GPS signals (ICD-GPS-200C [2003]). The

L2C signal is transmitted at -160 dBW, which is 2.3 dB lower compared to the -157.7

dBW L1 C/A signal (Fontana et al. [2001]). The allocated transmission bandwidth for

the L2C signal is similar to that of L1 C/A, which is 20 MHz. On the other hand,

the GPS L5 signal is transmitted at a -154 dBW level, 3.7 dB higher compared to the

GPS L1 C/A signal (Van Dierendonck and Hegarty [2000]). The allocated transmission

bandwidth for the GPS L5 signal is 24 MHz and thus the transmitted signal spectrum

is limited to its first side-lobe. The M code signal utilizes the PRN that is chipped at

5.115 MHz and involves the binary offset carrier modulation, wherein the subcarrier is

clocked at 10.23 MHz. The use of BOC modulation essentially splits the spectrum as

shown in Figure 6.1 for spectral separation. The readers are referred to Barker et al.

[2000] for a more detailed treatment of M code signal design and reception.

Figure 6.1: Spectral Allocation of Modernized GPS Signals (ICD-GPS-200C [2003])

1Currently, the L2C signals are being transmitted from PRN 7, 12 and 31 satellites
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6.1.1 The L2C Signal

The L2C signal comprises of a time-multiplexed data and pilot channels to accommodate

the military P(Y) signal. The readers are further referred to ICD-GPS-200C [2003]

for L2C space and user interface documentation. Figure 6.2 shows the simplified block

diagram of L2C signal generation in a block II-F satellite. The data component basically

consists of the civil moderate (CM) code of length 10,230 in chips (i.e. Ncm = 10230)

that is clocked at 511.5 kHz (i.e Tcm =2 Tc, where Tc is the C/A code chip duration).

Hence, the CM code signal is periodic over 20 ms (i.e. NcmTcm). The CM code is further

modulated with the modernized navigation data (CNAV) that is generated at 25 bps

(i.e. Tb = 2NcmTcm). However, the CNAV data is forward error control (FEC) coded

with a rate 1/2 convolutional encoder that outputs symbols at 50 symbols-per-second.

Thus, the symbol rate is kept similar to that of the L1 C/A data rate at 50 Hz (i.e.

Tsym = NcmTcm). It is important to note that the transmitted power allocated to the

L2C data signal is reduced by 3 dB but the use of advanced FEC coding provides a

gain of around 5.6 dB. Note that the navigation data symbols are synchronized with

that of the CM code period to facilitate data synchronization at the receiver end.

Figure 6.2: L2C Signal Generation in Block II-F Satellite

The pilot component of the L2C is essentially composed of the civil long (CL) code
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of length 767, 250 in chips (i.e. Ncl = 767250), which is also clocked at 511.5 kHz (i.e

Tcm =2 Tc). Hence, the CL code signal is periodic over 1.5 s, which is 75 times longer

than the CM code signal (i.e. Ncl = 75 Ncm). Furthermore, there is an additional

advantage arising from the 1.5 s CL code period in the perspective of its relationship to

the GPS Z-count. Finally, the modulated CM code signal and the CL code signal are

chip-by-chip multiplexed to form the L2C signal. The L2C signal is then upconverted to

1227.6 MHz prior to transmission. It should be noted here that the block II-F satellites

are capable of using either the legacy NAV or the modernized CNAV message as shown

in Figure 6.2.

6.1.2 The L5 Signal

The L5 signal also consists of pilot and data components that are I/Q multiplexed due

to the spectral availability around 1176.5 MHz (L5). The readers are further referred

to ICD-GPS-705 [2002] for L5 space and user interface documentation. The data com-

ponent is the inphase component, (often referred to as I5,) and contains the I5 code

of length 10,230 in chips (i.e. NI5 = 10230) that is clocked at 10.23 MHz (i.e. TI5

= Tc /10, where Tc is the C/A code chip duration). Hence, the I5 signal is periodic

over 1 ms (i.e. Tr = NI5TI5). The I5 code is modulated with the modernized CNAV

data that is generated at 50 bps (i.e. Tb = 20Tr). However, the CNAV data is fur-

ther processed through a rate 1/2 FEC convolutional coder to produce symbols at 100

symbols-per-second (i.e. Tsym = 0.5Tb = 10Tr). The pilot component, (often referred

to as the Q5,) occupies the quadrature of the L5 signal and contains the Q5 code. The

Q5 code is also of length 10,230 in chips and is clocked at 10.23 MHz (i.e. NQ5 = NI5

and TQ5 = TI5). Figure 6.3 depicts a simplified block diagram of the GPS L5 signal

generation (ICD-GPS-705 [2002]).

In contrast to the GPS L2C signal, the GPS L5 signal is characterized by a two-
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Figure 6.3: Modernized GPS L5 Signal Generation (ICD-GPS-705 [2002])

tiered code structure. The I5 and Q5 codes form the primary code and is utilized

for spread-spectrum modulation. On the other hand, the secondary code is short and

is mainly intended for data synchronization and interference suppression performance

improvements. Thus, the I5 and Q5 codes are modulated with corresponding short

synchronizations codes that are often referred as the NH codes (Neuman and Hofman

[1971]). The NH codes are clocked at a much lower rate at around 1 kHz (i.e. TNH =

TI5NI5). While the data channel NH code is of length 10-bits (i.e. NH10), the pilot

component NH code is of length 20-bits (i.e. NH20). The NH10 code is synchronized

with the navigation data symbols and thus aid during data synchronization. Finally,

the baseband I5 and Q5 signals are I/Q multiplexed using orthogonal carriers with the

centre frequency of 1176.5 MHz prior to transmission.

6.1.3 Spectral and Correlation Characteristics

The essence of GPS receiver operation is readily embodied by the correlation detec-

tion (or matched filtering) operation. Hence, it is highly desirable to investigate the

correlation properties of the underlying PRN code that is adopted for the modernized

L2C and L5 signals. Additionally, the spectral properties can be well understood from
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their corresponding correlation characteristics. This section briefly discusses the code

generation, correlation and spectral characteristics of the PRN codes utilized in GPS

L2C and L5 signals.

CM and CL Code Properties

The CM and CL codes are both generated from the same LFSR but with differential

initial states. The shift register being used comprises of 27 stages with 12 feedback

taps. The binary sequence generated by this shift register is periodic over 134217728

chips if not short cycled. However, the individual CM and CL codes are obtained by

initializing the LFSR to specific initial states and short cycling back again to the same

initial state after 10230 chips for CM code and 767,250 chips for the CL code. The

same process can be performed by detecting the final state to short cycle back to initial

state. A total of 100 CM and CL codes are generated in this fashion. The recursive

representation of the CM and CL codes generator is given by (ICD-GPS-200C [2003]),

G(i) = G(i− 27) ⊕G(i− 24) ⊕G(i− 21) ⊕G(i− 19) ⊕G(i− 16) ⊕G(i− 13)

⊕G(i− 11) ⊕G(i− 9) ⊕G(i− 6) ⊕G(i− 5) ⊕G(i− 4) ⊕G(i− 3)

(6.1)

The octal representations of the initial and final states (of shift registers) for the first

37 CM and CL codes are defined in ICD-GPS-200C [2003]. The individual CM and

CL codes are balanced with equal number of zeros and ones due to their implications

in correlation and thus spectral characteristics. Figure 6.4 shows the spectrum of the

legacy GPS C/A code aside from CM code (Left) and CL code (Right) spectrum. The

CM code is periodic over 20 ms and thereby results in a periodic spectrum, wherein the

individual spectral lines are separated by 50 Hz. The closely spaced spectral lines in

CM code readily allows for better resilience against narrowband interference. Moreover,

the time- multiplexed L2C signal is periodic over 1.5 s resulting in a much finer line

spacing of 0.67 Hz and even better resilience against narrowband interference.
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Figure 6.4: GPS L1 C/A and L2C CM and CL Code Spectrum (PRN 1)

I5/Q5 and NH Code Properties

The primary PRN codes, I5 and Q5, are derived from the family of codes that is often

referred as g-codes (Spilker Jr and Van Dierendonck [2001]). The g-codes are generated

from a pair of two different m-sequence generators, each consisting of 13 stages. The

generator polynomial for the individual m-sequence generators are given by,

G1(i) = G(i− 13) ⊕G(i− 12) ⊕G(i− 10) ⊕G(i− 9)

G2(i) = G(i− 13) ⊕G(i− 12) ⊕G(i− 8) ⊕G(i− 7) ⊕G(i− 6)

⊕G(i− 4) ⊕G(i− 3) ⊕G(i− 1)

(6.2)

The m-sequences obtained from the generator polynomials G1(i) and G2(i) is commonly

referred as preferred pairs, whose product forms the well known Gold sequence family.

Note that the length of the m-sequences obtained from G1(i) and G2(i) are of length

8191 in chips. The I5 and Q5 codes of length 10,230 in chips are obtained from these

primitive sequences generated by G1(i) and G2(i) in the following fashion. The code

generated from G1(i) is shortened by one chip and the resulting code is multiplied with

the code produced from G2(i), which results in the final code of length 8190 x 8191 =

67,084,290 chips in length. However, the m-sequence generators are reset every 10,230

chips to their initial states. In the case of G1(i), the states are initialized by all 1’s.

For G2(i), the states are initialized by the values corresponding to the PRN and I5 or

Q5 states. The initial states to obtain the I5/Q5 PRN codes is listed in ICD-GPS-705

[2002]. Finally, I5/Q5 codes are obtained as the product of the codes generated by G1(i)
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(shortened by one chip) and time offsetting the code generated from G2(i). Hence, the

number of unique codes that can be generated is readily limited by the length of the

code obtained from G1(i). Thus, one can generate only 4095 unique codes using the

method described above. Finally, the NH10 and NH20 code is given by,

NH10 = [1, 1, 1, 1,−1,−1, 1,−1, 1,−1]

NH20 = [1, 1, 1, 1, 1,−1, 1, 1,−1,−1, 1,−1, 1,−1, 1, 1,−1,−1,−1, 1]
(6.3)

The same NH codes are utilized by every satellite as the primary I5 and Q5 codes

readily provides the sufficient correlation separation. The correlation properties were

slightly better with the inclusion of NH code. This does not come as a surprise as

the NH codes are expected to have low correlation suppression performance due to

the short code period. Figure 6.5 shows the auto-correlation function of NH10 and

NH20 codes. As shown in Figure 6.5, the PSLR performance is around 14 dB for

both the NH10 and NH20 codes. The presence of primary I5 and Q5 codes does

provide maximal correlation suppression prior to NH code correlation. However, during

acquisition, the presence of residual frequency errors will substantially degrade the NH

code correlation performance. For instance, Macabiau et al. [2003] reported that the

correlation suppression performance of NH20 code can be as low as 6.6 dB for worst

case Doppler scenarios.
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Figure 6.5: NH Code Correlation Properties

The magnitude spectrum of the L5 signal is readily obtained by applying Fourier
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transform on the auto-correlation function of I5 and Q5 signal. While the individual

codes are periodic over 1 ms, the presence of NH10 and NH20 codes further extends

their code periodicity to 10 ms for I5 and 20 ms for the Q5 signal. Accordingly, the

spectrum comprises of spectral lines that are spaced apart by 100 Hz for I5 signal and

50 Hz apart for Q5 signal. The finely spaced spectral lines are vital for the L5 signal’s

robustness to narrowband interference. Figure 6.6 shows the spectrum of the GPS L5

and that of legacy L1 signals.
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Figure 6.6: Spectrum of GPS L1 C/A and GPS L5 Signals

6.2 Modernized GPS Signal Acquisition

Acquisition of legacy GPS L1 C/A code signal is straightforward due to the simplic-

ity of its signal structure. On the other hand, the acquisition process for the mod-

ernized signals is complicated due to the advanced signal design. For instance, the

time-multiplexed data/pilot structure in L2C signal and the presence of NH code in

L5 signal necessitates modified acquisition strategies. More specifically, the modernized

GPS signal acquisition is usually carried out in two stages to deal with the complex

nature of signal structure. The following sections briefly reviews the various detec-

tor/estimator structures reported in the literature for the problem of GPS L2C and L5
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signal acquisition.

6.2.1 L2C Signal Acquisition

The acquisition of time multiplexed L2C code can be accomplished in two modes. The

first mode involves the two-stage acquisition, wherein the CM code is first acquired and

tracked. Since the CM code and CL code phases are related, the CL code phase search

is limited to only 75 different code phases (where 75 is the number of CM code periods

in one CL code period). Tran and Hegarty [2003] reviewed various local CM code

generation and correlation methods for CM code acquisition. In CM code acquisition,

the longer code correlation over 20 ms imposes stringent frequency estimation and

thereby increases the computational complexity. For example, an increase in coherent

integration from 1 ms to 20 ms correspondingly increases the frequency search bins from

30 to 600 (with a frequency bin size of 2/(3TCOH)). More importantly, the presence of

unknown navigation data can potentially reduce the correlation power, when detected

over its full period. Accordingly, Yang [2005] reported the utilization of zero padded

double buffer correlation to overcome the effect of navigation data bit transitions. The

performance gain is achieved at the expense of increased computational complexity due

to the usage of a double buffer.

Psiaki [2004] further extended the block processing FFT algorithms reported earlier

for GPS L1 C/A acquisition (Psiaki [2001]) to the problem of CM and CL code acqui-

sition. Notably, Psiaki [2004] described means to acquire CM and CL codes through

segmented FFT correlation techniques and the use of frequency-shifting for reducing

complexity during the frequency search in FFT based correlation. Direct acquisition

of the CL code is not practical even though possible, unless the receiver has a good

initial time and frequency estimate. However, it can still be appealing for certain appli-

cations that mandate the acquisition of weak GPS signals (Psiaki [2004]). Yang [2005]
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extended the segmented FFT based correlation approach and the absence of navigation

data modulation in pilot channel for the direct CL code acquisition.

In contrast, Cho et al. [2004] presented a CM code acquisition technique that es-

sentially utilized the post-correlation differential detector of Section 3.4.3 in Chapter

3. The method initially performs a short coherent integration in comparison to the

CM code period (i.e. TCOH = 0.2TcmNcm), which is then followed by differential detec-

tion and noncoherent accumulations. In other words, CM code detection is performed

through partial correlation, wherein the ensuing outputs are combined in a noncoherent

or differential fashion. Hence, the stringent restriction on frequency estimation is re-

lived due to the shorter coherent integration. Furthermore, it also alleviates the effect of

unknown data transition. However, the shorter coherent detection critically influences

the detection performance aside from correlation performance degradation.

Other techniques for direct CL code acquisition include the one reported by Moghad-

dam et al. [2006]. The CL acquisition scheme introduced by Moghaddam et al. [2006]

can be viewed as an extension of the approach proposed by Yang et al. [1999] for P(Y)

code acquisition. The acquisition scheme forms hyper codes (or subsequences) by adding

shifted versions of the CL code segments (i.e. 20 ms), which are then correlated with

the received samples. These unique time shifts readily yield the correct code offset and

also the segment. The individual shifts should be selected judiciously to prevent any

ambiguities that can arise from these time shifts and the actual code delay. Lim et al.

[2006] utilized the correlation of errors between GPS L1 and L2C signal for a specific

satellite and the receiver to perform L1 assisted L2C acquisition. This is made possible

as the L1 C/A code and L2 CM code are phase aligned. Thus, one can perform CM

code acquisition by searching only 10 code phases. However, this scheme requires the

proper acquisition and possibly tracking of L1 C/A signal from the same satellite.



213

6.2.2 L5 Signal Acquisition

In contrast to L2C acquisition, L5 acquisition involves the acquisition of NH code in

addition to the PRN code phase and residual carrier frequency offset. The L5 signal

acquisition can also be performed in two different modes. The first method is a two-

stage acquisition process involving the initial acquisition of I5/Q5 codes followed by

NH code acquisition. The I5/Q5 codes are initially acquired through short coherent

integration over one code period, which is often followed by a number of noncoherent

accumulations. However, the coherent integration period is limited within 1 ms due to

the presence of secondary NH code. The magnitude outputs of I5 and Q5 correlators

can be further added resulting in an additional gain of around 2 dB (Tran and Hegarty

[2003]). Even the coherent integration of one code period is vulnerable to NH code

transitions, which can be alleviated through the double buffer FFT based correlation

as reported in Yang [2005].

The NH code acquisition typically follows the initial coarse acquisition of I5/Q5

codes. After successful detection of I5/Q5 codes and estimation of their code start

phases, the I5 and Q5 codes are stripped from the received samples. The output of

the I5/Q5 correlator is dumped every code period to output the NH10 and NH20

samples. The presence of residual frequency errors from the initial coarse acquisition is

compensated for prior to NH code acquisition in terms of fine frequency search. The NH

code acquisition primarily relies on the detection of NH20 in the pilot channel. While

the NH10 code can also be utilized, the presence of unknown navigation data critically

effects its detection output. Zheng and Lachapelle [2004] described a rudimentary

technique to remove residual carrier, NH code and that of navigation data, which is very

similar to the pre-correlation differential scheme described in Section 3.4.4 of Chapter

3. As expected, the detection performance of the scheme degraded substantially for

decreasing C/N0 levels.
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Under low C/N0 conditions, the absence of navigation data in the quadrature chan-

nel and the fact that NH20 is completely deterministic allows for longer coherent in-

tegrations. Hegarty et al. [2003] described the direct acquisition of I5 and NH20 code

through 20 ms coherent integration. However, the NH20 code detection can be severely

degraded in the presence of Doppler uncertainty (Ries et al. [2002]). Macabiau et al.

[2003] reported a better 20-bit code, but limited their investigation by introducing the

code proposed by Mertens [1996]. While the search of short periodic code can be carried

out exhaustively with contemporary computer hardware resources, a systematic analysis

on the design of optimal short synchronization code could be much more beneficial.

6.3 Modernized GPS Signal Acquisition – Innovative Enhancements

The adoption of advanced signal structure offers tremendous opportunities even as the

acquisition process has become more complicated. For instance, Psiaki [2004] and Yang

[2005] emphasized this issue in the perspective of FFT based correlation for the GPS

L2C code acquisition. FFT based techniques for long code acquisition is especially

cumbersome as it requires longer storage buffer and the processor can potentially be

overloaded during the data read in/read out process. Hence, segmented correlation

techniques have been put forth for the problem of long CL and even CM code acquisition.

The major limitations remaining is the fine frequency search requirements and the

navigation data effects on CM code acquisition. The problem of frequency search and

that of navigation data modulation effects can be eliminated, if one adopts the pre-

correlation differential scheme as described in Section 3.4.4. The choice of differential

delay is now selected as an even integer multiple of basic chip duration as the CM

code is time multiplexed with CL code. Once again, the detection process is expected

to degrade significantly at lower C/N0 levels due to the substantial SNR loss incurred

through the differential detection process. On the other hand, we can readily adopt
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the multi-correlation differential detection to suppress the SNR loss with the additional

advantage of fine frequency offset estimation. Unfortunately, the presence of long code

structure can limit the use of pre-filtering because of longer tap delays. Therefore, the

maximum advantage can be achieved only by means of coherent detection of CM and

CL code. In this view point, the generalized post-correlation differential detection is

more appealing for the problem of L2C CM and CL code acquisition. Furthermore, the

generalized post-correlation differential detection is asymptotically optimal for CL code

acquisition due to the absence of navigation data. Hence, in this chapter, we derive the

decision statistics for the generalized post-correlation differential detector for CM and

CL code detection.

The two major options for L5 acquisition is the two-stage acquisition using a post-

correlation noncoherent detector and the direct acquisition of Q5 and NH20 code

through longer coherent detection. The acquisition scheme reported by Zheng and

Lachapelle [2004] can be readily extended in terms of multi-correlation differential de-

tection, which not only allows for noise suppression but also aids in fine frequency

estimation. Unfortunately, the presence of NH code limits the number of correlation

branches and thus the noise suppression performance. On the other hand, maximal

benefit can be accomplished by applying the multi-correlation differential detector for

NH code acquisition. The multi-correlation differential detector based NH code detec-

tion can be applied in both two-stage and direct acquisition scenarios. Hence, in this

chapter, the extension of the original multi-correlation differential for the problem of

NH code acquisition will be developed. More importantly, the proposed NH code ac-

quisition compensates for the residual carrier, which proved to be a significant problem

in traditional NH code acquisition (Macabiau et al. [2003]). On a different note, the

chapter investigates the critical performance measures for the design of short synchro-

nization code for use in future GNSS systems. The analysis can reveal potential codes
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or code designs that can minimize the vulnerability to residual frequency errors and

thereby improves the NH code acquisition performance.

6.4 GPCDD Based L2C Signal Acquisition

6.4.1 Derivation of Decision Statistics

The use of generalized post-correlation differential detection in terms of noise suppres-

sion and fine frequency estimation was established in Section 3.5 of Chapter 3 for legacy

GPS signal acquisition. The proposed detector is further extended here for the problem

of CM and CL code acquisition. As shown in Figure 3.14, the matched filter output

forms the input to the developed detector. Hence, it is desirable to derive the coherent

matched filter output for the CM and CL code detection. Therefore, we can express

the received complex pseudo baseband L2C signal in the presence of AWGN as,

x(k) =

√

C

2
c(k − τ)ej(2π∆Fk+φ0) + w(k) (6.4)

where ∆F and φ0 are the received residual frequency and phase offset respectively. c(k)

is the composite signal comprising of time-multiplexed CM and CL codes and is given

by,

c(k) = d(k)cm(k)pcm(k) + cl(k)pcl(k) (6.5)

where pcm(k) and pcl(k) are the pulse shaping function and is usually assumed to be a

normalized rectangular function. The waveforms pcm(k) and pcl(k) are given by,

pcm

(

k − t

Tc

)

=







1 0 ≤ t < Tc

0 Tc ≤ t < 2Tc

(6.6)

pcl

(

k − t

Tc

)

=







0 0 ≤ t < Tc

1 Tc ≤ t < 2Tc

(6.7)
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The waveform pcl(k) is simply the time-shifted version of pcm(k). Recall that Tcl =

Tcm = 2Tc, as the CM code is generated at 511.5 kHz. Thus the multiplication of

cm(k) and cl(k) with the waveforms pcm(k) and pcl(k) and their subsequent addition

can be viewed as the time-multiplexing of the CM and CL codes. During acquisition,

the receiver searches over the two-dimensional space in residual frequency offset (∆F̂ )

and code phase (τ̂) to detect/estimate the received CM and/or CL code. Accordingly,

the coherent matched filter output (over 20 ms to account for zero-padding in CM code)

for a given θ̂ = [∆F̂ , τ̂ ] can be given by,

y(n) =
1

2Ncm

2(n+1)Ncm−1
∑

k=2nNcm

x(k)c̃(k − τ̂)ej2π∆F̂ k, n = 0, 1, 2, . . . , N − 1. (6.8)

where N is the number of extended accumulations and is related to the total observa-

tion period T as N = TT−1
COH (TCOH = NcmTcm). c̃(k) is generated according to the

specific mode of acquisition. The factor 2 essentially reflects the increase in CM code

correlation as a consequence of the zero padding operation. As mentioned earlier, the

L2C acquisition can be operated in two modes utilizing either CM or CL code signal.

Accordingly, the locally generated code, c̃(k), is given by,

c̃(k) =







cm(k)pcm(k) CM Acquisition

cl(k)pcl(k) CL Acquisition
(6.9)

The matched filter output y(n) can be expressed in terms of signal and noise components

as, y(n) = s(n) + w(n). The signal term s(n) is given by,

s(n) =







√
C
2
d(n)Rcm(τerr)ψ∆Ferr(n)

√
C
2
Rcl

n (τerr)ψ∆Ferr(n)
(6.10)

where d(n) is the navigation data component at the output of the coherent matched

filter. The CM code correlation output Rcm(τerr) is periodic over 2NcmTc and does not

include the sample index n. On the other hand, the sample index n is included in the

CL code correlation output, Rcm
n (τerr), as it varies (for τerr 6= 0) for every 2nNcmTc, but
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is periodic over 2NclTc (i.e. Rcm
n (τerr) = Rcm

n+Ncl/Ncm
(τerr)). ψ∆Ferr(n) is the frequency

ambiguity function and is given by,

ψ∆Ferr(n) = sinc(2π∆FerrNcmTc)e
j(2π∆Ferr[2nNcm+ 2Ncm−1

2 ]Tc+φ0) (6.11)

The navigation data component d(n) at the output of the coherent matched filter is

given by,

d(n) =

2(n+1)Ncm−1
∑

k=2nNcm

d(k) (6.12)

The auto-correlation functions for the CM and CL codes are given by,

Rcm(τerr) =
∑2(n+1)Ncm

k=2nNcm
c(k − τ)cm(k − τ̂)pcm(k), τ̂ = 0, 1, 2, . . . , Ncm − 1.

Rcl
n (τerr) =

∑2(n+1)Ncm

k=2nNcm
c(k − τ)cl(k − τ̂)pcl(k), τ̂ = 0, 1, 2, . . . , Ncl − 1.

(6.13)

Finally, the noise component of the coherent matched filter output is given by,

w(n) =







∑2(n+1)Ncm−1
k=2nNcm

w(k)zcm(k)e−j(2π∆F̂ k+φ0) CM Acquisition

∑2(n+1)Ncm−1
k=2nNcm

w(k)zcl(k)e−j(2π∆F̂ k+φ0) CL Acquisition
(6.14)

The final detection output utilizing various detectors are given by,

Ψ(θ̂) =







∣
∣
∣

1
N

∑N−1
n=0 y(n)

∣
∣
∣

2

CMF

1
N

∑N−1
n=0 |y(n)|2 PCND

∣
∣
∣

1
N

∑N−1
n=0 y(n)y∗(n− 1)

∣
∣
∣

2

PCDD

(6.15)

The absence of navigation data in the pilot channel allows for the utilization of a coher-

ent matched filter for CL code detection. However, it also mandates a finer frequency

estimation depending on the coherent observation period. On the other hand, the pres-

ence of navigation data in the data channel limits the the use of coherent matched

filtering for CM code detection. Moreover, the presence of a navigation data bit transi-

tion within a code coherent integration period during CM code detection can critically

reduce the signal power at the output of the matched filter. However, one can utilize the

DBZP technique reported in Psiaki [2004] and Yang [2005] to overcome the effects of
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navigation data bit transition. Finally, the post-correlation differential detector, when

applied to CM code detection, incurs a substantial SNR loss due to the combination of

longer code period and navigation data transition. However, it can still be applied to

CL code detection for marginalizing the effect of residual frequency errors.

Alternatively, short coherent integration followed by either noncoherent or differen-

tial accumulations as described in Cho et al. [2004] can also be utilized. The major

benefits of this approach is the suppression of navigation data effects in CM code de-

tection and less stringent frequency estimation. However, the approach can be limited

under weak signal conditions as the partial correlation provides a modest suppression

of noise. For partial correlation approach, the final decision statistics can be given by,

Ψ(θ̂) =
1

N

N−1∑

n=0

y(n), n = 0, 1, 2, . . . , N − 1. (6.16)

The intermediate detection output y(n) is further given by,

y(n) =







1
L

∑L−1
l=0 |ys(l)|2 PCND

∣
∣
∣

1
L

∑L−1
l=0 ys(l)y

∗
s(l − 1)

∣
∣
∣

2

PCDD
(6.17)

where L = Ncm/Nc is the number of partial correlations performed over a CM code

period. The intermediate detection output ys(l) is further expressed as,

ys(n− l) =
1

Nc

(l+1)Nc−1
∑

k=lNc

x(k− 2nNcm)c̃(k− 2nNcm − τ̂ )e−j2π∆F̂ k, n = 0, 1, 2, . . . , N − 1.

(6.18)

where ys(l) is the partial correlation output and Nc is the number of samples pertaining

to this partial correlation period. The factor 2 is included to account for the zero-

padding. Cho et al. [2004] utilized a partial correlation of 2 ms, which readily yields a

NC of 2046 for a chip sampled signal. The noncoherent and differential detection, when

applied to the partial correlation output of (6.18) readily suppresses both the residual

carrier as well as the navigation data. On the down side, the noise at the output of
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partial correlation can be substantial due to the shorter coherent integration and thus

ensue in significant SNR loss.

In summary, one can readily observe the trade-off between noise suppression and the

influence of residual signals such as navigation data and residual carrier. The acquisition

schemes reported in Psiaki [2004] and Yang [2005] allows for better noise suppression

but requires finer frequency estimation. On the other side, the acquisition scheme intro-

duced by Cho et al. [2004] alleviates the need for finer frequency estimation but is limited

by SNR loss due to noise enhancement stemming from the noncoherent/differential op-

eration. The generalized post-correlation differential detector developed in Section 3.5

of Chapter 3 readily offers a compromise between the schemes proposed by Psiaki [2004]

and Cho et al. [2004]. More importantly, the proposed detector asymptotically achieves

a similar performance to that of a coherent matched filter for CL code detection due to

the absence of navigation data (refer Section 3.6.6 in Chapter 3).

The derivation of the final decision statistics for the generalized post-correlation

differential detector is derived in Section 3.5 and will be utilized here for the problem

of CM and CL code detection. Following the analysis in Section 3.5 of Chapter 3, we

derive the intermediate detection output y(n) as,

y(n) =
1

M

M∑

m=1

1

L

L−1∑

l=0

ys(n− l)y∗s(n− l −m), n = 0, 1, 2, . . . , N − 1. (6.19)

where M is the number of branches, which is upper bounded by M ≤ NcmTcmT
−1
COH .

The individual differential delays are selected as an integer multiple of the basic coherent

integration period (i.e Tm = mTCOH). The input to the detector is the partial correla-

tion output as summarized in (6.18). The output final decision statistics is obtained by

substituting ys(l) from (6.19) in (6.16) and is given by,

Ψcm(θ̂) =

∣
∣
∣
∣
∣

1

NML

N−1∑

n=0

M∑

m=1

L−1∑

l=0

ys(n− l)y∗s(n− l −m)

∣
∣
∣
∣
∣

2

(6.20)

Similarly, we can derive the final decision statistic of the generalized post-correlation
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differential detection for CL code acquisition as,

Ψcl(θ̂) =

∣
∣
∣
∣
∣

1

MN

M∑

m=1

N−1∑

n=0

y(n)y∗(n−m)

∣
∣
∣
∣
∣

2

(6.21)

where y(n) is the partial correlation output as expressed in (6.8) and expressed as,

y(n) = s(n) + w(n), where s(n) is the signal component and is given by,

s(n) = 2CRcl
n (τerr)sinc(2π∆FerrNcmTc)e

j(2π∆Ferr[2nNcm+ 2Ncm−1

2 ]Tc+φ0) (6.22)

where Ncm is the number of samples pertaining to the partial correlation period and is

often assumed as the CM code period.

6.4.2 Residual Signal Effects

The influence of residual signals such as navigation data and residual carrier on the

generalized post-correlation differential detector was analyzed in Sections 3.5.1 and

3.5.2 of Chapter 3 in the context of legacy GPS signal acquisition. The same analysis

is further extended here in the context of CM and CL code detection.

For CM code detection, the residual carrier as well as the navigation data influence

the developed generalized post-correlation differential detector. To further investigate,

let us write the detection output in the absence of noise as,

Ψcm(θ̂) =

∣
∣
∣
∣
∣

N−1∑

n=0

M∑

m=1

L−1∑

l=0

2Cdm(l)Rcm
m,l(τerr)sinc

2(π∆FerrTCOH)ej2π∆Ferrm

∣
∣
∣
∣
∣

2

(6.23)

where dm = d(l)d(l −m) is the product of the navigation data output with its delayed

versions. ∆Ferr and τerr are the residual frequency and code phase errors at the output

of the initial coherent matched filtering as summarized in (6.18). Note that the auto-

correlation is a function of both m and l and not n as it is periodic over n. The loss

due to navigation data modulation is derived earlier in Section 3.5.1 of Chapter 3 and

is summarized in (3.92). On the other hand, the effect of residual frequency error can

be alleviated using a FFT based coherent combining technique (refer to Section 3.5.2
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in Chapter 3). For the CL code detection, the detection output is only influenced by

the residual carrier due to the absence of navigation data. Hence, the corresponding

detection output can be given by,

Ψcl(θ̂) =

∣
∣
∣
∣
∣

M∑

m=1

N−1∑

n=0

2CRcl
m,n(τerr)sinc

2(π∆FerrTCOH)ej2π∆Ferrm

∣
∣
∣
∣
∣

2

(6.24)

The auto-correlation function includes m, n, and l due to its dependence on these vari-

ables. Once again, we can adopt a FFT based coherent combining technique to alleviate

the effect of residual frequency errors on the developed generalized post-correlation dif-

ferential detector.

6.4.3 Correlation Performance

A major limitation with short coherent integration is the degradation in correlation

suppression performance. For instance, the CL code exhibits a nominal peak-to-sidelobe

ratio (PSLR) performance of around 45 dB, when coherently correlated over its code

period of 1.5 s.However, its PSLR performance can degrade with partial correlation

(i.e. TCOH << 1.5 s) depending on the type of detector being utilized. The PSLR

performance can be defined as,

PSLR = 10log10

|R(τ = 0)|2

max |R(τ 6= 0)|2
(6.25)

For instance, noncoherent detection results in correlation performance degradation in

comparison to coherent detection as the out-of-phase correlation values are noncoher-

ently combined. Similarly, the use of differential detection can also degrade the corre-

lation suppression performance. The choice of coherent integration period plays a vital

role in terms of correlation suppression performance especially for the longer CL code.

To further investigate this phenomenon, the PSLR performance as a function of coher-

ent correlation period for CM and CL code was determined and is plotted in Figure

6.7. The PSLR performance shown in these plots was averaged across all the PRN’s.
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Figure 6.7: PSLR Performance of CM and CL Code as a Function of Coherent Obser-
vation Period

The average PLSR performance of all detector/estimators is expected to converge to a

similar value when a received code is correlated over its period, which is around 10 ms

(or 20 ms with zero padding) for the CM code. For partial correlations, the final PSLR

performance is determined after coherent, noncoherent, and differential accumulations

of partial correlations. As expected, the coherent accumulations of partial correlations

resulted in the best PSLR performance.

The generalized post-correlation differential detection closely followed the perfor-

mance obtained with coherent accumulations in the case of CL code correlation but

incurred some degradation for CM code correlation. Although not shown in Figure

6.7, the CM code PSLR performance converged to 28.5 dB for all the detectors due

to the code periodicity. The post-correlation differential detector showed considerable

degradation for lower coherent integration periods especially for the CL code correla-

tion. The post-correlation noncoherent detector demonstrated even larger degradation

as the out-of-phase correlations are no longer zero-mean as a consequence of envelope

detection. However, the correlation suppression performance of post-correlation non-

coherent/differential recovered with a corresponding increase in coherent integration

period.
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6.5 MCDD based Enhanced GPS L5 NH Code Acquisition

In Section 4.1.4 of Chapter 4, the multi-correlation differential detection was introduced

in the context of legacy C/A code acquisition. More importantly, it was shown to be

asymptotically optimal by letting the number of branches M be similar to the number

of samples in he coherent integration (i.e. TCOHT
−1
c ). For example, in the case of

NH20 code acquisition, the MCDD scheme with M = 20 branches is equivalent to a

coherent integration of NH20 over one code period (i.e. TCOH = 20 ms). The following

subsections deal with the derivation of the decision statistics of the MCDD based GPS

L5 NH code acquisition. Figure 6.8 illustrates the simplified block diagram of the multi-

correlation differential detector based NH code acquisition. As shown in the figure, the

multi-correlation differential detector is applied to the output of the initial coherent

matched filtering. The residual carrier and the PRN I5/Q5 codes are initially stripped

and the corresponding accumulation output is sampled over its code period to produce

the NH samples. The ensuing NH samples (sampled at kilo-hertz rate) are then fed

to the multi-correlation differential detector and further processed to obtain the final

decision statistics. The multi-correlation differential detector structure utilized in NH

code acquisition is similar to the structure illustrated in Figure 4.6 of Chapter 4.

Figure 6.8: MCDD based GPS L5 NH Code Acquisition

In order to derive the final decision statistics, we begin by expressing the down-
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converted, sampled GPS L5 samples by,

y(k) =
√

2C
[

d(k)NH10(k)I5(k)cos(φ(k)) +NH20(k)Q5(k)sin(φ(k))
]

+ w(k) (6.26)

where C is the carrier power of the transmitted signal that is assumed to be time

invariant during acquisition. The inphase and quadrature primary PRN codes are

denoted by I5(k) and Q5(k). NH10(k) and NH20(k) represents the secondary NH

codes in the inphase and quadrature channels. The time varying phase φ(k) models the

residual carrier and is given by φ(k) = 2π∆Fk + φ0, where φ0 is residual phase offset

that embodies both received phase offset and that of the local oscillator. The 100 Hz

navigation data symbols is denoted by d(k).

Coarse Acquisition

As discussed earlier, the GPS L5 signal acquisition involves the detection of I5/Q5 PRN

codes, NH10/NH20 codes and the estimation of their code phases in addition to the

residual frequency offset. The phase of the individual PRN codes and the NH codes are

coherently related, which can readily ease the detection process. Combined estimation

of PRN and NH code phases is possible through the pilot (quadrature channel) but

incurs significant computational complexity. Although it is recognized that such a

detection is inevitable at very low C/N0 levels. Traditional approaches rely on initial

coarse acquisition of PRN code phase and approximate frequency offset, which is then

followed by fine acquisition of NH code phases and residual frequency offset. We can

readily express the sampled output (i.e. Tr = nNI5TI5 = nNQ5TQ5) of initial coherent

matched filtering by,

yD(n) = 1
NI5

∑(n+1)NI5−1
k=nNI5

x(k)I5(k − τ̂ )e−j(2π∆F̂ k+φ0)

yP (n) = j 1
NQ5

∑(n+1)NQ5−1
k=nNQ5

x(k)Q5(k − τ̂ )e−j(2π∆F̂ k+φ0)
(6.27)

where yD(n) and yP (n) are the correlation/integration outputs of the data and pilot

channels respectively. The above correlation outputs can be critically effected from the
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NH code transitions but can be alleviated using the DBZP correlation techniques (Yang

[2005]; Psiaki [2001]).

yD(n) =
√

C
2
d(n)RI5(τerr)NH10(n)ψ∆Ferr(n) + wD(n)

yP (n) = j
√

C
2
RQ5(τerr)NH20(n)ψ∆Ferr(n) + wP (n)

(6.28)

The correlation function or the time ambiguity function RI5(τerr) and RI5(τerr) is given

by,

RI5(τerr) =
∑NI5−1

k=0 I5(k − τ)I5(k − τ̂ )

RQ5(τerr) =
∑NQ5−1

k=0 Q5(k − τ)Q5(k − τ̂)
(6.29)

The RI5(τerr) and RI5(τerr) is further related as,

RI5(τerr) ≈ RQ5(τerr) τerr = 0

RI5(τerr) 6= RQ5(τerr) τerr 6= 0
(6.30)

The above equality is only an approximation in the presence of AWGN. Thus, the

noncoherent combining of I5 and Q5 correlation/detection outputs further improves

the correlation suppression. The navigation data output in the data channel is given

by,

d(n) =

(n+1)NI5∑

k=nNI5

d(k) (6.31)

The frequency ambiguity function is given by,

ψ∆Ferr(n) ≈ sinc(π∆FerrTP )ejφerr(n)

φerr(n) = e
j(2π∆Ferr

h

nNI5+
NI5−1

2

i

TI5+φ0)
(6.32)

Finally, the noise terms at the output of correlation/integration, wD(n) and wP (n) is

given by,

wD(n) = 1
NI5

∑(n+1)NI5−1
k=nNI5

w(k)I5(k − τ̂)e−j(2π∆F̂ k+φ0)

wP (n) = 1
NQ5

∑(n+1)NQ5−1
k=nNQ5

w(k)Q5(k − τ̂)e−j(2π∆F̂ k+φ0)
(6.33)

Figure 6.9 shows the post-correlation noncoherent detector based I5/Q5 combined code

acquisition. The envelope of the coherently detected outputs yD(n) and yP (n) is added
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initially (which results in an additional gain of 2 dB) and later accumulated over several

code periods. That is,

Ψ(θ̂) =
N−1∑

n=0

|yD(n)|2 + |yP (n)|2 (6.34)

Figure 6.9: GPS L5 Code Acquisition using Combined I5/Q5 PCND

Fine Acquisition

Once the PRN I5/Q5 code is detected, the receiver typically strips off the PRN I5/Q5

code using the estimate of code phase and residual frequency offset, which is coherently

accumulated over its code period to output the NH samples. Subsequently, the NH

samples are processed via a multi-correlation differential detector to obtain the final

decision statistics.

Derivation of Decision Statistics

In Section 4.1.4 of Chapter 4, we derived the asymptotically optimal estimator-correlator

structure in the form of multi-correlation differential detector. Following the analysis

in Section 4.1.4 of Chapter 4, we can derive the final decision statistics for NH code

detection as,

Ψ(θ̂) = |ZMCDD|2 (6.35)
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where,

ZMCDD =







∑M
m=1

∑N−1
n=0

(

yP (n)y∗P (n−m)
)(

NH20(n)NH20(n−m)
)

NH20

∑M
m=1

∑N−1
n=0

(

yD(n)y∗D(n−m)
)(

NH20(n)NH20(n−m)
)

NH10

(6.36)

Residual Signal Effects

The influence of residual signal such as the navigation data and residual carrier can be

analyzed by expanding (6.35) in the absence of noise. That is,

Ψ(θ̂) =







∣
∣
∣
C
2
R2

I5(τerr)
∑M−1

m=1

∑N−1
n=0 RNH20m(n)ej2π∆Ferrm

∣
∣
∣

2

NH20
∣
∣
∣
C
2
R2

I5(τerr)
∑M−1

m=1

∑N−1
n=0 dm(n)RNH10m(n)ej2π∆Ferrm

∣
∣
∣

2

NH10
(6.37)

The effect of data modulation on the MCDD output can be obtained following the

analysis performed in Section 4.1.5 of Chapter 4. For the NH10 code acquisition, the

number of branches is typically limited to half the NH10 code period (i.e. M ≤ N10/2).

On the other hand, for NH20 code acquisition, the number of branches can take an ar-

bitrary value owing to the absence of navigation data. As detailed in Section 4.1.5, the

complex phase rotations across the individual branches readily embodies the uncompen-

sated residual carrier during the coarse acquisition. An FFT based coherent combining

can be utilized to accomplish NH code phase and fine frequency offset estimation. Al-

ternatively, frequency independent NH code phase estimation can also be achieved by

using noncoherent/differential combining of the individual branches at the expense of

reduced acquisition sensitivity. The major advantage of utilizing MCDD based NH

code acquisition arises from its implicit frequency offset compensation via FFT based

combining. Thus, the correlation suppression performance of NH20 is maintained as a

consequence of fine frequency compensation. Besides, MCDD also permits the usage of

NH10 code during acquisition as the navigation data effect is nearly eliminated.
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6.6 Acquisition Performance Enhancements via Short Synchronization

Codes Design

6.6.1 NH Synchronization Codes – Limitations

A limitation arising due to the usage of short NH codes is the degradation in correlation

suppression especially in the presence of frequency errors. The correlation performance

of NH20 code is of utmost importance as it is the primary code for NH code synchroniza-

tion. Macabiau et al. [2003] correctly identified this problem for NH code acquisition in

the presence of Doppler uncertainty. To further illustrate, the NH20 correlation output,

in the presence of 25 Hz Doppler error, is plotted in Figure 6.10 (LHS). Moreover, the

NH20 correlation outputs for all the Doppler bins within ± 250 Hz (the bin size being

25 Hz) is also plotted in RHS of Figure 6.10.The residual frequency error in this case

was around 12 Hz. From these plots, we can readily observe the substantial correla-

tion performance degradation from the nominal 14 dB to 6.6 dB or even 4.8 dB under

specific conditions.
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Figure 6.10: NH20 Acquisition Performance in the Presence of Residual Frequency
Errors

Macabiau et al. [2003] also reported the existence of better 20-bit synchronization

codes in comparison to standardized NH20 codes. More importantly, Lempel et al.
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[1977] theoretically showed the correlation of balanced binary code as,

R(i) =







2 or − 2 if 1
2
(2m − 1) is odd

0 or − 4 if 1
2
(2m − 1) is even, i = 0, 1, 2, . . . , Nc − 1.

(6.38)

where R(i) is the cyclic auto-correlation of the binary code c(k) whose length is given

by Nc = 2m − 1, m = 2, 3, . . .. Analyzing the periodic correlation of NH codes using

the above equation, we can readily observe the optimality of NH10 code but the sub

optimality of NH20 code. On the other hand, both the NH10 and NH20 codes are not

balanced (i.e. sum of individual code phases is not equal to zero) and thus (6.38) cannot

be applied in a strict sense, but indicates the conditions for optimality. Later, it will

be shown during the analysis that (6.38) holds true even for unbalanced codes such as

the NH10 and NH20.

Macabiau et al. [2003] reported the existence of better synchronization codes lim-

ited their investigation by reporting an alternative 20-bit synchronization code that was

originally proposed by Mertens [1996]. Given the critical significance of short synchro-

nization codes in the current GPS L5 and more importantly in future GNSS systems, it

would be highly desirable to conduct critical research into short synchronization code

design. From this view point, the current research demonstrates the advantage of short

synchronization code optimization in terms of acquisition performance. More specifi-

cally, the existence of better 10-bit and 20-bit synchronization codes over standardized

NH codes are introduced. Furthermore, the relationship between systematic codes such

as the Golay codes and optimal correlation are also identified.

6.6.2 Synchronization Code Optimization – Performance Measures

The code optimization can be performed readily via exhaustive search as the synchro-

nization codes are of short code length. Additionally, the search technique utilized FFT

based block processing to speed up the search process. More importantly, it would be
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highly desirable to define a means to transform the auto-correlation into a measure or

measures, which can be utilized to select the better codes. For instance, the desired

code is expected to be optimal in terms of the following measures:

• Balance property (i.e. similar number of zeros and ones)

• Maximize peak-to-side lobe ratio

• Maximize Golay merit factor (GMF)

The first two properties are well known and does not require further explanation. How-

ever, the third criterion namely the GMF is of critical significance for optimizing auto-

correlation of sequences. The GMF is defined as the ratio of main-lobe energy to that

of side-lobes (Golay [1961]). That is,

GMF =

∣
∣
∣
∑N−1

k=0 c
2(k)

∣
∣
∣

2

2
∑N−1

i=1

∣
∣
∣
∑N−1

k=0 c(k)c(k − i)
∣
∣
∣

2 , k = 0, 1, 2, . . . , N − 1. (6.39)

The GMF criterion readily embodies the other two criteria and was utilized in the

exhaustive search to determine optimal 10 and 20 bit synchronization sequences.

6.6.3 Performance Analysis

An exhaustive search was carried for the case of 10-bit and 20-bit code sequences. The

optimal 10-bit and 20-bit sequences are listed below:

S10 = [1,−1,−1,−1, 1, 1, 1, 1,−1, 1]

S201 = [−1,−1, 1, 1, 1, 1,−1, 1,−1, 1, 1, 1, 1,−1, 1, 1,−1,−1, 1,−1]

S202 = [−1, 1,−1,−1,−1,−1, 1,−1,−1,−1,−1, 1, 1,−1, 1, 1,−1,−1,−1, 1]

S203 = [1, 1, 1,−1,−1, 1,−1,−1, 1,−1,−1, 1, 1, 1, 1,−1, 1,−1, 1,−1]

(6.40)

The exhaustive search resulted in large number of sequences for both 10-bit and 20-bit

synchronization codes. The large number of optimal sequence arise from the equivalence
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classes. For instance, a sequence c(k), its negated version and its cyclic shifts satisfy the

aforementioned properties. Interestingly, the search resulted in multiple solutions for

both 10-bit and the 20-bit cases, that were optimal under different conditions. Hence,

the codes were further sorted based on their correlation suppression performance in the

presence of frequency errors. The performance of the above mentioned sequences in

regards to the optimization criteria is tabulated in Table 6.1.

Synchronization Balance Property PSLR GMF

Sequence
∑N−1

k=0 c(k) (dB) (dB)
NH10 2 14 1.4
NH20 4 14 2.5
S10 2 14 1.4
S201 4 14 2.5
S202 -6 14 3.1
S203 2 14 3.1

Table 6.1: Short Synchronization Code Properties

While the proposed 10-bit synchronization code, S10, had similar correlation perfor-

mance to that of standardized NH10 code, it resulted in a better correlation suppression

performance in the presence of residual frequency errors. For the 20-bit synchronization

code, the search technique resulted in different codes that were optimal based on the

performance measure. For instance,the codes, S202 and S203, showed a performance

improvement in GMF when compared to S201 and NH20 codes. The performance im-

provement is readily attributed to the lower side-lobe energy. For example, both the

S202 and S203 only had 4 non-zero out-of-phase correlations. More importantly, both

S202 and S203 only had two distinct out-of-phase correlation values as predicted by

Lempel et al. [1977] although they are not balanced either. On the other hand, both

the S201, similar to the NH20, had 5 non-zero out-of-phase correlation values. More-

over, the code was also characterized by three distinct out-of-phase correlation values.

Hence, the code S202 and S203 can be readily considered optimal in terms of GMF.

More importantly, the codes S202 and S203 can be represented by a Golay complemen-
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tary pair (Golay [1961]). A Golay complementary pair is defined as a pair of binary

sequence whose auto-correlation function are complementary. Thus, the sum of their

periodic correlation function assumes a perfect Dirac-delta function. For instance, the

Golay pairs for S202 and S203 is given below,

G101
S202

= [−1,−1,−1, 1,−1,−1, 1, 1,−1,−1]

G102
S202

= [1,−1,−1,−1,−1, 1,−1, 1,−1, 1]

G101
S203

= [1, 1,−1,−1, 1,−1, 1, 1, 1, 1]

G102
S203

= [1,−1, 1,−1,−1, 1, 1,−1,−1,−1]

(6.41)

For example, the code S202 can be obtained by bit multiplexing G101
S202

and G101
S202

.

Interestingly, the 10-bit codes are all optimal and can very well be used for 10-bit syn-

chronization codes. For example, it is sufficient to store only a 20-bit code, wherein

the 10-bit code can be readily generated by decimating the 20-bit code. The afore-

mentioned analysis clearly indicates the strong affinity between optimal binary codes

and Golay complementary pairs. More importantly, one can utilize this relationship to

generate moderate length binary sequences as Golay pairs can be easily generated in a

recursive fashion. As mentioned earlier, the sum of the periodic correlation of G101
S202

and G101
S202

and that of G101
S203

and tG101
S203

results in a perfect correlation function

(i.e. Dirac-delta function). That is,

RS20m(i) =
N−1∑

k=0

S20m(2k)S20m(2k − i) +
N−1∑

k=0

S20m(2k + 1)S20m(2k + 1 − i), m = 2, 3

(6.42)

where RS20m(i) = δ(i) and δ(•) is the Dirac-delta function2. This property can be

readily utilized for robust tracking of 20-bit synchronization code signal. During ac-

quisition, there exists an ambiguity, whether the first bit corresponds to G101
S202

or

G102
S202

. Interestingly, the NH10 code and the first half of the NH20 code utilized by

2δ(i) =

{
1 i = 0
0 elsewhere
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the GP L5 signal are Golay complementary pair. Unfortunately, the summation of the

second half of the NH20 code with the NH10 code resulted in inferior auto-correlation.

However, the above analysis indicates the significance of judicious code design that

allow for innovative receiver and decoding implementations.

The PSLR performance of the standardized and the proposed codes in the presence

of residual frequency error is shown in Figure 6.11. The proposed S10 code outper-

formed the conventional NH10 especially for worst case Doppler’s. For example, a gain

of around 3 dB can be obtained with the S10 code over NH10 code for a Doppler

uncertainty of 25 Hz.
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Figure 6.11: PSLR Performance of Standardized and Proposed Synchronization Codes
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Among the various 20-bit codes, the worst case degradation in PSLR was observed

in S202. The standardized NH20 code showed an improvement of 1 dB compared to the

5.6 dB PSLR obtained with S202. On the other hand, S201 and S203 showed a further

improvement of 0.9 dB over the standardized NH20 code. However, S201 demonstrated

the best PSLR performance among all the codes despite having inferior GMF.

The S202 code, despite showing inferior PSLR performance and balanced property,

can still be desirable for its GMF properties. For example, the S202 code achieved a

similar performance as that of the Merten’s 20-bit code reported by Macabiau et al.
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[2003]. Following Macabiau et al. [2003], we evaluated the correlation suppression per-

formance over a range of frequency offsets (i.e. ± 250 Hz with a step size of 25 Hz). The

uncompensated Doppler was around 12 Hz. The correlation suppression was measured

using modified PSLR performance, which was defined as the ratio of main-lobe to the

largest side-lobe across code and frequency offsets. Under these conditions, the stan-

dardized NH20 code showed a meagre 4.8 dB correlation isolation. The Merten 20-bit

code and the S202 both demonstrated a correlation isolation of around 6.8 dB. On the

other hand, the S201 and S203 showed a correlation isolation of about 5.1 and 5.6 dB,

respectively.

In summary, the short synchronization code design is essentially a multiple objective

optimization and often yield codes optimal for specific performance measures. More im-

portantly, judicious design of short synchronization codes can offer optimal correlation

suppression, efficient signal generation and also allow for innovative receiver implemen-

tation. The readers are further referred to Shanmugam et al. [2007a] for the the design

of short synchronization codes for use in future GNSS signals.

6.7 Acquisition Performance Evaluation

Having shown the optimality of generalized post-correlation differential detection for

GPS L2C code acquisition and that of multi-correlation differential detection for the

GPS L5 NH code acquisition, we now proceed to empirical tests to validate the devel-

oped theory. These tests consist of software-based analysis of IF samples from hardware

simulated GPS L2C and L5 signals. The test methodology initially involved the develop-

ment of prototype GPS L2C and L5 acquisition module and successful validation using

the hardware simulated GPS signals. Secondly, the original generalized post-correlation

differential detection and multi-correlation differential detection were modified to pro-

cess the GPS L2C and GPS L5 NH code signals. The basic hardware front-end setup



236

and the subsequent processing is detailed in Section 2.4 of Chapter 2.

6.7.1 GPS L2C Acquisition Results

The developed L2C code acquisition module was initially validated using the hardware

simulated data. The PRN 1, which had an approximate C/N0 of 50 dB-Hz was success-

fully acquired using a coherent integration of 20 ms (i.e. TCOH = 20 ms). The PRN 12

code signal had a residual frequency offset of 1.3 kHz. Furthermore, the CM assisted

CL code and direct CL code acquisition was also validated. Figure 6.12 shows the CM

and CL code correlation output for the correct Doppler bin for the PRN 12 code signal.
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Figure 6.12: GPS L2C Code Acquisition. (Left) CM Code (Right) CL Code

The effect of navigation data transition on CM code acquisition was further inves-

tigated using the hardware simulated data. Figure 6.13 shows the CM code correlation

output for a coherent matched filter, post-correlation differential and generalized differ-

ential detectors with and without data bit transition. The coherent matched filtering

were obtained through post-correlation coherent accumulation. The partial correlation

utilized a 2 ms coherent integration period (i.e. TCOH = 2 ms) followed by 10 non-

coherent summations (i.e. N = 10). The coherent matched filter output was affected
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severely as the bit transition occurred in the middle of the coherent integration. The

post-correlation noncoherent detector resulted in a minuscule SNR loss as the effect of

navigation data is removed during envelope detection. Finally, both the differential and

the generalized differential detectors resulted in a 0.5 dB and 1.04 dB loss, respectively.

The 0.5 dB loss in differential scheme corresponds closely to the theoretical loss of 0.45

dB. The generalized post-correlation detector should incur a loss of around -7.95 dB as

it utilized M = 5 branches. On the other hand, it also accomplishes a gain of around

6.98 dB through coherent combining of individual correlation branches. Thus, the gen-

eralized post-correlation differential detector incurs a net loss of around 0.97 dB, which

very well approximates the observed SNR loss of 1.04 dB.
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Figure 6.13: Effect of Navigation Data Bit Transition on CM Code Acquisition

One of the major advantages of GPCDD based acquisition lies in its ability to

perform fine frequency estimation. The FFT based estimation/coherent combining

technique is detailed in Section 3.5.2 of Chapter 3. For GPCDD based L2C acquisition,

a coherent integration period of 2 ms and 10 branches was utilized, which resulted in

a equivalent bandwidth and minimum resolution of ± 250 Hz and 50 Hz for the FFT

based estimator. Figure 6.14 shows the fine frequency estimation obtained through

GPCDD and FFT based estimator/combiner. The fine frequency estimation for both

CM and CL code follows closely in accordance to the theory.
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Figure 6.14: GPCDD/FFT based Fine Frequency Estimation

To evaluate the acquisition sensitivity of the detection schemes, IF data were col-

lected for different C/N0 levels from 50 dB-Hz down to 25 dB-Hz in steps of 5 dB-Hz.

Each detection technique was tested to compare their acquisition sensitivities in terms

of the resulting PSNR, both as a function of the processing technique and as a function

C/N0. The SNR threshold was kept to 16 dB for correct detection (Tsui [2000]). The

PSNR was estimated for various algorithms for different C/N0 values while keeping the

coherent integration period of 2 ms but varying the accumulation number. The number

of branches M was set to 10 for the GPCDD based acquisition. Figures 6.15 and 6.16

shows the PSNR performance of CM and CL code acquisition.

Higher PSNR values were observed for CM code acquisition over CL code acquisi-

tion with higher C/N0 levels even though one would expect similar PSNR levels. The

PSNR estimation during CL code acquisition was based on the 75 different code start

phases whereas the PSNR estimation during CM code acquisition utilized 10230 sam-

ples corresponding to the 10230 code phases. The DBZP based FFT block acquisition

demonstrated the best sensitivity performance amongst the various detectors. The

GPCDD detector also showed PSNR levels similar to that of DBZP based acquisition.
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It should be noted here that the GPCDD scheme utilized a coherent integration of 2

ms and 10 branches, which is equivalent to coherent matched filtering technique with

20 ms coherent integration. Furthermore, the navigation data is also suppressed as a

consequence of differential detection.
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sition

Finally, the post-correlation noncoherent/differential with a short coherent integra-
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tion of 2 ms showed the least acquisition sensitivity and failed to acquire at 25 dB-Hz

C/N0 levels. On the other hand, they allow for considerable reduction in computational

complexity owing to less stringent frequency estimation.

6.7.2 GPS L5 Acquisition Results

The various aspects of the developed L5 acquisition module was validated using hard-

ware simulated data. The developed two-stage acquisition demonstrated consistent

results in terms of PRN and NH code detection. Figure 6.17 shows the PRN code

correlation outputs for PRN 9 (50 dB-Hz C/N0) with and without NH code transitions.

The coarse acquisition involved a coherent integration period of 1 ms with no additional

noncoherent accumulations to illustrate the vulnerability of the NH code transitions.
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Figure 6.17: GPS L5 PRN Code Acquisition (LHS) Without NH Code Transition (RHS)
With NH Code Transition

The PSNR for the data, pilot and combined cases were 33.2 dB, 32.2 dB, 35 dB

respectively, in the absence of NH code transition. As reported in Hegarty et al. [2003],

the combined detection resulted in an additional gain of around 2.3 dB in comparison to

pure pilot or data channel acquisition. The RHS plot shows the normalized correlation

output of the same in the presence of NH code transition. The PSNR values for the data,

pilot and combined cases were 20.1 dB, 30.7 dB, 29.8 dB, respectively. Interestingly,

the pilot-only acquisition resulted in the best PSNR due to the absence of NH code
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transition. On the other hand, the data-only acquisition resulted in the worst case

PSNR due to the presence of NH code transition. The combined detection of data and

pilot channels also resulted in inferior PSNR in comparison to pilot-only acquisition.

The reason for the apparent degradation is due to the addition of noisy data channel

detection with that of pilot channel. It should be emphasized that the probability

of NH code transition is around 0.5 for both pilot and data channels, and thus it is

advantageous to still utilize the data/pilot combined detection. Moreover, the effect of

NH code transitions can readily be alleviated through noncoherent accumulations or

via DBZP technique (Yang [2005]) or through pre-correlation techniques (Zheng and

Lachapelle [2004]; Shanmugam et al. [2005]).

The coarse acquisition is typically followed by the fine acquisition of NH code phases

and frequency offset. While the NH10 code acquisition is limited by the navigation data

transition, NH20 code acquisition can be limited by residual frequency error. Figure

6.18 shows the NH10 and NH20 code correlation outputs. Figure 6.18 also illustrates

the influence of navigation data on NH10 code acquisition and the advantage of using

NH20 code acquisition. The PSNR values for the NH10 and NH20 code were around 44

dB and 30.5 dB, respectively. The substantial difference in the PSNR values primarily

stems from the PSNR estimation procedure. The PSNR essentially measures the ratio

of the mean of the decision statistics in the presence of signal to the variance of deci-

sion statistics in the absence of signal. The variance of decision statistics is primarily

influenced by the out-of-phase correlation values for high SNR values. The variance is

nearly zero for NH10 code as its out-of-phase correlation assumes either +2 or -2 (or 2

if one considers enveloped detection). On the other hand, the NH20 out-of-phase corre-

lation can assume -4, 0, or 4, which readily increases the variance and correspondingly

decreases the PSNR value. The fine acquisition still utilizes the NH20 code detection

due to the absence of navigation and longer code period. For instance, the correlation
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output in the presence of navigation data transition (occurring at the middle of coherent

integration) is also plotted in Figure 6.18. The NH10 code correlation output degraded

substantially as the correlation power is completely cancelled by the navigation data

bit transition. On the other hand, the NH20 correlation was consistent as there were

no data bit transitions.

Figure 6.18: GPS L5 NH Code Acquisition

The asymptotic optimality of MCDD was proved in Section 4.1.4 of Chapter 4

and was basically extended to the problem of NH code acquisition in Section 6.5 in

this chapter. To validate the theory, the NH code acquisition results using incoherent

matched filter (as the magnitude output was assumed) and MCDD was obtained for the

PRN 9 code signal, which has an approximate C/N0 of 50 dB-Hz. The I5/Q5 code and

the residual carrier was stripped prior to the NH code acquisition. The NH10 code was

acquired using a coherent integration of 10 ms and the NH20 code was acquired using

a 20 ms coherent integration period. Correspondingly, the MCDD scheme utilized 10

and 20 correlation branches for the NH10 and NH20 code acquisition. The normalized

NH10 and NH20 code correlation outputs for the incoherent matched filter (circle) and

MCDD (square) are plotted in Figure 6.19. The correlations plots readily confirms the

asymptotic optimality of the MCDD scheme for NH code acquisition.

The major advantage behind using MCDD based NH code acquisition lies in its
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Figure 6.19: Normalized Detection Outputs of NH10 and NH20 Codes for CMF and
MCDD based Acquisition Schemes

ability to compensate for residual frequency error through FFT based coherent com-

bining. The correlation power loss due to residual frequency error can be minimized by

reducing the frequency search step size. However, the number of code phase/frequency

bins should be correspondingly increased due to the finer frequency resolution. On the

other hand, the MCDD based NH code acquisition utilizes the inherent characteristics

of the differential detector structure and FFT to compensate for the residual frequency

error. To further illustrate the impact of residual frequency error, the NH10 and NH20

code acquisition was performed with a residual frequency error of 25 Hz. The NH20

acquisition is expected to degrade substantially due to the longer coherent integration

period of 20 ms. Figure 6.20 shows the normalized code correlation outputs of NH10

and NH20 codes for coherent matched filtering and MCDD based NH code acquisition.

From Figure 6.20, one can readily notice the improved detection performance demon-

strated by the NH code acquisition using NH10 code. The NH10 code acquisition uti-

lized a short coherent integration period of 10 ms, which can tolerate a larger residual

frequency error. However, it should be emphasized here that the code acquisition us-

ing NH10 code is severely limited by the navigation data transition and also, cannot
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Figure 6.20: Impact of Residual Frequency Error on CMF and MCDD Based NH Code
Acquisition

be reliably used for lower C/N0 power levels. The MCDD based NH code acquisition

consistently outperformed as the residual frequency error was readily compensated dur-

ing the FFT based combining. Residual frequency errors exceeding the FFT estimator

bandwidth (which was ± 500 Hz as the FFT input sampling rate was 1 ms) simply gets

wrapped around the basic FFT input sampling frequency. While the frequency estima-

tion using FFT in MCDD scheme becomes ambiguous, it still yields correct code phase

estimation and was not affected by the apparent SNR loss due to residual frequency

error. The detection performance of the NH code acquisition using the PCND and

MCDD schemes was also evaluated as a function of C/N0. Figure 6.21 shows the PSNR

performance as a function of C/N0 for NH10 (LHS) and NH20 (RHS) code acquisition.

The coherent integration period was set to 10 ms and 20 ms for the NH10 and

NH20 code acquisition. The MCDD scheme utilized M = 10 and M = 20 for the

NH10 and NH20 code acquisition to accomplish optimal PSNR performance. The total

observation period was kept similar for both NH10 and NH20 code acquisition. The

PSNR values for NH10 code acquisition were higher compared to that of NH20 due to

the PSNR estimation procedure. Similarly, the substantial decline in PSNR values for

NH10 code acquisition can be attributed to the noise induced out-of-phase correlation
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Figure 6.21: PSNR Performance of PCND and MCDD Based NH10/NH20 Code Ac-
quisition

values. The MCDD scheme demonstrated inferior PSNR performance in comparison to

PCND at lower C/N0 levels. However, it should be emphasized here that the PCND

is critically effected by residual frequency errors while MCDD is not. Hence, it would

still be appealing to utilize MCDD based NH10 code acquisition.

In contrast to NH10 code acquisition, the degradation in PSNR for decreasing C/N0

is not substantial due to the longer coherent integration. For NH20 code acquisition,

the MCDD as well as the PCND based NH20 code acquisition resulted in a similar

PSNR values. This does not come as a surprise as MCDD output reduces to that of

incoherent matched filtering. Therefore, we can expect similar detection performance

for both traditional PCND and proposed MCDD algorithms for NH code acquisition.

6.8 Discussions

The primary focus of this chapter was on the application of the detectors/estimators

introduced in Chapters 3 and 4 to the problem of modernized GPS signal acquisition.

The major outcome of the research presented in this chapter is summarized below:

1. A novel GPS L2C CM and CL code acquisition using the generalized post-
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correlation differential detection

2. A novel GPS L5 NH code acquisition using the multi-correlation differential de-

tection

3. Design of new and improved short synchronization codes for future GNSS signals

The chapter briefly described the innovative signal structures utilized by the mod-

ernized GPS signals and their related correlation and spectral properties. A compre-

hensive review of various acquisition schemes reported in the literature for modernized

GPS signal acquisition was carried out. Subsequently, we identified the various ways

of extending the detectors introduced in Chapters 3 and 4 for modernized GPS sig-

nal acquisition. We also identified the critical appeal of generalized post-correlation

differential detector and multi-correlation differential detector for GPS L2C and GPS

L5 NH code acquisition. The correlation performance degradation with suboptimal

post-correlation noncoherent/differential detectors was also identified. The two-stage

acquisition process involving the initial coherent matched filtering and multi-correlation

differential detection for GPS L5 acquisition was then introduced. The proposed MCDD

scheme is not limited to two-stage acquisition strategy but can also be used in the direct

acquisition of GPS L5 signals.



Chapter 7

Conclusions and Recommendations

This chapter summarizes the various aspects of the research presented in this disser-

tation. In the process, it also draws the seminal contributions of the thesis to the

area of HS GPS signal detection. The chapter initially delineates the important results

presented in the preceding chapters, which is followed by a list of functional recommen-

dations to further the proposed research.

7.1 Synopsis

The main objective of this thesis was to gain a deeper understanding of the contempo-

rary signal processing techniques utilized for enhanced GPS signal detection. By doing

so, it also endeavoured to develop novel solutions that can potentially offer performance

improvements over the existing solutions. The central objectives were systematically

addressed in the preceding chapters and are further summarized succinctly here. Chap-

ter 1 introduced the evolution of the GPS applications and thereby set the tone for the

dissertation by foregrounding the need for HS GPS signal detection. Furthermore, it

also reviewed the various solutions that were proposed in the literature for enhanced

sensitivity detection of GPS signals. The scope of the research presented in this disser-

tation was also charted in Chapter 1. A brief review on the various aspects of legacy

GPS systems was carried out in Chapter 2. The basic signal structure and related char-

acteristics of the L1 C/A code was reviewed. More specifically, it identified the periodic

property and successfully established the DAM property for the Gold sequences in the-

ory. The basic receiver operations and limitations of GPS operations were addressed.

Chapter 2 concluded by reviewing the HS GPS theory and its inherent limitations.

247
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In Chapter 3, the GPS signal acquisition problem was treated from the perspective

of estimation theory. The MMSE estimator was introduced as the one that minimizes

the function, E[(θ − θ̂)2]. Subsequently, the maximum likelihood estimator was intro-

duced as a more practical approach, wherein the estimate θ̂ = [τ̂ ,∆F̂ ] attempts to

maximize the likelihood by searching over the discretized two-dimensional space θ. The

GPS acquisition problem was also addressed from the view point of detection theory.

Accordingly, the presence of the signal was determined by detecting the change in the

known PDF (or its approximation). The primary approaches for hypothesis testing are

based on the classical approach based on Neyman-Pearson theorem and the Bayesian

approach based on minimization of Bayes riskand were summarized in (3.12) and in

(3.15), respectively.

In this thesis, the analysis on the GPS signal acquisition problem was essentially

based on the detection/estimation theory. The GPS signal acquisition was formulated

as a joint detection/estimation problem, wherein the GPS receiver attempted not only

to detect the transmitted PRN code signal, but also attempted to estimate the code

phase and the carrier frequency offset pertaining to the detected PRN code signal (i.e.

θ = [τ,∆F ]). The detector analysis primarily utilized the Neyman-Pearson approach

of maximizing the likelihood ratio. To this end, a variety of detectors, both optimal

and suboptimal were introduced during the entirety of this thesis. The classification of

these detectors was based on their relationship is illustrated in Figure 7.1.

The optimal detector (or the Neyman-Pearson) for a known signal (such as PRN

code) in AWGN was derived as the replica correlator. The corresponding decision

statistic is linear and is given by (3.22). The matched filter implementation of the

replica correlator is given by (3.25) and subsequently used in (3.24). The frequency

domain equivalent of the matched filter is given by (3.30), which essentially utilizes the

fast Fourier transforms for its implementation. The detection performance of a matched
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Figure 7.1: Developed Detectors/Estimators for GPS Signal Acquisition

filter is straight forward due to the Gaussian assumption and is analyzed in Section 3.6.1

of Chapter 3. More specifically, the relationship between the probability of detection

and the pre-detection SNR (and thus C/N0) for a given probability of false alarm

is summarized in (3.98). The influence of the residual signals including the residual

frequency errors, code phase errors and that of unknown navigation data modulation

was characterized in Section 3.3.2 of Chapter 3. Subsequently, the limitations of the

utilizing the matched filter in its original form was outlined in Section 3.3.3 in Chapter

3.

For a received signal with unknown signal parameters, the GLRT structure was

established as an energy detector and the corresponding decision statistics were sum-

marized in (3.60). The energy detector utilizes the noisy estimate of the transmitted

signal in comparison to the clean estimate utilized in matched filtering during the cor-

relation process. Therefore, the energy detector can be readily viewed as a suboptimal

detector in terms of noise suppression although it is still optimal for deterministic sig-

nals with unknown parameters. In Chapter 3, it was also shown that several of the GPS

signal acquisition schemes have utilized the GLRT structure of (3.60) in their special-
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ized forms. Accordingly, the structure of (3.60) was established as the basic structure

that readily encompasses the following detectors utilized in GPS signal acquisition.

1. Incoherent Matched Filter

2. Post-correlation Noncoherent Detector

3. Post-correlation Differential Detector

4. Pre-correlation Differential Detector

For unknown phase rotation, the GLRT structure of (3.60) reduced to an incoherent

matched filter. The corresponding decision statistics are summarized in (3.62), which

is essentially an estimator-correlator. The post-correlation noncoherent detector was

readily established as the energy detector, whose decision statistics were summarized in

(3.66). In contrast, the post-correlation differential detector utilizes the previous sample

as the estimate (see (3.70)) during its estimation-correlation process. This is possible as

the transmitted C/A code signal is periodic over 1 ms (however the noise is aperiodic).

Besides, it approximates the time varying phase introduced by the navigation data

and residual carrier to be time invariant over this delay. The SNR loss incurred due

to navigation data bit transition is readily characterized by the decorrelation of the

navigation data over the delay. The similarities between the differential detector and

the phase discriminator were promptly summarized in (3.77). The post-correlation

differential detection is attractive in terms of noise suppression as the noise samples

are no longer correlated due to the usage of delayed samples in correlation, which also

aided in fine frequency estimation.

In contrast, the pre-correlation applied the estimation-correlation process prior to

matched filtering at the chip level (see (3.78)). The delay was judiciously selected as an

integer multiple of basic chip duration (Tc) for two seminal reasons. The integer chip

delay guarantees the decorrelation of the received C/A code signal. Furthermore, the
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DAM property of Gold codes help retain similar correlation characteristics. Secondly,

the navigation data and residual carrier were readily assumed to be time-invariant over

the chip (or its multiple) duration. Moreover, it exploited the periodic property of the

underlying C/A code to perform comb filtering prior to matched filtering. However, the

incurred SNR loss is substantial as the estimation-correlation process is applied prior

to matched filtering. The pre-correlation differential detection can also be utilized for

fine frequency estimation although one would expect inferior estimation performance

due to the poor input SNR values.

A novel GLRT structure, namely the generalized post-correlation differential detec-

tor was developed utilizing the periodicity of the underlying PRN code signal whose

decision statistics are summarized in (3.89). It also exploited the basic C/A code period-

icity to perform comb filtering, so as to enhance the SNR. Significant noise suppression

was achieved by coherently combining the individual branch outputs via FFT process-

ing. The second innovation pertaining to the generalized post-correlation differential

detection lies in its ability to allow for fine frequency estimation. The complex phase

rotations across the individual branches collectively embodies the residual carrier as

expressed in (3.93). Accordingly, both coherent combining and fine frequency estima-

tion can be accomplished through a simple FFT operation. The related performance

measures of the FFT based fine frequency estimator is summarized in (3.94).

The detection performance of the individual detectors was derived theoretically in

regards to coherent matched filtering in Section 3.6 of Chapter 3. Moreover, the the

generalized post-correlation differential detector was shown to be asymptotically equiv-

alent to that of incoherent matched filter and is summarized in (3.143). In Section 3.7,

the various concepts developed in the Chapter 3 were validated alongside acquisition

sensitivity and frequency sensitivity tests using hardware simulated and live GPS sig-

nals. The pre-correlation scheme showed the worst acquisition sensitivity but offered
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the best resilience to residual signal effects. It also allowed for reduced complexity ac-

quisition owing to the linear search in code phase alone. Additionally, it allowed for

fine frequency estimation with limited estimation performance due to the inherent SNR

loss. While the post-correlation noncoherent yielded a moderate acquisition sensitiv-

ity performance, the post-correlation differential yielded a better acquisition sensitivity

performance over the noncoherent detector. Finally, the generalized post-correlation

differential resulted in the best acquisition sensitivity performance in particular for low

C/N0 values. The post-correlation schemes were critically influenced by the residual fre-

quency errors due to the usage of initial matched filtering. Thus, the developed detector

schemes clearly demonstrated a trade-off between noise suppression and sensitivity to

dynamics as originally predicted in Figure 1.2 in Chapter 1. The seminal findings of

this chapter were presented in parts in Shanmugam et al. [2005] and Shanmugam et al.

[2007b] and will be published in Shanmugam et al. [2007a].

Chapter 4, of this thesis, focused on the development of algorithms that achieve noise

suppression and resilience to residual frequency errors. Once again, the fundamental

periodic property of C/A code aided in the development of pre-correlation noise sup-

pression through coherent pre-filtering. The pre-filter was implemented using a tapped

delayed line structure as shown in Figure 4.1 and the corresponding filter output was

given by (4.2). The influence of the residual signal effects on pre-filtering was promptly

characterized in Sections 4.1.1 and 4.1.2. In Section 4.1.3, it was shown that the pre-

filtering essentially accomplished the same effect as what extended coherent integration

accomplished for post-correlation detectors. More importantly, it provided an excel-

lent means to suppress the pre-correlation noise that critically enabled the application

of pre-correlation differential detector. However, the use of pre-filtering necessitated a

limited frequency search.

The generalization of pre-correlation differential detection, which is called multi-



253

correlation differential detector, was introduced in Section 4.1.4 and the corresponding

decision statistic was summarized in (4.29). The influence of residual signal effects on

the multi-correlation differential detector was analyzed in Section 4.1.5. Notably, the

complex phase rotations across the individual branches was shown to collectively em-

body the residual carrier for correct code phase. Accordingly, the individual branch

outputs was collectively processed by a FFT block to allow not only for coherent com-

bining but also for fine frequency estimation. The related performance measures of

the FFT based estimator were summarized in (4.34). The developed FFT based fre-

quency estimator offered the robustness and the much desired flexibility. The analysis

then turned to quantify the correlation performance of the C/A code signal detected

via multi-correlation differential detection. It was observed that the out-of-phase cor-

relation as well as cross-correlation values was randomly distributed, which yielded

substantial correlation suppression as shown in Figure 4.8. Interestingly, the correla-

tion suppression peaked for both M = 512 and M = 1022 as shown in Figure 4.9.

Subsequent analysis revealed that the DAM operation yielded only (Nc − 1)/2 distinct

codes and the remaining codes where essentially time shifted-versions of the same. The

relationship between the DAM operation and the modified code was summarized in

(4.48).

The essence of the multi-correlation differential detection was made known in the

subsequent correlation performance analysis and is summarized in (4.53). The expres-

sion in (4.53), implied that the output of the multi-correlation differential detector is es-

sentially similar to the output of a conventional correlator (matched filter). Armed with

the preceding results, in Section 4.2.1, the detection performance of the multi-correlation

differential detector was shown to be asymptotically equivalent to that of incoherent

matched filtering and was summarized in (4.75). The multi-correlation differential de-

tector can demonstrate optimal detection performance when the number of branches
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M tends to N , where N = TCOHT
−1
s . However, the convergence of multi-correlation

differential detection illustrated in Figure 4.16 signified the possibility of accomplishing

significant reduction in the number of branches at the expense of suboptimal detection.

The various system concepts developed in the preceding sections as well the acquisi-

tion performance was carried out in Section 4.3 of Chapter 4. There it was noted that

the pre-filtering in conjunction with multi-correlation differential detection can provide

the necessary processing gain to tackle weak signal conditions at the expense of lim-

ited frequency search. The generalized post-correlation differential detection and the

multi-correlation differential detection, although varied in their respective implementa-

tions, essentially embody the different forms of the basic estimator-correlator structure.

The major results pertaining to this chapter were presented in parts in Shanmugam

et al. [2006b] and Shanmugam [2006] aside from a U.S. patent filing (Shanmugam et al.

[2006a]).

In Chapter 5, the thesis further evolved to extend the algorithms developed in the

preceding chapters for the problem of GPS signal detection under RFI. The chapter

initially summarized the various interference types and their sources that are often en-

countered during GPS signal operation. Subsequently, the effect of interference, in par-

ticular, that of narrowband and continuous wave interference on a traditional matched

filter detector was initially characterized. The vulnerability of a conventional matched

filter detector to CW interference was outlined. In Section 5.5, the effect of interference

on a multi-correlation differential detector was analyzed by characterizing the corre-

sponding detection output. The multi-correlation differential detection was highlighted

as an efficient detector to be used in conjunction with interference cancellation tech-

niques to combat self-interference. More importantly, a simple yet efficient detection,

estimation, and suppression scheme for CW interference based on multi-correlation dif-

ferential detection was developed in Section 5.5.2. The test methodology for evaluating
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the detection performance of the developed acquisition schemes in the presence of CW

and narrowband interference was detailed. The various system concepts developed in

the preceding sections was promptly validated using the interference corrupted GPS

data. The acquisition sensitivity performance of the various detectors developed during

the preceding chapters was summarized in Table 5.2. Finally, the use of a frequency

excision technique for CW and narrowband interference suppression was readily em-

phasized in terms of detection performance analysis. The preliminary research findings

in terms of multi-correlation differential detection performance under narrowband in-

terference was presented in Shanmugam [2007].

Chapter 6 further extended the detectors developed in Chapters 3 and 4 to address

the problem of modernized GPS signal acquisition. The innovative signal structure of

modernized GPS L2C and L5 signals alongside their generation and the corresponding

correlation and spectral characteristics was introduced in Section 6.1. We also reviewed

the traditional coherent and post-correlation noncoherent detector algorithms proposed

to address the problem of modernized GPS signal acquisition in Section 6.2. More

importantly, in Section 6.3, the various possibilities of utilizing the detectors developed

during the preceding sections to achieve innovative modernized GPS signal acquisition

was reviewed. The chapter then focused on the extensions of the following detectors

due to their critical appeal to the problem of modernized GPS signal acquisition.

• Generalized post-correlation differential detector based L2C code acquisition

• Multi-correlation differential detector based NH code acquisition

Both the detectors readily allowed for fine frequency estimation in addition to acquisi-

tion sensitivity improvements over a traditional post-correlation noncoherent detector.

However, it was limited by the navigation data transition for CM code acquisition.

Furthermore, the degradation in correlation performance due to suboptimal detection
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were also analyzed. Similarly, the multi-correlation differential yielded optimal detec-

tion performance for NH20 code acquisition due to the absence of navigation data.

More importantly, the vulnerability of short synchronization code in terms of residual

frequency error was introduced. An exhaustive search immediately revealed the exis-

tence of better synchronization codes in comparison to the standardized NH 10 and

20-bit codes. Furthermore, the analysis also indicated the relationship between optimal

synchronization codes to the structured Golay codes. The performance improvements

with the proposed short synchronization codes were then demonstrated using simula-

tion analysis. The chapter finally concluded with acquisition performance evaluation

for both GPS L2C and GP L5 NH code acquisition. The major research findings will

be presented in Shanmugam et al. [2007b] and will also be published in Shanmugam

et al. [2007c].

7.2 Thesis Contributions

The seminal contributions of this dissertation specifically to the problem of HS GPS

detection and generally in the area of detection/estimation of periodic signals are sum-

marized below:

1. Fundamental theoretical considerations based on the generalized likelihood ratio

test (GLRT), as applied to GPS signal detection, were established.

2. The design of a novel generalized post-correlation differential detection for en-

hanced sensitivity GPS signal acquisition. The proposed detector readily encom-

passes both the post-correlation noncoherent and differential detector as its special

forms.

3. Two new innovations namely the pre-filtering and multi-correlation differential

detection was developed utilizing the underlying PRN code characteristics. The
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pre-filtering in conjunction with MCDD was shown to be asymptotically optimal

but was resilient to residual frequency errors and that of data modulation.

4. A novel design of a simple yet efficient CW interference detection, estimation and

suppression based on the multi-correlation differential detection was developed.

5. Innovative design of modernized GPS L2C CM and CL code detection schemes

based on generalized post-correlation differential detection were developed. The

L2C acquisition using the same detector offered improved detection performance,

fine frequency estimation and much needed flexibility.

6. Innovative extension of basic multi-correlation differential detection to address the

problem of GPS L5 NH code detection. The MCDD based NH code acquisition

accomplishes optimal detection performance and fine frequency estimation that

is critically required for NH code acquisition.

7. A critical analysis on the design of short synchronization codes and subsequent

development of new and improved short 10-bit and 20-bit synchronization codes.

The results can be further utilized to design of optimal short sequences of arbitrary

length.

8. The proposed research is not only limited to GPS signal detection but can gen-

erally be applied for detection/estimation of periodic signals in various related

fields. For instance, the proposed research can be readily adapted to address

the detection/estimation problems in the related fields such as communication

systems, radar signal processing, and system identification.
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7.3 Recommendations

The research presented in this dissertation focused primarily on specific aspects of

enhanced sensitivity GPS signal detection owing to the broad nature of the research

topic. Naturally, it is important to recognize the precincts of the developed research and

also to identify the future scope of the research presented in this dissertation. Based

on the results presented in the previous chapters and the subsequent conclusions made

in this chapter, the following recommendations can be made to further the proposed

research.

Development of Theoretical Bounds

The analysis of residual signal effects was carried out independently for the navigation

data modulation and residual carrier. In contrast, a more accurate modelling on the

combined effects of navigation data modulation and residual carrier could reveal other

interesting characteristics of the developed detectors. The theoretical performance car-

ried out in this thesis mostly utilized the central limit theorem argument to invoke

Gaussian approximation. Secondly, the detection performance analysis carried out in

this thesis utilized the relationship between the deflection coefficient (or PSNR), the

probability of false alarm and the probability of correct detection. While the relation-

ship is accurate for Gaussian distributed decision statistics, it is only an approximation

for non-Gaussian distributed decision statistics. Accordingly, the current analysis can

be extended to include more accurate derivation of Gaussian approximation.

Computational Complexity Analysis

The real impact of any new detection algorithms is not only influenced by its detection

performance, but also by the levels of complexity it necessitates for its implementation.

Accordingly, gate-level complexity analysis of the new detection algorithms critically
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influence the subsequent adoption of these detectors in future GPS receivers. Inter-

estingly, the trade-offs and the existence of further optimization was signified in the

preceding chapters. Hence, system level optimization can reveal hot spots, where the

developed detectors outperform conventional detectors for GPS signal acquisition.

Development of Code/Carrier Tracking Algorithms

The analysis of differential detectors critically revealed the similarities with the phase

discriminators. For instance, the generalized post-correlation detector can be readily

viewed as an array of phase discriminators and thus readily adapted to achieve better

frequency tracking. Similar modifications can also be applied to the multi-correlation

differential to accomplish robust frequency tracking to deal with high dynamics situa-

tions. More importantly, the developed detectors can be utilized in conjunction with

a frequency domain tracking implementation as well (Yang [2003]). It is interesting to

note that Lin [2000] already demonstrated a low complexity code tracking loop with

chip-level differential detection for spread spectrum receivers. This is of critical sig-

nificance as it permits code independent frequency tracking even under high dynamics

situations. The concept reported in Lin [2000] can be readily improved with the under-

standing of the detectors gained in the preceding chapters.

Interference Suppression

Chapter 5 of this thesis essentially demonstrated the advantage of the proposed detec-

tors in terms of interference detection and suppression. However, further investigation

and analysis is still required to wholly utilize the developed detectors for the problem of

GPS signal acquisition under RFI. For instance, the use of multi-correlation differential

detection in conjunction with interference cancellation for self-interference mitigation

should be further investigated. Besides, theoretical analysis on the performance of the

various detectors could reveal vital information for subsequent development of interfer-
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ence mitigation schemes.

Adaptation to Galileo and Compass Signals

In a broader perspective, GNSS is currently witnessing major developments including

the EU’s Galileo and China’s Compass systems. While these new GNSS systems might

employ different signal structures, they still utilize spread spectrum modulation in their

respective systems. Accordingly, the detectors presented in this thesis can be readily

extended to the acquisition problem for these new GNSS systems. In some cases, the

developed detectors cannot be directly applied and should be carefully adapted to yield

optimal acquisition performance.

Applications Beyond GNSS

At a more fundamental level, the thesis addressed the problem of detection of deter-

ministic signals with unknown parameters. The corresponding analysis readily exerts

critical implications in related signal processing fields such as communication theory,

radar and system identification. For example, both pre-filtering and multi-correlation

differential detection structures have been independently proposed for UWB synchro-

nization (Nekoogar et al. [2004]) and data demodulation (Pausini et al. [2006]). In-

terestingly, the complimentary nature utilized in the proposed PF/MCDD can yield

better performance to both the problem of synchronization and data demodulation in

transmitted-reference UWB systems. Similarly, the developed research can be further

extended to detection of random periodic processes, which has a plethora of applica-

tions in various fields. For example, the multi-correlation differential detection can be

readily adopted to address the problem of detection of periodic random vibrations in

rotating machines (McCormick and Nandi [1998]). Therefore, a comprehensive review

of related fields could reveal various applications, wherein the developed detectors can

offer attractive solutions.
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Appendix A

This appendix derives the decision statistics of the estimator correlator detector for the

received GPS signal with unkown signal parameters.

Estimator Correlator Detector

The matched filter was able to detect the received GPS signal in AWGN by detecting

the change in the mean of the decision statistic. This was possible as the received

GPS signal was assumed to be deterministic or the signal parameters were obtained

via ML search (i.e. code/frequency search). Hence, its presence altered the mean of

the received data. In stand-alone GPS receivers, the received GPS signal is more ap-

propriately modeled as a random process due to the presence of unknown navigation

data modulation. For instance, the received composite GPS signal comprises of mul-

tiple PRN code signals, which are zero-mean (asymptotically) and thus can readily be

modeled as a zero-mean Gaussian random process. Similarly, the output of matched

filter can also be modeled as zero-mean Gaussian random process due to the presence

of navigation data. Accordingly, modeling the received GPS signal as a Gaussian pro-

cess with an arbitrary covariance matrix, we obtain the NP detector as the estimator

correlator (Kay [1993a]).

Development of the Detector

To derive the decision statistics of the estimator correlator, we consider a general de-

tection problem,

H0 : x(k) = w(k) k = 0, 1, ..., N − 1.

H1 : x(k) = s(k) + w(n) k = 0, 1, ..., N − 1.
(7.1)
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We model the input to be a random process (s(k)) with covariance matrix Cs. The

noise at the input of the estimator-correlator is assumed to be zero mean AWGN process

with variance σ2
w. The likelihood ratio test is given by,

L(x) =

1

(2π)N/2det1/2(Cs+σ2
wI)
e

h

− 1

2
x

T (Cs+σ2
wI)

−1
x

i

1

(2πσ2
w)N/2e

»

− 1

2σ2
w

xxT

– > γ′ (7.2)

The Neyman-Pearson detector decides on H1 if L(x) > γ′. Taking logarithms and upon

simplification yields,

T (x) = σ2
wxT

[
1

σ2
w

I −
(
Cs + σ2

wI
)−1
]

x > 2σ2
wγ

′ (7.3)

By setting A = σ2I, B = D = I and C = Cs and applying matrix inversion lemma1,

the above test statistic can be reduced to (Kay [1993a]),

T (x) = xT

[

1

σ2
w

(
1

σ2
w

I + C−1
s

)−1
]

x (7.4)

By rearranging the signal covariance matrix and noise variance, the above equation can

be written as,

T (x) = xT
[

Cs

(
Cs + σ2I

)−1
]

x (7.5)

The product of the last two terms in the right hand side of (7.5) is essentially the MMSE

estimate of the signal realization. That is,

ŝ = Cs

(
Cs + σ2

wI
)−1

x (7.6)

Substituting (7.6) in (7.5) and expanding the inner product into summation produces

T (x) =
N−1∑

k=0

x(k)ŝ(k) (7.7)

From (7.7), it can inferred that the detector correlates the received signal with an

estimate of the signal itself and is often termed as estimator-correlator. Figure 3.4

depicts the implementation of estimator-correlator detector for detecting random signal.
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Figure 7.2: Estimator-Correlator Detector Implementation

If the input signal x(k) can be modeled as a zero mean white Gaussian signal, then the

corresponding decision statistic is given by,

T (x) =

N−1∑

k=0

|x(k)|2 (7.8)

Interestingly, (7.8) is very similar to the final decision statistics obtained for the energy

detector as summarized in (3.60) in Section 3.4 of Chapter 3. For energy detector, we

modeled the input signal as deterministic but unknown whereas in estimator correlator

modeled the input signal as zero mean Gaussian random process. Hence, the detection

performance will differ for both the detector structures.

For the post-correlation detectors, the output of initial coherent matched filter is

correlated (over Tb) due to the presence of navigation data modulation. Hence, the

covariance matrix Cs is no longer diagonal. Therefore, the matrix inversion in (7.6)

is no longer straight forward. However, one can utilize the Taylor series method for

the matrix inversion (Tylavsky and Sohie [1986]). Alternatively, for large N , we can

approximate the eigen values by the power spectral density and the eigen vectors by

the corresponding discrete Fourier transform vectors (Kay [1993a]).

1(A + BCD)
−1

= A−1 − A−1B
(
DA−1B + C−1

)
−1
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