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Abstract

GPS L2C signals are now being transmitted from the new-generation 1IR-M
satellites. L2C signals are easily affected by RF and are often distorted by RF
interference. Therefore, the performance of L2C signal acquisition and tracking is
influenced by RF interference. The interferences of additive white Gaussian noise
and unwanted L2C signals are always accompanied with incoming desired L2C
signals. In this thesis, the effects of cross-correlation and additive white Gaussian
noise (AWGN) on the performances of the L2C signal acquisition and tracking are
analyzed in four parts: L2C signal detection, maximum error probability of

information data estimation, signal-to-noise ratio, and PLL tracking errors.

In L2C signal detection, a large cross-correlation value is used to estimate the
detection probabilities. Cross-correlation will affect L2C signal detection
performance. The cross-correlations increase the error probability of information
data estimation. The average signal-to-noise ratio is derived under the effects of
cross-correlation and AWGN. The SNR is reduced when there is more
cross-correlation or when the unwanted signal power from another satellite is
higher than the desired signal power. In the PLL error analysis, the PLL error is
estimated by using the linear method under the cross-correlation and AWGN.

Simulations are also done for the analyses of the cross-correlation and AWGN



effects on L2C signal acquisition and tracking.
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Chapter 1
Introduction
1.1 Background

In a pseudonoise (PN) spread-spectrum system, the spreading of the message
signal is achieved by modulating it with a PN sequence before transmission. At the
receiver, the incoming signal is despread by correlating it with the local PN
sequence (Holmes 1990). Radio frequency (RF) interference may affect the link
between a transmitter and a receiver in a PN spread-spectrum system. As a PN
spread-spectrum system, the Global Positioning System (GPS) is also affected by
RF interference. RF interference on GPS signals received by a GPS receiver will
distort the signal and affect the performance of acquisition and tracking of
receivers. RF interference will cause an increase in noise in receivers and
decrease the signal to noise ratio (SNR) of signals; therefore they will affect the
detection level. If the RF interference is very large, receivers cannot acquire

signals and will lose tracking capabilities.

Many users worldwide depend on GPS for their positioning. In real-world
applications, both the accuracy and reliability of GPS under non-ideal

circumstances should be known to these users. RF interference affects both
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accuracy and reliability of receivers and it is therefore important to study RF

interference in detail.

Generally, RF interference includes cross-correlation (wideband spread spectrum),
additive white Gaussian noise (AWGN), wideband phase/frequency modulation,
wideband pulse, narrowband continuous wave, narrowband phase/frequency
modulation, and narrowband swept continuous wave. Any radio navigation system
can be disrupted by sufficiently high power interference (Parkinson 1996).
Although receivers can take advantage of the spread spectrum of GPS codes, the
signal can be disrupted by RF interference that is beyond a certain threshold level

(Parkinson 1996).

The GPS signal consists of two components: L1 at a centre frequency of
1575.42 MHz and L2 at a centre frequency of 1227.6 MHz. The L1 signal has an
in-phase carrier component which is modulated by a 10.23 MHz clock rate
precision (P) signal and a quadrature carrier component that is modulated by a
1.023 MHz civil C/A signal (Kaplan 1996). The L2 carrier is biphase modulated by
the P code. The new L2C signal modulates the quadrature carrier component of
the L2 carrier with 1.023 MHz chip rate (Cho et al 2004). L2C uses two different PN
codes for every satellite: one is the civil moderate (CM) code, which repeats every
10,230 chips, the other is the civil long (CL) code, which repeats every

767,250 chips. The L2C signal is formed by the chip-by-chip multiplexing of the



CM (with data) and CL codes (Tran et al 2003).

1.2 Radio Frequency Interference

Some research studies about the effects of RF interference on receivers in the
environment of L1 with C/A code have been performed by others and are

introduced as follows.

1.2.1 Cross-Correlation Interference

Cross-correlation is a type of interference in a weak signal environment. The
cross-correlation properties of the L1 C/A and L2C codes are such that in a weak
signal environment, the presence of a strong signal may cause a cross-correlation
peak that exceeds the autocorrelation peak of the weak signal. The interference
will lead to a false alarm, because the cross-correlation peak is acquired as an
autocorrelation peak. Acquiring the incorrect cross-correlation peak will have a
negative impact on acquisition performance as the value of the Doppler frequency
and the code delay acquired are inaccurate. In the tracking loop, if the desired
signal is being tracked, the cross-correlation of C/A code causes more tracking
errors, in the situation of Doppler crossovers and large Doppler offsets between
two satellites. Cross-correlation errors are affected by, amongst others, correlator

spacing, integration time, and tracking loop filtering (Zhu & van Graas 2005).
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Generally, in the analyses of C/A codes, C/A codes are assumed to be random.

The power spectral density (PSD) of the signals is assumed to be (sin(x)/x)2. In

theory, (sin(x)/x)? is the PSD of codes that are maximal length PN codes and

have very long periods. The C/A codes are not the maximal length PN codes and
do not have sufficiently long periods to be considered purely random. Therefore
the C/A codes have different autocorrelation and cross-correlation properties
compared with random codes (Kumar et al 1999). Moreover, if the Doppler
frequency differences are well outside the tracking loop bandwidth,

cross-correlation errors will reach maximum values (Zhu & van Graas 2005)

1.2.2 Pulsed Interference

The effects of pulsed interference on receivers can vary widely depending on the
characteristics of the interfering signal (peak power, duty cycle, pulse width) and
the exact implementation of the receiver (Hegarty et al 2000). But in the situation of
low power pulsed interference, the noise power variation is only affected minimally
by coherent and non-coherent integration, and the low power pulsed interference
effect on the noise power is negligible (Deshpande et al 2004a). The low power
pulsed interference has no effect on the signal processing section (Deshpande et

al 2004a).



1.2.3 Continuous Wave Interference

Continuous wave (CW) interference will also cause loss of lock in a signal tracking
loop. In acquisition mode, the probability of detection can be strongly decreased by
CW interference. The C/A code has a few strong lines in the PSD above the
(sin(x)/x)*envelope (nearly 8 dB above), which makes it more vulnerable to a
continuous wave RF interference at these line frequencies than its maximum
length PN sequence counterpart (Kaplan 1996). The reason is that the incoming
CW interference power spread by the local code replica is not the same as the
ideal PSD envelope. For the line frequencies with higher PSD than the envelope,

the real CW interference powers (after spreading) are larger than the ideal powers.

Deshpande (2004a) demonstrates that for acquisition, although the continuous
wave interference results in an increase in noise power when the coherent
integration time and non-coherent integration time are increased, the SNR can still
be raised by increasing the coherent and non-coherent integration time. With
longer coherent and non-coherent integration time, receivers are able to tolerate

more continuous wave interference power.

1.2.4 AM Interference

An AM signal is a continuous wave signal whose amplitude varies as a function of

the modulating signal. The amount of modulation present in the signal is
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determined by the modulation depth. The correlation process in acquisition and
tracking spreads the interference signal and decreases the signal power to reduce
the effect of the interference signal. In the presence of AM interference, the noise
power increases for higher modulation depths because more modulation signals
are present. The noise power increase raises the detection threshold, thereby
reducing the possibility of acquisition. Therefore, with an increase of the
interference power at different modulation depths, the SNR decreases and the
successful acquisition percentage decreases (Deshpande et al 2004b). After
correlation, the de-spread interference signal causes non-Gaussian noise. This
increases the noise with an increase in the pre-detection integration period. But
the SNR increases with an increase of the coherent integration time. The longer
coherent integration time provides better tolerance to high noise power

(Deshpande et al 2004b).

1.2.5 FM Interference

An FM signal is a CW signal whose frequency varies as a function of the
modulating signal. Higher deviations of frequency result in the increase of noise
power. Longer coherent integration times can increase the signal peak and allow
successful acquisition. Non-coherent integration can improve the interference

tolerance. For example, a coherent integration time of 20 ms is sufficient to tolerate
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10 dB of interference power. A non-coherent integration factor of five and a
coherent integration time beyond 8 ms can tolerate 20 dB interference power
(Deshpande et al 2004b). By increasing the non-coherent integration factor,
non-coherent integration improves the interference tolerance to 30 dB

(Deshpande et al 2004b).

1.3 Motivation and Objective

The first new generation GPS IIR-M satellite was launched in September 2005.
From this satellite, two signals are transmitted: L1 (including L1 C/A code, P(Y)
code and M code) and L2 (L2C code, P(Y) and M code). A new L2 civil signal has
been developed which is especially designed to provide better cross-correlation
interference protection relative to the current C/A codes. Therefore, it is important
to consider the cross-correlation interference and white Gaussian noise

interference on this new signal.

The major objective of this thesis is to analyse the effects of the cross-correlation
and white Gaussian noise interference on L2C acquisition and tracking

performance. This includes

1. Evaluate the ability of detection under the AWGN and cross-correlation,

especially under the weak signal environment.
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2. Estimate the maximum error probability of information data estimation,

especially under the weak desired incoming signal.

3. Estimate the average signal-to-noise ratio of the correlator output after

integration under the normal or weak desired signal.

4. Evaluate the phase locked loop error with cross-correlation and AWGN
combined and the error changes with cross-correlations under weak desired

signal.

To achieve the objectives, the following tasks are carried out in this thesis:

1. To analyse the L2C signal structure including properties of the CM and CL

codes and how the CM and CL codes combine into the L2C code.

2. To theoretically analyse the effects of L2C cross-correlations and AWGN

interferences on L2C signal detection.

3. To estimate the error probability of the information (navigation) data estimation
under the worst cross-correlation and AWGN effects and the average SNR of

the correlator output under cross-correlation and AWGN.

4. To theoretically derive the PLL jitter of L2C cross-correlation and white
Gaussian noise, and analyse the tracking loop performance under different

noise power and cross-correlation in the weak signal environment.
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5. To generate the simulated cross-correlation data of L2C signal and AWGN

data.

6. To process the L2C signals with cross-correlation interference and AWGN
interference by using base-band simulation method including probability of

detection, average SNR of correlator output and PLL jitter.

7. To analyse the differences between the theoretical results and the output of the

base-band simulation.

To realize the objectives, the theoretical analyses of the interference effects will
first be carried out: analysing the effects of cross-correlation interference on L2C
acquisition, error probability of the information estimation and PLL tracking
performance, determining the L2C acquisition, error probability and PLL tracking

performance with AWGN interference.

Second, a base-band simulation for L2C cross-correlation and AWGN interference
is provided. In the simulation, the error probability and the SNR of the correlator
output with and without cross-correlation are considered. In the PLL tracking loops,

the PLL errors are simulated with and without cross-correlation.

Finally, the differences between the simulation and the theoretical results are

analysed taking into account the limitations of the theoretical models.
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1.4 Thesis Outline

In Chapter 2 of this thesis, the L2C signal structure, the output of correlator and
L2C cross-correlation and AWGN interference effects on L2C signal detection are

analysed.

The error probability of information data estimation under worst cross-correlation
effects and the SNR of the correlator output with cross-correlation and AWGN
interference are analysed in Chapter 3. A simulation is used to support this
analysis. The SNR of the correlator output is derived theoretically. Then according
to the SNR theoretical model, the SNR as a function of L2C signal power from
other satellites is computed. In the later simulation part, by using simulated
cross-correlation and white Gaussian noise interference data, the SNR is
computed under the presence of cross-correlation and AWGN. Lastly, results of

theoretical SNR derivations and simulated SNR are analysed.

The L2C cross-correlation and AWGN interference effects on PLL tracking loops
are studied in Chapter 4. In this part, the PLL jitter is derived under the
cross-correlation and AWGN interference. Furthermore, throughout the theoretical
model, the theoretical PLL error is calculated. Then, by using second order PLL
tracking loops and simulated cross-correlation and AWGN interference data, the

PLL errors are simulated. At the end of the chapter, the results of theoretical and



simulated PLL errors are analysed.

Chapter 5 contains conclusions and recommendations.

11
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Chapter 2

Cross-Correlation and White Gaussian Noise Effects on

Acquisition

In this chapter, the structure of the L2C signal is analysed and the model of
correlator output is derived. Given that during acquisition the most important task is
to detect a desired L2C signal in the input signals, the probability of detection in

L2C acquisition is also estimated.

2.1 L2C Code Structure

The new signal is modulated on the L2 carrier at a frequency of 1227.60 MHz. The
new signal structure was augmented by the addition of the enhanced L2C code.
The L2C signal is composed of two multiplexed code signals, which include the
moderate length code (CM) signal with a 10,230 chip sequence repeating every
20 ms, and the long length code (CL) signal which has a 767,250 chip sequence
repeating every 1.5 seconds (Fontana et al 2001). Thus, the CL code is 75 times
longer than CM code. Both CM and CL codes are generated from a single multiple
return shift register generator (MRSRG) (Holmes 1990). Figure 2.1 shows the L2C
code generator (IS-GPS-200D 2004). Its polynomial 5

T+ x4+ X x4 xB 4 xB + xP x4 x4 x¥ (IS-GPS-200D
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2004). This polynomial is considered to be a “primitive polynomial” (Peterson 1962)
and the output sequence produced by the MRSRG is an m-sequence (Holmes
1990). That is, the output sequence is a PN code with maximal length of 2% —1.
Simulation studies confirm that every CM code or CL code is a part of the same PN
code sequence that is shown in Table 2.1 and 2.2.

POLYHOMIAL:

DELAY e e e e e e e M ey
NUMBERS

QUTPUT

INIMAL CONDITIONS ARE & FUNCTION OF PRN AND CODE PERIOD (MODERATEILOMG)

SHIFT DIRECTION

Figure 2.1 L2C Code Generator (IS-GPS-200D 2004)

Assuming that the PN code begins from the CM code with PRN 1, Figure 2.2
shows the positions of the CM and CL code area in the PN code. The area from

CML1 to CL37 occupies about one-third of the PN code sequence.
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CM CL
0 0.46% 1.9% 33.3% 100%

Figure 2.2 Positions of CM and CL Code Area in the PN Code
Figure 2.3 shows that CM codes are distributed in order of PRN number. There is
an interval between any two adjacent CM codes, except for CM4 to CM5 and
CM34 to CM35, but there is no overlap. Also, CL codes are distributed in order of

PRN number, with an interval between any two adjacent CL codes.

CL1 CL2 CL3 CL4 CL34 CL35 CL36 CL37

CL Area
0| 0.46% 1.9° 33.3% 100%
M1 CM2 CM3 CM4CM5 CM6 CM 33 Cmr34-6M35 CM 36 CM 37
CM Area

Figure 2.3 Positions of CM and CL Codes in the CM and CL Code Area
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Table 2.1 provides the chip positions of CM codes in the PN code and Table 2.2

gives the chip positions of CL codes in the same PN code. Table 2.1 shows that

there is no interval between CM4 and CM5 and between CM34 and CM35.

The navigation data (CNAV) on L2C is a stream of 50 symbols per second (sps).
This stream is modulo-2 added and synchronized to a CM code of 10,230 chips
(20 ms) which has a chip rate of 511.5 Kchips/s. The CL code has the same chip
rate of 511.5 Kchips/s. A combined sequence is generated at 1.023 Mchips/s via
chip-by-chip multiplexing of 75 CM codes with one CL code (the odd chips of the
combined sequence are the chips of the CM code, while the chips of the CL code
constitute the even chips of the combined sequence). Subsequently, this
sequence is Binary Phase-Shift Keying (BPSK) modulated on the L2 carrier
frequency of 1227.6 MHz to generate the GPS L2C signal. For an L2C code, the
related positions of the CM and the CL codes are shown in Figure 2.4. Figure 2.5

displays the first 8 chips of an L2C code.

CM | CM | CM | CM | ... CM

One period of CL code

Figure 2.4 Related Positions of CM and CL Codes in the L2C Code
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CMO | CLO | CM1 | CL1 | CM2 | CL2 | CMS3 CL3

Figure 2.5 The Chip Positions of CM and CL Codes in the L2C Code

If the CM and CL codes are considered separately, Figure 2.6 gives the CM code

and CL codes respectively.

CMO 0 CM1 0 CM2 0 CM3 0

0 CLO 0 CL1 0 CL2 0 CL3

Figure 2.6 Chips of CM and CL Codes

The CM code is interspersed with zeros: for instance, the CM code starts with the
first chip of the CM code followed by a zero, followed by the second chip of CM
code, etc. The CL code is also interspersed with zeros but the CL code starts with
a zero, followed by the first chip of the CL code, followed by another zero, then
followed by the second chip of the CL code, etc. Now the real CM code includes
20,460 chips. Half of them are zeros. The real CL code includes 1,534,500 chips

and half of them are also zeros.



Table 2.1 Chip Positions of the CM Codes in the PN Code

PRN Start Chip | End Chip PRN Start Chip | End Chip
CM1 1 10230 CM20 358159 368388
CM2 24669 34898 CM21 368563 378792
CM3 46159 56388 CM22 379671 389900
CM4 58357 68586 CM23 390029 400258
CM5 68587 78816 CM24 407162 417391
CM6 79923 90152 CM25 420550 430779
CM7 93620 103849 CM26 445145 455374
CM8 107201 117430 CM27 455377 465606
CM9 131569 141798 CM28 465704 475933
CM10 174842 185071 CM29 485565 495794
CM11 204213 214442 CM30 502101 512330
CM12 215951 226180 CM31 513281 523510
CM13 243924 254153 CM32 525874 536103
CM14 254666 264895 CM33 545269 555498
CM15 267233 277462 CM34 555504 565733
CM16 287283 297512 CM35 565734 575963
CM17 314872 325101 CM36 576174 586403
CM18 328577 338806 CM37 609080 619309
CM19 345852 356081

17



Table 2.2 Chip Positions of the CL Codes in the PN Code

PRN Start Chip | End Chip PRN Start Chip | End Chip
CL1 2572874 3340123 CL20 25086060 | 25853309
CL2 3611748 4378997 CL21 25860042 | 26627291
CL3 4776698 5543947 CL22 26632841 | 27400090
CL4 5549911 6317160 CL23 27404480 | 28171729
CL5 6600950 7368199 CL24 28479640 | 29246889
CL6 7693046 8460295 CL25 29461932 | 30229181
CLY 8490864 9258113 CL26 30527913 | 31295162
CL8 9813391 | 10580640 CL27 31463955 | 32231204
CL9 11318511 | 12085760 CL28 32255663 | 33022912
CL10 12301506 | 13068755 CL29 33084255 | 33851504
CL11 13089158 | 13856407 CL30 34138540 | 34905789
CL12 13856747 | 14623996 CL31 35770969 | 36538218
CL13 15831362 | 16598611 CL32 36613325 | 37380574
CL14 17989992 | 18757241 CL33 38779316 | 39546565
CL15 18836507 | 19603756 CL34 39872698 | 40639947
CL16 20185827 | 20953076 CL35 40649710 | 41416959
CL17 20963478 | 21730727 CL36 43057237 | 43824486
CL18 22095019 | 22862268 CL37 43893760 | 44661009
CL19 23196321 | 23963570

2.2 L2C Signal Acquisition

18

The CL code period is 1.5 seconds. Direct acquisition of the CL code is therefore

difficult. Since the CM code period is 20 ms, a good way to acquire the L2C signal
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is to acquire and track the CM code first, then the known relationship between CM

and CL code can be used to acquire and track CL code.

2.2.1 L2C Signal

If there are K satellites, the k-th navigation data signal d, (t) is a sequence of unit

amplitude, positive and negative rectangular pulses with duration T (T =20 msis

the pre-integration time). The data signal d,(t) can be expressed as (Pursley

1977)

de ()= Yd,pr (t-1T). (2-1)

|=—00

Here, p;(t)=1 for 0<t<T and p;(t)=0 otherwise, and d,, e{+1-1}. The
k-th L2C code comprises moderate and long code segments termed CM, (t) and
CL (t). The CM,(t) code consists of a 20 ms periodic sequence of unit amplitude,
positive and negative rectangular pulses of duration T, (T,=1/20460 ms). The
CL.(t) code has identical characteristics, but has a 1.5 s repetition period. If P,
represents the signal powers then the L2C signal transmitted from the k-th satellite

IS
S =+/2P.[d, (t)CM, (1) + CL, (t)]cos[24f ,t + 6,]. (2-2)

where P, is the L2C signal power from satellite k, /2P, is the amplitude of L2C
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signal, d,(t) is the navigation data on the CM code and f , is the L2 carrier
frequency. The variable 6, is the carrier phase, CM, (t) represents the CM code

and CL, (t) represents the CL code.

Considering that there are several satellites in view simultaneously and that there
is channel noise which can be assumed to be n(t) (an additive white Gaussian

noise (AWGN) with a two-sided spectral density N,/2), the received signal can be

written as

() = 2P, [d (t— 7,)CM, (t — 7,) + CL, (t— 7,)]
xcos[2z(f, + T )t+ 4]+ n(t)

(2-3)

where K is the number of satellites in view, f, is the Doppler frequency of the

incoming signal and ¢, =6, —2z(f_, + f,)r, where 7, is the code time delay.

2.2.2 Model of the Correlator Output for CM Code Acquisition

Assuming that the local signal includes the carrier and CM code replica, the local
CM replica is CM;(t) which is one period of the CM code. The local in-phase
carrier is cos[2z(f, + fdi)t] and the local quadrature phase carrier is

sin[27(f,, + f,)t]. Here, f,

is the Doppler estimate for the local carrier. This
estimate is in the range —4 kHz to +4 kHz, with a search step of about 33 Hz (the

pre-integration time is 20 ms). The step is equal to 2/(3T) (Kaplan 1996) to find the
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raw incoming Doppler. A circular correlation method is then used to find the code
delay. This is achieved by first multiplying the incoming signal with the local
in-phase carrier and quadrature phase carriers and correlating them with the local

replica CM;(t).

The correlator outputs are

I, = ] r(t)CM, (t) cos[2z( f,, + f,)t]dt. (2-4)
Q = } r(t)CM, (t)sin[27( f,, + f,)tldt. (2-5)

which can be rewritten as

O Ly, —

{z 2R [d, (t—7,)CM, (t—7,)+CL, (t+mT —7,)]cos[2z(f , + fdk)t+¢§k]+n(t)}

x CM, (t) cos[27(f,, + f,)t]dt

(2-6)

Q =

O Ly, —

{Z 2P [d,(t—7,)CM, (t—7,)+CL, (t+mT — 7, )]cos[2z(f, + fdk)t+¢k]+n(t)}

x CM, (t)sin[2z( f_, + f, )t]dt

(2-7)

where m=0, 1, 2, 3,..., 74. Because the integration time is 20 ms, every 20 ms
there is an integration output. For local CM code, the integration from 1 to T (T=20

ms) is one CM code period, but for incoming CL code, the integration from 1 to T is
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only 1/75 period of CL code. Supposing the code delay is zero, the integration of
incoming CL code is not only from CL,(0) to CL,(T), it is also possible from
CL(T) to CL(2T), from CL(2T) to CL(3T) ,..., and from CL,(74T) to
CL (75T). That is from CL (0+mT) to CL (T+mT), m=0, 1, 2, 3,..., 74, or
integrationison CL, (t+mT), t isfromOtoT, m=0, 1,2, 3,..., 74. Now if there is
a code delay 7,, the integration will be on CL, (t+mT —7,), t isfromOto T, m=
0,1, 2, 3,..., 74. When m=0 and t is from O to T, the incoming CL,(t—-7,)
includes the last part of CL code (from CL, (75T —7,) to CL,(75T)) and the first
pat of CL ~code (from CL(@©) to CL(T-7,) ). In fact
CL (t+75T —7,)=CL (t—7,). The mT and code delay r, can give which part of

CL code is correlated with the local CM code.

According to Viterbi (1966), supposing the AWGN n(t) has been passed through
a symmetric wideband bandpass filter with centre frequency @, (where @, is the
incoming desired signal frequency), a band-limited WGN n, (t) is given which can

be expressed as
n, (1) =+2[n, (t)sin eyt + n, (t) cosa,t] . (2-8)

where n,(t) and n,(t) are independent Gaussian processes of zero mean and
same identical spectral densities as the spectral density of n(t) but their centre

frequency is about zero. The processes n,(t) and n,(t) are also band-limited
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WGN (Holmes 1990).
The components | and Q can be written as

sin(zAf, T) on

kz:l: P./2[d,M, (z,) + L (mT,z,)] COS(A¢|<)W K (2-9)
Q, = i P /2[d,M, (z,)+ L (mT, Tk)]Sin(A@)m+ n (2-10)

7Af T e

=
Il
N

where n, and n, are centred Gaussian correlator output noise with power

T
Mk(rk)=jCMk(t—rk)CMi(t)dt is the cross-correlation
0

.
between CM, (t—7,) and CM,(t), Lk(mT,rk)=ICLk(t+mT—rk)CMi(t)dt is the
0

cross-correlation between CL, (t+mT —z,) and CM,(t), 7, is the difference
between the local delay and the incoming code delay, Ag, is the difference
between phases of the local carrier and of the incoming signal carrier, and Af, is
the difference between the frequency of the local carrier and that of the incoming

carrier.

The centred Gaussian correlator output noise power is derived from the following

formulas:

o =Var{]. N(t)CM, (t) cos(2z( f , + f)t+)dt}. (2-11)
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oZ, =Var{] N(t)CM, (t)sin(2z(f,, + f, )t+4)dt}. (2-12)
where Var(X) = E{(X — E(X))?}= E(X?)-[E(X)]?, such that

E{]. N(t)CM, (t) cos(2z( f,, + T, )t + @ )dt} = ] E{n(t)}CM, (t) cos(2r(f,, + f, )t +4)dt =0
and
E{'Tf N()CM, (t)sin(2z(f_, + f, )t + 4 )dt} = ] E{n(t)}CM, (t)sin(2z(f_, + f, )t +4)dt=0.

Therefore

ol = E{.T[ N(t)CM, (t) cos(2z( f,, + f, )t + @ )dt}z} . (2-13)

0

ol = E{.T[ N(t)CM, (t)sin(2z(f_, + f )t +¢Z,)dt}2} . (2-14)

0

This result can be expressed as



25

ol = E{} N(t)CM, (t) cos(27( f,, + f, )t + ¢)dtjn(s)CM (s)cos(2z(f,, + f,)s+ (,/i)ds}

] ﬁ[—% nl(s)sin(27zfdis + ¢3i) + % n,(s) cos(27rfdis + ¢3,)]CM : (s)ds}

]‘]‘E[; n (t)n (5)3'”(2”fd.t+¢)Sln(27zfd,s+¢)+

E n, (t)n, (s) cos(2Af ,t + ¢ ) cos(27f .S + 4 )]CM, (t)CM, (s)dtds

[%%5@ —s)sin(2Af ;t + ¢ )sin(2Af ;s + ) +

Oty —
Oty —

%% S5(t—s) cos(27f ;t + ) cos(27f ;S + 4)]CM, (£)CM, (s)dtds

NT (1)CM, (t)[sin? (27zfd,t +¢i) + C0s (27zfd,t + ¢i)]dt

CM, (t)CM, (t)dt

<)
O Sy —

(2-15)

In the above equation, n,(t) and n,(t) are independent Gaussian processes with

respect to each other, so E[n,(t)n,(s)]=0. Half of the CM;,(t) chips are assumed
T T

to be zeros, and the property jCMi(t)CMi(t)dt = 3 is used. The double frequency
0

component is ignored, because (f , + fdi) >>_|_l and is filtered out.

With similar reasoning, Equation (2-14) can also be written as
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ol =—2. (2-16)

Suppose the difference between the local code delay and the desired incoming

code delay is zero (7; =0) and the desired PRN is i, the correlation between the

i-th received desired signal and the local signal (when k =i)is

1, =P 72[d, oM, (7)) + L, (T, )] cos(ag) SMCART). (2-17)
’ AR T
Qq =P 12[d; oM, (7;) + L (T, 7, )]sin(Am—S‘”(ZﬁT) . (2-18)
Al

.
Considering the property Mi(ri):ICMi(t)CMi(t)dtzg (e.g. considering that
0
half of the chips of CM code are zero), and the property
T
L (mT,z,) :ICMi(t)CLi (t+mT)dt=0 (e.g. considering the chips with value zero),
0

Equations (2-17) and (2-18) can be rewritten as

T sin(7Af.T)
l., =P /2—d.  cos(Ag)———=. 2-19
id i 2 i,0 ( ¢|) ﬂAfiT ( )

sin(zAf.T)

T .
L =4/P/12—d. A
Qld i 2 i,0 Sln( ¢|) ﬂAfIT

(2-20)

and the I; and Q, can be written as
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\/W d,OC S(A¢)Sln(ﬂ'AfT)

aAf T 2-21)
P20, (t— 7 )M, () + L, (mT, )] cos(ag) SAT) L
= Af T
k=i
sin(zAf,T
_Jpr2]t 7 diosin(Ag) (ZfT ) 2o
Z,/Pk 12[d, (t—7 )M, (z,) + Lk(mT,rk)]cos(Aqﬁk)ernQ
— 7Af T
ki
The CM code can be defined as (Pursley 1977)
CMy () = Xag;prc(t—iTe). (2-23)

j=—

where P (t)=1 for 0<t<T,, and P, (t)=0 otherwise. If the CM and CL codes

are considered separately, from Figure 2.6, the chips of the real CM code include
zeros when the chip number is even. Therefore ak“fj =0 when | is even.
Otherwise al'(\f'j is the sequence of code chips in the set [+1, -1] which has a period

N =T/T,. T, isthe duration of a chip.

The CL code can be defined as (Pursley 1977)

CL (M) = Yabpr(t-iT,). (2-24)

j=—

where the chips of real CL code include zeros when the chip number is odd, i.e.
akL’j =0 when j isodd. In other cases akLJ- is also the sequence of code chips

in the set [+1, -1], which has a period NN =T, /T, =75T/T_,. T, is also the
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duration of a CL chip. Equations (2-21) and (2-22) can be rewritten as

T sin(zAf[T) < -
| = RT2 74y cos(ad) U 4 S B 721G, (R () + 0 R (1)
i k=1

(m
AT,
= (2-25)
+Ry (7, ,mNT,)]cos(Ad, )m+ n,
' 7Af, T

T . sin(zAf. T K .
Q, =+P /ZEdi,OSIn(A¢i)—f-I1)+ Z,/Pk /2[dk,—1RkM,i (rk)+dk]0Rk“fi (z,)
i k=1

(m
TAT,

ke (2-26)
sin(zAf, T) on

+Ry; (z,,mMNT,)]sin(Ag, ) AL T Q

where the continuous-time partial cross-correlation is defined as (Pursley 1977)

R (7)) = TCMk(t —7,)CM, (t)dt. (2-27)

R (z,) = NjTCCM (t—7,)CM, (t)dt. (2-28)

Tk

for 0<r, <T.Because of the code delay r,, d, may take a different value d, ,

or d,, (+1or-1).

The continuous-time partial cross-correlation between the CM code CL code is

defined by

NTc

Rei (7, MNTC) = [ CL, (t+mNT, -7, )CM, (t)dt . (2-29)
0
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where m=0, 1, 2, ..., 74. The length of the CL code is 75 times that of CM code.

When the code delay is fixed, the cross-correlation between the CM and CL code

has 75 possibilities because of the 75 different values of m.

According to Pursley (1977), for 0<r7, <T , there is an | that fits

0<IT, <7, <(1+1)T, <T, so the continuous-time partial cross-correlation can be

expressed as
Rei(7) =Cyi (1 =N)T. +[C,; (1 +1-N) = C,;(1 = N)I(7, ~IT,) . (2-30)
R (7) = Cy (DT, +[C,; 1+ 1) = C (D] (z, ~1T,). (2-31)

where

N-1-I

j=0

N —1+1

Cih=1 > ai g, 1-N<1<0. (2-32)
j=0

0, 11N

Given Equations (2-23) and (2-24), the cross-correlation function between CL and
CM can be written as

NT¢

RE (7,MNT,) = [CL, (t+mNT, - 7,)CM, (t)dt
0
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From time O to time T = NT,, there are N chips. The integration can be done on
every chip time. Furthermore, supposing a code delay z, =IT, + Az, and because
the Az may not be zero, the code chip of the incoming signal is not matched with
a chip of the local signal. The correlations on the two parts are different. The
integration on every local chip time can be on the two different incoming chips.
Therefore the integration can be divided into two parts: one is from the beginning of
the chip time to Az, and the other from Az to the end of the chip time T.. This

cross-correlation function can be written as

N-1 (r+)Te o

Rei(zoMNT) =2 [ 3" > ap Plt+mNT, — jT, —IT, - Acla/t P [t—nT, Idt

r=0  rTc j=—oon=—oo
N-1 IMC+AT o
=>al [ apPlt+mNT, - jT, —IT, - Ar]dt
r=0 e Jj=—
N-1 (r+)Te o
+yan [ YagPft+mNT, - jT, —IT, - Ar]dt
r=0 rTerAr J=—

where 0<I<N-1, 0<Az<T,.

In the chip time range from rT, to (r+1)T,, P [t—-nT.]=1 when n=r.

M
L

Therefore a; =a, But on the same time interval [ rT, , (r+1T, |,
P [t+mNT, — jT,—IT,-Az]=1 when O<t+mNT, - T, -IT,-Az<T, . This
condition requires that the time interval be divided into two parts: [rT,,rT, + A7]

and [rT, + Az, (r+1)T.]. In the two time intervals, j will take different values. In

the first part, rT,<t<rT,+Az , j=r+mN-I1-1. In the second part,
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I, + Az <t<(r+1)T,, j=r+mN —1. Therefore, the cross-correlation function

between the CM and CL code can be written as

N-1 ITC+AT o
Rei(zoMNT) = alt [ D g Prlt+mNT, - jT, —IT, — Ar]dt
r=0 e j=—»

N-1 (r+)Tec o

+>al [ D agPrlt+mNT, KT, —IT, — Ar]dt

r=0 ITe+A7 j=—©
N-1  rTceAr N-1 (DTe
_ M L M L
- ai,r I a‘k,r+mN —I—ldt + Z a'i,r I a‘k,r+mN - dt . (2'33)
r=0 rTc r=0 rTc+AT
N-1

N-1
ML ML
i,ra'k,r+mN—I—1 AT+ Za‘i,rak,HmN—l ’ (Tc - AT)
r=0 r=0

N-1 N-1
MAL MAL MAL
= ai,rak,r+mN—I 'Tc + [Z ai,rak,HmN—I—l - Zai,rak,HmN—l ] ' (Tk - ITc)
r=0 r=0

Wi, (m,1)-T, +[\Nk,i(m1| +1) Wi (mD]- (7, —1IT,)

Il
L

where

N-1
W (m ) =>a"a; i 0<I<N-1, 7, -IT,=Az, m=0,1,2, ..., 74,

r=0

when m = 75’ aIl_,r4r75N—| = ail(_

o=l

2.2.3 Largest Cross-Correlation

The cross-correlation components are considered: d, R\ (7)), dk,oﬁm (z,) and
R,ti (z,,mNT,) . Because the code delay r, can be changed intherangeofOto T
and m can be taken to be 0, 1, 2,...,74, the values of d, ,R"(z,), d,,R"(z,) and

Rq(r,mNT.) vary with 7, and m. In the worst-case scenario
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de RM(z) +d, RM(z) + R, (7,,mNT.) will have the largest absolute values; in

such cases the effect of the cross-correlation is maximum.

The chips in the CM code with even numbers and the chips in the CL code with odd
numbers are all zeros. For the continuous time partial cross-correlations Rk“fi (),

R¥(z,), and Ry,(z,,mNT.), because N is an even number the following are

derived for cases in which | is an odd number.

N-1-I 11
C;()=>alal, =0, C,,(I-N)=Ya)" . ,a" =0 and
j=0 =0

N-1
Wk,i (m' I +1) = Zai’\,?'ali-,HmN—l—l =0.

=0
The three continuous time cross-correlations
R () =C;(I-N)T, +[C,;(1 +1=N) -C,; (I - N)](z, —IT,),
Iik“ﬂ (r)=C.(OT +[C,;(1+D) -C,,(NDI(z, —IT,), and
Rei (7, MNTL) =W, (m, 1) - T, + W, ; (M, 1 +2) =W, ; (m, D] - (¢, = IT)
can be rewritten as
Rei(r)=C;(I1+1-N)-Ar. (2-34)

RM () =C,, (1 +1)-Az. (2-35)
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R, (7, MNTg) =W, (m,1) - (T, — A7) (2-36)

where Ar =7, —IT,, 0<AZ<T,.

For cases in which | is an even number the following expressions are derived.

N—2-1 !
C.i(1+1)= Z‘,ak“fjai“j.+I+1 =0, C(l +1—N)=Zak“fj_,_l+NaM =0 and
j=0

ij
j=0
N-1 ML
Wk,i (m,I)= Zai,rak,r+mN—| =0.
r=0

The three continuous time cross-correlations can be rewritten as

R (7,) =Cy; (1 =N) - (T, - A7). (2-37)
R (7,) =Cy; (1) (T, - A7). (2-38)
Rei (7, MNT.) =W, ;(m, +1)-Az. (2-39)

where A7z =7, —IT,, 0< A7z <T,.Given the first two terms of the cross-correlation
d, RM(z) +d, RM(z,) + Ry, (7,,mNT.), and assuming that | is an even number,
the cross-correlation between the local and incoming CM code (with navigation
data) can be written as follows when taking Equations (2-37) and (2-38) into

account:
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de RM () +d oRM () =d, ,C,, (1= N) (T, = A7) +d, ,C,, (1) (T, — A7)

B d L[C(I-N)+C ,(D]- (T, —Az);d,_, =d,,
“1dLlCu = N)=C (0] (T, — Ar)id, , =—d,

The above equation shows that the cross-correlation between the local and
incoming CM code is a straight line over the time area [IT., (I+1)T.]. When
d._, =d,, the slope of the line is —d, ,[C,;(I-N)+C,;(D]. When d, , =-d,,,
the slope is —d, ,[C,;(I-N)-C,;(I)]. When 7, =IT, (e.g. Az =0 on the left
boundary) the cross-correlation reaches its extreme value  of
d L[Ci(I=N)+C;(DIT, or d, ,[C,;(I-N)-C,;(D]T,. On the right boundary,

when 7, = (1 +1)T, (e.g. A7z =T.) the cross-correlation is zero.

Assuming that | is an odd number, from Equations (2-34) and (2-35) the
cross-correlation between the local and incoming CM code with navigation data

can be written as

de R () +d R () =d, ,C (1+1-N)-Az+d, C,,(1+1) A7
de 4[Ci (1 +1=-N)+C;(I+D)]-Azid, , =d,,
A a[C(1+1-N) =Cy (1 +D)]- Azid, , =—d,

The cross-correlation between the two codes is also a straight line over the time
interval [ IT, , (I+1)T. ]. When d,_,=d, , the slope of the line is
d ,[C(l+1-N)+C.;(I+1)] . When d,_,=-d, , the slope is
d ,[Ci(1+1-N)-C,;(I1+1)] . At the left boundary, when Az=0 , the

cross-correlation is zero. At the right boundary, when Az=T. , the
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cross-correlation reaches its extreme value, namely
d [C(I+1-N)+C (I+DJT. , or d ,[C,;(I+1-N)-C (I+D]T. . Through
these analyses, we know that the cross-correlation between the local and
incoming CM code from another satellite will have many cases of extreme values.

In the code delay period [0, T ], when the code delay is an even integer multiple of

Te, 7, =1T., 1=0, 2, 4,..., N-2 is an even number and the cross-correlation

reaches the following extreme value

de 4[Ci(I=N)+C,;(DIT. =4, - ..
or

de L[Coi(1=N)=C,, (DITe = A, T

When the code delay is an odd integer multiple of T., 7, =IT., 1=1, 3, 5,...,

N -1 is an odd number, and the cross-correlation becomes zero. Therefore, the
maximum value of the cross-correlation d, ;R (rk)+dk'0|§k“"’i (z,) is the highest

one of these extreme values.
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Cross Correlation of Local CM and Incoming CM
0.01 T T T T T T T

0.006

0.002

-0.002

Relative Cross-Correlation

-0.006

-0.01 i i I i i i i i i
0] 2 4 3] 8 10 12 14 16 18 20

Code Delay(n*Tc) Between Local CM and Undesired Incoming CM

Figure 2.7 Variation of Cross-Correlation between Local and Incoming CM

Code with Delays Ranging from 0 to 20 T¢

Figure 2.7 displays the simulated cross-correlation between the local CM code for
PRN=1 and the incoming CM code for PRN=2. This figure gives only the
cross-correlation with code delay [0, 20T.]. The relative cross-correlation is the
value of the cross-correlation related to the value of the auto-correlation. It shows
that when the code delay is an odd integer multiple of T., the cross-correlation is

zero. When the code delay is an even integer multiple of T, the cross-correlation

takes its extreme value.
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The cross-correlation between the local and incoming CM code is affected by the
navigation data. Assuming that the navigation data d, , and d,, canbe 1 or -1
with the same probabilities, any value of the cross-correlation can be positive or
negative, so the cross-correlation between the local and incoming CM code with
navigation data is symmetrical. The maximum cross-correlation (should be

positive) equals the absolute value of the minimum cross-correlation.

Now, consider the cross-correlation between a local CM code and an incoming CL
code from another satellite. Given the last term of the cross-correlation
d, RM(z) +d, ;RM(z,) + Ry, (z,,mNT.)and assuming | is an even number, from
Equation (2-39), the cross-correlation between the local CM code and the

incoming CL code can be written as
Rti (7, MNT) =W, ;(m,1 +1)-Az.

This cross-correlation is a straight line in the time interval [ mT +IT. ,
mT + (1 +1)T. ]. The slope of the line is W, ;(m,| +1). The cross-correlation reaches
the extreme value W, ;(m,1+1)-T, at the right boundary Az=T., 7, =(I+1)T;.

At the left boundary, the cross-correlation becomes zero (Az =0, 7, =IT.).

Assuming that | is an odd number, from Equation (2-36), the cross-correlation

can be given by
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thi (7 MNTL) =W, ;(m,I) - (T, —A7).

The cross-correlation is also a straight line in the time interval [ mT +IT. ,
mT + (I +1)T. ]. The slope of the line is W, ;(m,l). The cross-correlation reaches

the extreme value W, ;(m,1)-T. on the left boundary. On the right boundary, the

cross-correlation becomes zero.

Cross Correlation of Local CM and Incoming CL
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Figure 2.8 Variation of Cross-Correlation between CM and CL Code with

Delays Ranging from 0 to 20 Tc¢

Figure 2.8 displays the cross-correlation between the local CM code for PRN=1

and incoming CL code for PRN=2 with the code delay only ranging from 0to 20 T.. .
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When the code delay is an odd integer multiple of T., 7, =IT., 1=1, 3, 5,...,

N-1 is an odd number, m= 0, 1, 2,...,74, and the cross-correlation

Rei(z,mNT.) takes its extreme value:
Wi (M, 1)-Te =n - Te.

The cross-correlation R.;(z,,mNT.) becomes zeros when the code delay is an
even integer multiple of T., 7, =IT., 1=0,2,4,...,and N -2 is an odd integer.
The maximum value of the cross-correlation Ry;(z,,mNT.) is the largest one of

these extreme values.

Because there are no navigation data on the incoming CL code, the
cross-correlation Ry;(r,,mNT.) may not be symmetrical, so the maximum
(positive) value of RkEi (z,,mNT.) may be different from the absolute minimum

value (the minimum value should be negative) of R (z,,mNT.) .

The cross-correlations d, ,RM(z,)+d, R (z,) and R (z,,mNT.) are all
straight lines in any one range of [mT +IT., mT +(I+1)T. ]. Therefore, the
summation of the cross-correlations d, ,R"(z,)+d,,R"(z,) and R (z,,mNT,)

is also a straight line in the same range.

The maximum value of d, ,RY(z,)+d, R (7)) + Rt (z,,mNT,) for all values of

| and m can be found by comparing d, ,R"(z,)+d,,RM(z,) and



40

Rr (7,,mNT,) values. When d, ,RY(z,)+d,,RM(z,) reaches its extreme value
ATe or A Te, RY(z,,mNT.) becomes zero; when R!(z,,mNT.) reaches its
extreme value 7, T., d, ;R (Tk)+dk,oﬁkh,ﬂi (r,) becomes zero. Therefore the
maximum value of [d, R} (z,) +d, ;R¥i(z,) + RE: (7,,mNT.)]/T, is defined by

Vi = max{[dk,—lRlyi (7)) + dk,OlikM,i (7)) + RkL,i (Tk’mNTc)]/Tc}

= max{max(4;, 7, ), max(j’\k,i i )}
= max{gk,i ) ék,i}

where ‘9k,i = max(ﬂ'k,i’nk,i) or ék,i = max(ik,ilnk,i)-

Therefore, to choose the maximum value of

d, R™(z) +d, ;RM(z,) + Ry, (z,,mNT,) is equivalent to choosing
Vi = max{gk,i ) ék,i 3= max{max(ﬂ“k,i)’ max(/{k,i)’ max(nk,i )} (2-40)

By using a similar approach, the minimum value of

[d, _RY(7,) +d oRY (7)) + Re i (7,,mNT,)] /T, for all values of | and m is defined

by

77k,i = min{[dk,—le'\{Ii () + dk,Olik'\{li () + RkL,i (7 mNTc)]/Tc }
= min{min(4, ;,7;), min(4,;, 7, )}
= min{/uk,i’/}k,i}

where M = min(/lk,i’ﬂk,i) or [‘k,i = min(ik,i!nk,i)'
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Therefore, to choose the minimum value of d, ,R! (z,) +d, R (z,) + RE; (7, MNT,)

is equivalent to choosing
Zei = min{u ., i, 3= min{min(4, ), min(ﬂ:kyi), min(z, )} (2-41)
Because the 4,; and /”Zk'i are symmetrical, Equation (2-41) can be written as
Vi = Minduy ;, i 3= min{—max| 4, ; |- max | j’\k,i l,min(z, )} (2-42)

Finally, the largest cross-correlation is the larger value of y,; and |7, |.

2.2.4 Simulation Approach for the Largest Cross-Correlation

In the simulation, Matlab is used to do the numerical experiment. The purpose of
the simulation is to find the largest absolute value of the cross-correlation. First
step is to generate local CM code and incoming CM and CL code. Then, the
outputs of cross-correlations are simulated with several different variations. Code
delays 7, =T.,2T.,..,20460T. are simulated because the extreme values of
cross-correlation only take place in these cases, with navigation data transitions
and the cross-correlations between local CM code and the incoming CM and CL
code for different m; m=0,1,2,...,74. At last, these outputs of cross-correlations

are compared to obtain the one with largest absolute value.
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Figure 2.9 Scheme to Find The Maximum Cross-Correlation
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Figure 2.9 displays the simulation process. The code delay is only taken as an

integer multiple of T, . In this way, one can obtain the extreme values of the

cross-correlation; by comparing these extreme values, the maximum and

minimum values are obtained. For the incoming CM code, there are data

transitions to consider. Two cases are analysed here: with and without data

transition. On the incoming CL code, there is no data. After integration, it is

necessary to compare the maximum and minimum absolute values of the

cross-correlation because the cross-correlation between the incoming CL code

and local CM code is not symmetrical.

Table 2.3 displays the result of the maximum cross-correlation where i =1 was

chosen.
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Table 2.3 Maximum Cross-Correlation

Kk 7y m Vi Yka CM-CL | CM-CM
2 10414 74 -446 418 Yes No
3 5670 11 -450 410 Yes No
4 18776 10 -450 406 Yes No
5 10710 58 -430 400 Yes No

Explanation: Yes: With largest cross-correlation. No: Without largest cross-correlation

From Table 2.3, after comparing the cross-correlations, it is found that the largest
absolute cross-correlation values between the local CM code and incoming CL
code are greater than the largest cross-correlation between the local and incoming
CM code. The cross-correlation with the largest absolute value is negative (Local
PRN=1, for incoming CM and CL code, PRN=2, 3, 4, 5). After comparing all largest
absolute cross-correlations with each other, the largest value is the

cross-correlation between the local CM code (with PRN=26) and incoming CL

code (with PRN=4) where 7, ,, =-570 and the cross-correlation is -31.1 dB.
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2.2.5 Signal Detection

In Figure 2.10, S represents the number of samples acquired during the

integration time and M is the non-coherent integration number.

1 IR

9) o ()
cos CM 5
carrier| | code 3 ¢

v

NCO gen
sin CM Q

1

% (

Figure 2.10 Generic CM Code Acquisition Model

The classical acquisition structure for only one cross-correlation is considered.
The cross-correlation output of the correlator is integrated over the interval T and

the integrated samples can be written as (Bastide et al 2002)

1 .
I, =P, 12210 1R (1) + A oRE (1) + R (7, MNTE )]

[ (2-43)
sin(zAf, T)
cos(Ag, ) 2WVAL L) |
xcos(ad) 7aAf T M
1 R
Que =P /2 [0 R () + R () + R (7, mNTe )
' (2-44)
xsin(A@)eran

7Af T
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. 1 . : : :
where there is a factor T in every equation (considered the normalized

cross-correlation for the integration time T ), and n, and n, are centred

. : . N
Gaussian correlator output noise with power o’ = 8_1?

Signal acquisition can include coherent and non-coherent integration. Coherent
integration is the correlation between incoming signal and local replica. When the
signal code phase and frequency offset are matched, the SNR of the predetection
integration is enhanced. The longer the predetection integration time, the larger
the value of SNR for the integrator output. Because the band-limited white
Gaussian noise is random and its mean is zero, it can be reduced over the
integration time. Generally, the CM code predetection integration interval is 20 ms.
This integration time is long enough for the signal to be detected, because the
SNR can be relatively large for the case of a 20 ms integration time. Sometimes if
the incoming signal is very weak, for example indoor signal reception,
non-coherent integration can be added to improve the SNR. Although

non-coherent integration suffers from a squaring loss, it still increases the SNR.

The hypothesis test of the signal detection includes (Bastide et al 2002):
Hypothesis HO (the desired signal is not present) and Hypothesis H1 (the desired

signal is present). The test statistic is compared to a threshold. The detection

decision will be made under a false alarm probability P;, and detection probability

P, . The relevant test statistic is
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D=>(17+Q}). (2-45)

M
where M is the non-coherent time number. This test statistic includes coherent and

non-coherent integration.

Next, signal detection is analysed for the cases of band-limited WGN effects only

and one cross-correlation combined with band-limited WGN effects.

2.2.5.1 Band-Limited WGN Effects Only on Signal Detection

Hypothesis HO: no desired signal

Considering only the white Gaussian noise, the test statistic can be written as

(Bastide et al 2002)

Dy =D (nf +n&)- (2-46)

Because n, and ngy represent the Gaussian distribution, then Dn/aﬁ is a
central y? (chi square) distribution, and 2M represents the degrees of freedom of

the central »* chi square distribution.

The false alarm probability is given as follows (Bastide et al 2002):

P = Pr{D, >Th}= [ py, (u)du. (2-47)
Th

where Th is the threshold, Py, is false alarm probability, and P, (u) is the

probability density function of the test statistic and of the central »? distribution. If
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the P, value is chosen as P,, =107%, the classical value, then from the central
22 distribution the Th value is determined with different M values by calculating
the inverse function of Equation (2-47). If P,, =10 and M is 1, from the central
2?2 distribution, the threshold Th is about 13.8. When M is 2, the threshold Th
should be about 18.5. And when M is 3, the threshold Th is about 22.5. The

error is less than 0.05.
Hypothesis H1: a desired signal is present

In the case of a useful signal with white Gaussian noise being present, from

Equations (2-17) and (2-18) and considering the factor % the test statistic is
derived as follows (Bastide et al 2002).

sin(zAf,T)

D, Z{[,/P/ —[d; oM, (7,) + L, (MT +7,)]cos(Ag) ——1—= ALT +n,

(2-48)

P/2=[d,,M,(z7;) + L, (mT +z;)]sin(A +n
{\/ [, My () + L (T +7,)] (¢)S'”(foTT) Q”

Do’ is a non-central y* distribution. The degree of freedom is 2M. The

expected value of the non-centrality parameter is given as (Bastide et al 2002)

A = 4NMP' [d.M (z)+ L (mT + )]2(

sin(nAfiT)jz | (2.49)

AR T

where the function [d;M;(z;)+ L;(mT +7;)] is the autocorrelation between the

local CM code and the desired incoming L2C signal.
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From the analysis above, it is clear that the probability of the detection is related to
a non-central »° distribution and the detection threshold Th. The value of the
non-centrality parameter shows that the non-central »° distribution depends on
the carrier-to-noise density ratio (C/N,) (here, it is P /N,), pre-detection
integration time T , non-coherent integration number M , the difference between
the frequency of the local carrier and the desired incoming carrier, the difference
between phase of the local carrier and of the desired incoming signal carrier, and

the difference between the local code delay and the desired incoming code delay.

If one only considers that the difference between the local code delay and the
desired incoming code delay is zero (z; =0), the difference between the phase of

the local carrier and that of the desired incoming signal carrier is zero (A¢ =0) and

the difference between the frequency of the local carrier and of the desired

incoming carrier is zero (Af, =0). Equation (2-48) can then be written as follows

(considering Equations (2-19) and (2-20)).

1 ’ 1 i
Ds:%“{[ F>i/2§di'0+n,k} { R/szi,ﬁ%k} } (2-50)

Equation (2-49) can be written as

A = (2-51)
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Probability of Detection (for CM code) Pfa = 1e-3
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Figure 2.11 Probability of Detection of Total (I+Q)C/No at the Antenna Output
Figure 2.11 displays the probability of detection depending on the total (I+Q)C/Ng
at the antenna output. When the probability of false alarm (Ps,) is chosen as 0.001,
the relationship between the probability of detection and the C/Ng ranging from
20 dB-Hz to 33 dB-Hz is shown. The pre-detection integration T is 20 ms. The
three curves express the relationship with the non-coherent integration number
M=1, 2 and 3. In the figure, the effects of front-end are not considered and the code,

frequency, and phase uncertainties are assumed to be zero. More non-coherent
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integrations will yield higher detection capabilities if the effects of code Doppler can
be ignored. The non-coherent integration with M=3 has a 3 to 4 dB-Hz better ability
to detect the desired signal; that is, with a C/No which can be 3 to 4 dB-Hz lower
than the one with M=1. Under the weak desired signal environment, when M=1,
the probability of detection can reach 0.9 with C/No equal to 30.8 dB-Hz. When
C/Np equals 29.9 dB-Hz, the probability of detection can reach 0.8. When M=3, the
probability of detection can be 0.9 with C/No equal to 27.1 dB-Hz and 0.8 with C/Ng

equal to 26.3 dB-Hz

2.2.5.2 Band-Limited WGN and One Cross-Correlation Effects on Signal

Detection

Hypothesis HO: no desired signal

If a cross-correlation interference peak is considered (the worst case of

cross-correlation), the test statistic becomes (Bastide et al 2002)

sin(zAf, T)

2
COS Aﬂ +Nn
fkT ( ) Ik:|

1 .
Poe = Z{[v P12 =1 RG (7) + i oReG (7) + R (7 MNTE )]
M

sin(zAf, T)

ALy

+ {\/ R /2 Ti[dk,—lRllVl,i (7)) + dk,OF,ill\{li (7)) + Rli_,i (7, MNT,)] sin(Ag, ) + an} }
(2-52)

D,./o; is a non-central z° distribution. The degree of freedom is 2M. The
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non-centrality parameter of the y? distribution is calculated as follows (Bastide et

al 2002).

sm(;zAf T)

A = Z{(\/P /12 [dk 1Rk|(Tk)+dk oRk|(Tk)+Rk|(7k’ MNT, )] — ——=—>cos(Ad,))*
# (RTZ21G, R () + A, oRY (1) + RY (5 mNT >]S'”(foTT) n(Ag))}H o
4N“ﬂp [d, R (z,) +dy R (7,) + RE, (. MNT, )](S'”X%j
(2-53)

where the function Tiz[dk,lRlyli (7)) +d R () + R (7, MNTL)?  is  the
normalized cross-correlation between the local CM code and the k-th incoming

L2C signal. The false alarm probability must be associated with a precise

N T2 [d le,(rk)+dk0Rk,(z’k)+Rk,(rk,mNT )]? that represents the worst real

case. From Section 2.2.4, the worst cross-correlation of

Tiz[dk,1Rk“1(fk)+dk,oﬁm(fk)+RkL,i(Tk,mNTc)]z is -31.1dB. Then, the term

N Tz[dk le,(rk)+dk0Rk,(z’k)+Rk,(rk,mNT ) can be chosen as 11.7dB-Hz,

(s—k:42.8dB—Hz ), which is the worst L2C case for a 20 ms pre-detection

0

integration.

Hypothesis H1: a desired signal is present
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If, in the case of the useful signal, cross-correlation and white Gaussian noise are

present, the test statistic is given as follows (Bastide et al 2002).

D, - Z{(Wl[dimi(ri)+ L, (mT +ri)]%cosm¢i)
+W [d, R (7,) +d, oRY (7,) + R (z,, MNT, )]Sm(ﬂfA;I_T)cos(A@)+nlk)2
+(W—[dimi(q)+ L (mT +ri)]m sin(A¢)
+(W [d, (R" (z,) +d, ,R" (z,) + R, (7, MNT, )]5'”(”Af Dsin(ad) + ng )}
(2-54)

D./o? is a non-central x° distribution and the degree of freedom is 2M. The

expected value of the non-centrality parameter is (Bastide et al, 2002)

) 2
A= AMP, [d.M.(z.) + L (mT + )] sin(zAf,T)
N,T 7AfT
, (2-55)
4MP, A sin(zAf, T
+ NOTk [dk,—leM,i (z,)+ dk,oRkMi (z)+ Rli-,i (7, mMNT, )]Z[#J

where the function %[diMi(Ti)-i- L, (mT + ;)] is the normalized autocorrelation
between the local CM code and the desired incoming L2C code. If 7, is assumed

to be zero, %Li (mT +7,) is equal to zero and %Mi(ri) is equal to %
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Probability of Detection With Worst Cross-Correlation
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Figure 2.12 Probability of Detection of Total (I+Q)C/No at the Antenna Output
for 20 ms Coherent Integration Time (No Uncertainty and No Front End

Filtering Effects are Considered)

In this case, results are almost identical to the case shown in Figure 2.11 except
that the cross-correlation false alarm probability is 0.001. In Figure 2.12, the false
alarm probability (Ps,) is still 0.001, but the worst cross-correlation case has been
considered. Pre-integration time is 20 ms. The non-coherent integration number is
M=1,2 and 3. The effects of the front-end are not considered and the code,
frequency, and phase uncertainties are assumed to be zero. Additional

non-coherent integration will result in better detection if the Doppler effects on
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incoming code can be ignored. The non-coherent method with M=3 has a 3 to
4 dB-Hz higher ability to detect the desired signal than the one with M=1.
Comparing Figure 2.11 with Figure 2.12, with the presence of cross-correlation the
detection probabilities are degraded. With the same non-coherent integration
number M, the detection capability under band-limited WGN only is about 1 dB-Hz
higher than the detection capabilities under one worst cross-correlation and
band-limited WGN combined. Under the weak desired signal environment, when
M=1, the probability of detection can reach 0.9 with C/No=31.7 dB-Hz and 0.8 with
C/Np=30.8 dB-Hz. When M=3, the probability of detection can reach 0.9 with
C/Np=28.1 dB-Hz and 0.8 with C/Ny=27.4 dB-Hz. The detection probabilities are
mostly decreased by approximately 0.20 for M=1 at C/Ny=29 dB-Hz, by
approximately 0.21 for M=2 at C/Ny=27 dB-Hz, and by approximately 0.22 for M=3

at C/No=26 dB-Hz.

2.3 Conclusions

The CM and CL codes of the L2C signal are generated from one PN code with
maximal length of 2°" -1, The largest cross-correlation of -31.1 dB is between a
local CM code (PRN=26) and incoming CL code (PRN=4). For any
cross-correlation of the local and incoming CM code, when the code delay is an
odd integer multiple of T the cross-correlation is zero. When the code delay is an

even integer multiple of T , the cross-correlation reaches its extreme values. For
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any cross-correlation of the local CM code and incoming CL code, when the code
delay is an odd integer multiple of T the cross-correlations have extreme values.
When the code delay is an even integer multiple of T , the cross-correlations are
zero. Under band-limited WGN only, the non-coherent integration with M=3 has a
3 to 4 dB-Hz better ability to detect the desired signal than the case for M=1. Under
band-limited WGN and one worst case cross-correlation combined, the
non-coherent integration with non-coherent integration number M=3 also has a 3
to 4 dB-Hz better ability to detect the desired signal than the one with M=1. Under
the weak desired signal environment, with the same non-coherent integration
number M, the detection capabilities under band-limited WGN only is about
1 dB-Hz higher than the detection capabilities under one worst cross-correlation

and band-limited WGN combined.
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Chapter 3

Cross-Correlation and White Gaussian Noise Effects on

Signal-To-Noise Ratio

The signal-to-noise ratio is a critical parameter in receivers. The SNR of the
incoming signal and the SNR of the output of the correlator affect the detection
performance. After decoding and wiping-off the code on the desired incoming
signal, the output of a correlator includes the desired signal, cross-correlations
with unwanted signals, and the spread band-limited WGN in the cases being
considered. The cross-correlations cause SNR degradation as compared to the

situation without cross-correlations.

3.1 Worst Case Performance

For the L2C signal, given the analysis in Chapter 2, consider that there are several
satellites in view simultaneously. If the Doppler effects are not considered
(Af, = Af, =0) and the local carrier is matched with the incoming desired signal

(A¢ =0), Equation (2-25) can be written as

T 5 .
I =P /ZEdi,O +Z\/Pk /Z[dk,—leM,i (Tk)—l_dk,ORll\{li (7)
=

ki

+ Ry (z,,MNT, )] cos(Ad,) +,

. (3-1)

Now consider the cross-correlation terms in Equation (3-1):
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K ~
Z\/ P /z[dk,—lRlzw,i () + dk,ORll\{li (r)+ RkL,i (7, mMNT,)]cos(Ag,) .
k1

k#i

V. (z,m) is defined by
Vi (7,m) = [d, L RM(z,) +d oRM (7) + RE (7, MNT )] cos(Ag ). (3-2)

In Equation (3-2), when the difference between the phase of the local carrier and

that of the incoming signal carrier become zero (Ag, =0), the largest value of

cos(Ag, ) occurs (cos(Ag, ) =1).

The output of a correlator is sent to a discriminator. If a discriminator of type
Y(0) =sign(l,)-Q, is used, sign(l,) is critical. In Equation (3-1), if the sign of I,
is different from that of d,, under the effects of cross-correlation and white
Gaussian noise, errors of information data estimation occur. These error
probabilities are defined by P, (I, >0|d;, =-1) and P(l;<0]|d;,, =+1) (Pursley
1977). When d,, =-1, the maximum error probability for the information data
estimation corresponds to the maximum value of v, ;(z,,m) for each k #i. When
d,, =1, the maximum error probability for the information data estimation

corresponds to the minimum value of v, (z,,m) for each k =i.

According to the analyses in Chapter 2, if d;, =-1, the maximum value of the

cross-correlation can be estimated by
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Vi = max{max(4, ), max(ik,i)' max (7, )} -

If d;,, =1, the minimum value of the cross-correlation can be estimated by
77k,i = min{-max | 4, ; |- max |j:k,i [, min(z, )}

Finally, the worst case is to choose the larger values of y,; and |7,;|. When y,;
is larger, the condition d;, =1 is considered. When |7, | is larger, the condition

d,, =1 is considered.

Suppose that

E P .
A= maX{ 7k7k’iTc1 ?k |]/k,i |TC}’

and this is the worst case of cross-correlation.

If the cross-correlation is generated from more than one signal, thatis K >3, and

noting that y,; is not symmetrical according to Equation (3-1), the expressions

K K

z /_F;}/k,iTC and 1/ |7.;ITc can be compared. When E 1/ —Viile s
k=1 k=1

ki

# ki

ﬂH

larger, d,, =-1 is considered. When 1/ |7¢i1Tc is larger, d;,=1 is

.7&

considered. Now

K
P -
A= max{z 7k|c’z ?klyk,ilTC}' (3-3)

k¢|

*HH
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The maximum value of probability P, can be given by (Pursley 1977)

Pax=1—cb{[1—($g)]\/eT/No}
_1-D{[1- max(z gk' ZK: 2'“"\/7)],/PT/N}

k¢|

(3-4)

where @ is the standard Gaussian cumulative distribution function.

3.2 Numerical Simulation for Worst Case Performance

For the worst-case performance, because the largest cross-correlation is
considered, the cross-correlation is not variable. The output of the correlator is
sent to the discriminator, thus the sign of the in-phase component is critical. If the

evaluation of the in-phase component sign is different from in the real case, a

tracking error will occur. When d,;=-1 or d;,=1, the largest positive

cross-correlation or the largest negative cross-correlation will lead to more effects

on the information data estimation of desired signal.

3.2.1 Simulation Scheme

The simulation scheme is shown in Figure 3.1. In the simulation, by using Matlab,
the incoming signal is simulated which includes the desired signal (CM code) and
band-limited WGN. Then, the integration is done after the correlation between the

local CM code and incoming signal. After integration, a minimum cross-correlation
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(the absolute value is the largest from the simulation in Chapter 2) is added to the

output of the integration. Because the minimum cross-correlation is used, d,, is
chosen to be +1. If the output I, is negative which is different with the sign of the
desired signal, an error of information data estimation occurs. Here, in the
simulation, K is chosen to be 1, 3, and 5, which means no cross-correlation, two
cross-correlations, and four cross-correlations. Then, the error probability of
information data estimation is calculated under different C/No including under the

weak desired signal.

Desired Signal <0
(CM Code) > Z‘ ’( ) > —

White Gaussian Min Cross-
Noise Local CM Correlation

Figure 3.1 Method Used to Estimate the Largest Error Probability

3.2.2 Result Analysis

Figure 3.2 displays the maximum error probabilities of information data estimation
for the worst cases. In this figure, the lowest two curves are the maximum error

probabilities for the theoretical value and simulated result with band-limited WGN
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only (K=1). The other curves are the theoretical results and simulation results with
band-limited WGN and two worst cross-correlations (K=3), and the results with

four cross-correlations (K=5).

Error Probability
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Figure 3.2 Maximum Error Probabilities
In the simulation, the maximum error probabilities of information data estimation
increase with the reduction of the C/No. When the C/Ny is less than 26 dB-Hz, the
maximum error probabilities cannot be ignored. From the figure, when there are
cross-correlations, the error probabilities are larger than the case with band-limited

WGN only. In the case above, the power of the desired signal is the same as the
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power of the undesired signal power. The difference of the error probabilities
generated by the cross-correlations is not very great. The main effect on maximum

error probabilities comes from band-limited WGN.

Figure 3.3 shows that when C/Ng is chosen to be 26 dB-Hz, the maximum error

probabilities vary with the ratio of the desired signal power to the undesired signal

powers.
Error Probability With C/N0=26 dB-Hz
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Figure 3.3 Maximum Error Probabilities with White Gaussian Noise and

Cross-Correlation

The results in Figure 3.3 show that when the ratio (in dB) of Pi power to Pk power is
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less than about -8 dB, the effects of cross-correlations on the maximum error
probabilities become very large, especially when K >4 . That is, under the
situation of weak desired signal (C/No is 26 dB-Hz), the strong undesired signal
(about 8 dB larger or more than the desired signal), which leads to the large
cross-correlation, is a significant source of the information data estimation error

probabilities.

3.3 Theoretical Analysis of Average Signal-To-Noise Ratio

In Equation (3-1), d;,can be +1 or -1. The two probabilities are considered
symmetrical. There is no loss in generality in assuming d; , = +1; thus the desired

signal component of I, is Pi/2%.

To get the average signal-to-noise ratio, it is necessary to derive the variance of the

noise. First, the average of the 1, can be written as

E(Ii) =4 P. /2%+i\/ Pk /Z[E(dk,—l)E(Rk’\{Ii (Tk ) + E(dk,o)E(ﬁm (Tk))

+E(R; (7 —MNT.))IE (cos(Ad,)) (3-5)

+.T[E(n(t))C|\/|i(t) cos(2z(fy, + fy)t+ )t

Suppose that Ag, and z, are uniformly distributed in the range [0,27 ] and [0, T ].

Because E(cos(Ag¢)) and E(n(t)) are equal to zero, Equation (3-5) can be written

as
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E(Ii)zq/PiIZE. (3-6)

The 12 average is

E(I )—_+ E{Z\/P/ = Z\/P/ [dy. 1Rk|(rk)+dk0Rk|(Tk)+Rkl(rk MNT. )]cos(Ag, )}

k¢|

+E{2,/P [ %-}n(t)CMi(t) cos(2z(f,, + f )t + ¢ )dt}

+ E{i,/ P /2[d, R (7 ) + dk,oﬁm (i) + Re;i (7, MNT, )] cos(Ag, ) -

ki

> P T2[de LR (7)) + dy oRY (5,) + R, (7, MNT. ] OS(AL )}

k=i

K ~

+E{2) P 12[d, Ry (7)) + d, oRY (7)) + Ry (7, MNT, )] cos(Ag, ) -
k=1
ki

].n(t)CM (t)cos(2z(f,, + f, )t +4)dt}

+ E{[].n(t)CMi(t)cos(Zn( fL, + fo)t+d)dtl’}

(3-7)

In Equation (3-7), E(cos(A¢,))=0 and E(n(t)) =0, so the cross terms are zero

as follows:

B2 T2 3 P T200, (R () + R (1) + RE (5 INT)]0os(h 1= 0.

k#i
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E{2,/P /2 % : } N(t)CM, (t) cos(2z( f,, + T, )t +¢)dt}=0.

E{ZEJ P /2[d, R (7, ) + dk,oﬁm () + Re; (7, mNT, )] cos(Ad, ) -

ki

] N(t)CM, (t) cos(2z( f,, + f, )t +4)dt}=0

Considering these zero terms, Equation (3-7) can be rewritten as

PT? K P -
il E{Z?k[dk,_leM,i () +d, oRY (7)) + REi (7, mNT, )] cos(Agh, ) -

k=1
ki

E(Iiz):

K P. .
27[d jy_leM’i (r;)+d J.’ORJ.M’i (z;)+ Rti (7;,mMNT)]cos(Ag;)}

N

+ E{[} N(t)CM, (t) cos(2z(f,, + f, )t +¢)dtl’}

(3-8)

In Equation (3-8), there are still cross terms in the cross-correlation term. If we take

E(d1)=0 ,  E(d)=0 ,  E(dd;0)=E(d_)E@W;o)=0
E(dy ,d, ;) =E(d, )E(d, ,)=0, j=k, E(dd,,)=E(d)E(d,,)=0, j=k,
E(d,.dy 1) =E(dyod, o) =1, E(cos(Ag,)cos(Ag;)) = E(cos(Ag))E(cos(Ag;)) =0 ,
j#k, E, d.,)=E®, ,)E(d,,)=0 and E(cosz(Agﬁk)):% into account, the

following terms are all zero, where j=Kk:

E[dk,—lRlyli (7, )dk,oﬁlyi (7) cos (Ag)]=0.
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E[dky_le“y”i (Tk)Rti (r.,mNT.)cos’(Ag)] =0.

E[d, ,RM (7, )RE; (r,,mNT, ) cos? (Ag, )] = 0.

E[d, R (r.)d; R}’ () cos(Ad, ) cos(Ag )] = 0.

E[d, ,R{} (7R}, (z;,MNT, ) cos(Ady ) cos(Ag)] = 0.
E[d, Rt (7 )R} (z;,mNT, ) cos(Ad, ) cos(Ag; )] = 0.
E[d, ,R! (7)d; iR}} (r,) cos(Ag, ) cos(Ag;)] = 0.

E[d, oRe' (7 ) 4R}’ (7,) cOS(Adh,) cos(Ag )] = 0.

E[R:; (r, . MNT.)R}; (z;,mNT, ) cos(Ag, ) cos(Ag;)] =0 .

The 17 average can be written as

K

E(17) =" z k[E(Rk.(fk) +E(RY (7)) + E(Ry; (7, MNTL))’]
o (3-9)
N T
+

8

Therefore, the variance of the noise component of 1I; is

Var(li) = E{[Ii - E(Ii)]z}: E(Iiz)_[E(Ii)]z

= 3 B (R (8))7 + ERY (5)) + ERY (r, T )T+ T (310)

ki

Equation (3-10) can be rewritten as (Pursley 1977)



Var(1,) = Y- [ RA (I + R ()1 +3- 3 [RY (5 NT P M, 2

L m=0

o
K N-1 (I+1)Tc
L

Dy | ORET R B3 IR (TP, + T

|_m0
ki

(3-11)

(4T N, -1

The integration J' {IRM (z ) +[RM (rk)]2+Niz [Rei(z,,mNT. )}z, can be

ITe L m=0

derived separately as follows. The first term (from Equation (2-30)) is

(1+1)T¢ (1+1)T¢

[ REGE) r = [ G (- N)T, +[C, (1 +1-N)~C,, (1 - N)](r, ~IT)¥odr,

ITe 1T

=Coi(1=-N)T?+C; (1 - N)[C,; (1 +1-N) = C,; (I - N)IT;

3

+T?°[Ck’i(l +1-N)-C,, (I - )

- (§L°33 [CE (1= N) +Cy (1= N)Cy (1 =N +2)+ CFy (1 =N +1)]

(3-12)
The second term (from Equation (2-31)) is
(+)Te (1+1) T
[ REE)dr = [ {C, T, +[C,,(1 +1) - C,,(N(z, - IT,)¥ d7,
= C|<2,i (I)Tc3 +C i (DIC,; (1+1) - Cy; (|)]T03
T (3-13)

+_C[Ck (1+1)-Cy; nr

= O (e, () €. ()G, 1)+ CE (1 + 1)

67
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The third term (from Equation (2-33)) is

N -1 (HD)Te 1 Nt (I+1)Te

T | REEMNT dn =3 [ W (T, + W, (1)

L m=0 1, L m=0 1.

=W, (m,D](z, 1T )} d7,

:Nil\il {sz,i(m, |)Tc3 +W,; (m, DWW, ; (M, 1 +1) =W, ;(m, I)]Tc3

+T_§[\Nk,i (m,1+1) =W, (m, DI’}

= (I;ILCP’)S NiNLzl [sz,i(ma 1) +W,; (m,HW, ; (m, 1 +1) +Wk2*i(m’| +1]

(3-14)
Taking Equations (3-12), (3-13) and (3-14) into account, Equation (3-11) can be
rewritten as

N,T
g

2 K
Var(l,) = 1;?2 R +r5]+ (3-15)
k=1

ki

where

N-1
A z {CZ(1-N)+C,;(I-N)C,;(I-N +1)+C},(1-N +1) and
1=0

+ Ckz,i (N +Cy;(NCy; (1+1) + CI<2,i (1+1}

4

i’ =Ni S NZ W2 (m, 1) + W, (m, W, (m, 1 +1) + W2 (m, | +1)}.

LN

3

For the CM code, the chips with an even number are zero; therefore, either

C,(I-N) or C ;(I-N+1) must be zero. The product of C (I-N) and
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C.i(I-N+1) is zero. For the same reason, either C () or C,;(l+1) must be

zero, such that C,;(I)C, (1 +1) equals zero.

For the CL code, the chips with an odd number are zero; therefore either W, ;(m,1)
or W,;(m,I+1) must be zero. The product W, ;(m,1)W,;(m,l +1) equals zero and

ri and r; can be rewritten as

= Nz_i {C5(1=N)+CZ(I-N+1)+CZ(I)+CZ (1+1)} and

1=0

A I R HC R ACRED?

N-1 N-1 N-1 N-1
CLU-N)=Y CZ(I-N+1), Y CZ()=Y C%4(1+1) and
0 1=0 1=0 1=0

LN

1 Nt Nt I
= Z(m 1) =—"- Z W/ (m, 1 +1).
N, 7o 1= N, o 1

Therefore, from the derivation above and Pursley (1977), the average

signal-to-noise ratio (SNR) is

_ T _ 3 3\-1 < Pk M L NO ’% _
SNR_\/PiIZZ/\/Var(Ii)_{(EN ) kz_;?i[r“ +rk’i]+Pi_T} . (3-16)
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3.4 The Numerical Simulation for Average SNR

In the numerical simulation of the average SNR, there are cross-correlation and
band-limited WGN effects. Three cases are considered here. The first is the
situation with band-limited WGN only. The second has cross-correlation only. The

third has cross-correlation and band-limited WGN combined.

3.4.1 Simulation Method

SNR is a critical parameter in GPS receivers. The SNR of the correlator output
affects the performances of acquisition and of the tracking loop. In this simulation
section, the SNR evaluation is done according to the statistical average value over
a pre-integration period. The code delays and phase offsets between the local
replica and incoming signals from other satellites are supposed to be independent.
They are random variables uniformly distributed in the pre-integration time period
[0, T] and a phase period [0, 2z ]. For the long incoming CL code, there are also
75 cross-correlation possibilities, for which m=0,1,2,...74. The incoming signal
includes a desired signal which the local replica matches very well, the signals
from other satellites, and band-limited WGN. The undesired signals have different
code delays because of the different distances from different satellites to the
receiver, and different phase offsets due to the differences between the local and

the remote clocks. Figure 3.4 shows the incoming signal simulation, correlation
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model, and SNR calculation method.

Desired
Signal

Mean

Undesired
Signals

SNR

\4
9-’%‘
=

White
Gaussian
Noise

Local
Signal

Figure 3.4 Average SNR Scheme Under Cross-Correlation and White

Gaussian Noise

Here, by using Matlab, the local signal is the CM code with PRN=1. The desired
signal is also the incoming CM code with PRN=1. Because the local and incoming
desired CM code are matched exactly, and considering the zero chips in the CM
and CL code, the correlation between the incoming CL code with PRN=1 and the
local CM code with PRN=1 is zero. It is not necessary to put the CL code in the
incoming desired signal. The undesired signals include the incoming CM and CL
code with PRN=2, 3, 4, 5. There are code delays and phase offsets in the incoming
signal. For the incoming CL code, there is one more parameter m=0,1,2,...74,

because the CL code is a long code, which is 75 times the CM code. There are

navigation data on the incoming CM code. The data d, , and d,, can be +1 or
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-1. The probabilities of having +1 or -1 are equal. The incoming signal is generated
which includes desired signal, undesired signals and band-limited WGN. The
incoming signal is correlated with the local signal and is integrated. Then, the
output average and output variance are calculated. Finally, the SNR is the output
average divided by the root square of output variance. The simulations include the
SNR with band-limited WGN only, cross-correlations only, and band-limited WGN

and cross-correlations combined

3.4.2 Simulated Average SNR Results

When there are no cross-correlation effects, Equation (3-16) can be rewritten as

SNR:[PI\‘I—T]%. If it is presented in dB, then SNR =10log,,(PT)-10log,,(N,) .

0

There is no loss in generality in assuming i=1.



73

SNR of L2C Correlator Output With White Gaussian Noise Only
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Figure 3.5 Average SNR with White Gaussian Noise Only
Figure 3.5 shows the variation of SNR under the band-limited WGN only with the
power of the desired incoming signal. The red line is the theoretical result and the
blue line is the simulation result. From the IS-GPS-200D specifications, the L2C
power is -160 dBW. Therefore, the simulation area is in the region where the signal
power is less than -160 dBW. The SNR is reduced from 26 dB to 6 dB with the
deduction of the desired incoming signal power from -160 dBW to -180 dBW. The

RMS error of the simulation from Figure 3.5 is less than 0.19 dB.
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SNR of L2C Correlator Qutput With Cross-Correlation Only
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Figure 3.6 Average SNR with Cross-Correlation Only

100

Figure 3.6 shows the simulation results under the cross-correlations only. In this

K
k=1
k=i

situation, Equation (3-16) can be rewritten as SNR = {(g N3)™

it is presented in dB, then

§ NE
SNR =1010g,,| 2 —10Ioglo[%J
Z [rd + 6] i
=1

=10log,,

ki

B K
gNﬂ—lOIog10 IR 18l —10Ioglo[
L k=1

R e

(3-17)

P
Pi
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In the simulation, powers from other undesired signals are supposed to be the
same (P, =P,k =1i). In Figure 3.6, the ratio of the undesired signal power to
desired signal power ranges from 1 to 100. From Equation (3-17), the relationship
between SNR in dB and the ratio of undesired signal power to desired signal power
is logarithmic. Because the differences between different average
cross-correlations are small, the second term in Equation (3-17) is also changed
with the logarithm of cross-correlation number if B, remains constant. The
greatest RMS error of the simulation in the four cases (K = 2, 3, 4, 5) is less than

0.23 dB.

Figure 3.7 describes the simulated average SNR results under the
cross-correlations and band-limited WGN. Equation (3-16) can be rewritten as (in

dB)

[ K
P
> r]
k::_|. i N
SNR = -10log,,| 2 +—2

PT

3-18
5 i (3-18)
2

In this simulation, the band-limited WGN and desired incoming signal remain
constant. The ratio of undesired signal power and desired signal power is from 1 to

100. There are four cases (K = 2, 3, 4, 5). When K = 2 (that is only one

cross-correlation), if the ratio % ranges from 1 to 100 (increase of about 20 dB),



76

the SNR decreases by about 3.5 dB. When K = 5 (four cross-correlations), in the

same range, the SNR decreases by about 7.5 dB.

SNR of Correlator Output (dB)

Figure 3.7 Average SNR with Cross-Correlation and White Gaussian Noise
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Figure 3.5 shows that when the desired incoming signal power is -160 dBW, the

SNR is about 26 dB. In Figure 3.7, on the left hand side, when the unwanted signal

power is almost same as the desired signal power, the SNR is near 26 dB. The two

results are consistent. The effects from the cross-correlations can be ignored

compared to the effects of band-limited WGN. As the ratio of unwanted to desired

signal power increases, Figure 3.7 shows that the cross-correlations also increase
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their effects on the SNR results.

3.5 Conclusions

The analyses of cross-correlation and band-limited WGN effects on SNR and
worst case performance demonstrate the following. If the power of the desired
signal is the same as the power of the undesired signal, the maximum error
probability difference generated by the cross-correlations is small. The main
effects on maximum error probabilities come from the effects of band-limited WGN.
In urban areas, the GPS signal can be attenuated by buildings and its strength can
be decreased about 32 dBW (Tang and Dodds 2006). Under the weak desired
signal situation, if the undesired signal power is larger than the desired signal
power (more than 8 dB), the maximum error probability increases rapidly,

especially when K >4.

In SNR analyses, if there are no cross-correlations, SNR varies linearly with the
desired signal power in dBW. If there is no white Gaussian noise, SNR changes
with the logarithm of the cross-correlation number or with the logarithm of the ratio
of undesired to desired signal power. If the band-limited WGN and desired
incoming signal remain constant, under the high ratio of the undesired signal
power to desired signal power, cross-correlation becomes the main factor to affect

the SNR result.
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Chapter 4

Cross-Correlation and White Gaussian Noise Effects on

PLL Tracking Loops

Functioning as an automatic phase control system, the phase-locked loop is a
closed-loop tracking system capable of tracking the phase of a received signal that
has a residual carrier component. The system synchronizes the phase or
frequency of its output signal with that of the input signal. When the output signal of
the PLL is synchronized with the input signal, an arrangement often referred to as
locked state (Best 2003), the phase error between output signal and input signals
is zero. Any cross-correlation in the input of the PLL will affect the PLL
performance. In this chapter, it is described how the cross-correlations affect such

performance.

4.1 Basic Principle of a Phase-Locked Loop

In a phase-locked loop, if a phase error accumulates, a control signal acts on the
oscillator in such a way that the phase error is reduced. In this system, the phase of

the output signal is locked to the phase of the reference signal.
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4.1.1 The Input Signal without Interference

According to Viterbi (1966), a phase-locked loop consists of three major
components: a multiplier, a linear time-invariant loop filter, and a voltage-controlled
oscillator. Figure 4.1 shows the phase-locked loop for the condition of no
interference in the input signal, where V2 Asin 6 (t) is the input signal, A’
is the input signal power, and V2K L cos @'(t) isthe VCO output signal. The
term K, is the root-mean-square amplitude of the VCO output signal (Viterbi,
1966) and e(t) is the control signal to the VCO. When e(t) equals zero, the
VCO generates a constant-frequency sinusoid with frequency «,. Under the
control signal e(t) , the VCO frequency is o, + K,e(t). The term K, is the
proportionality constant in radians per second per volt. Then one has (Equation

(4-1) to (4-12) are taken from Viterbi (1966)):
4o'(®) _ w, + K,e(t). (4-1)
dt
The output of the multiplier is:
X(t) = v2Asin O(t) - V2K, cos &' (t) = AK {sin[6(t) — €' (t)] +sin[O(t) + &' (1)]}.
The summation component is eliminated by the filter-VCO combination. The

t
output of the linear filter is e(t):j x(u)f(t—u)du and f(t) is the impulse
0

response of the filter.



J2Asino(t) X X(t) Linear
" Filter
A
e(t
V2K, cosé' (t) VCO ©

Figure 4.1 Phase-Locked Loop (Viterbi 1966)
Suppose that 6,(t) =0(t) —o,t and 6,(t) =6'(t)—o,t. The phase error is then
#(t) = 6,(t) - 6,(t) . When ¢(t) is small compared with 1 radian, the approximation

sin ¢(t) = ¢(t) can be used. Then one has the linear equation

dg(t) _do(t) do,(t) dO(t) . err _
dt  dt dt ot AK! f(t—u)g(u)du (4-2)

where K =K,K, is the loop gain. Figure 4.2 describes this linear model.

0, (t) N #(t) Linear
N AK Filter
A

a6, (1)

dt
Js

\ 4

A

Figure 4.2 Phase-Locked Loop Linear Model (Viterbi 1966)

Assuming the existence of the following Laplace transforms

80
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51(5):[ 6,(t)e*dt; Real(s)>0 and

0

5(S)=T s(t)edt: Real(s)>0,

. . ~ 1 ~
the Equation (4-2) can be written as s)=—¢,(s) and
q (4-2) ¢ (s) 1+ AKF(5)/s (s)
52(5):L(S)/S§1(s), where F(s) is the transfer function of the linear filter.
1+ AKF(s)/s

The closed-loop transfer function is

_G,(s)  AKF(s)/s
T 0,(s) 1+AKF(s)/s’

H(s) (4-3)

4.1.2 Input Signal with Additive Noise

Suppose that the input signal includes additive thermal noise which is a zero-mean
wideband Gaussian process, where the white noise has been passed through a
symmetric wide-band bandpass filter with centre frequency @, and a flat

passband that passes only frequencies below 2, rad/sec. The Gaussian

process can then be expressed as
n(t) =2 [n, (t) sin(a,t) + n, (t) cos(aw,t)] . (4-4)

where n,(t) and n,(t) are independent Gaussian processes of zero mean and

with two-sided spectral densities of N, /2.
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The received signal is
J2Asin d(t) +n(t) = \/E{Asin[wot + 6, (t)] + n,(t) sin(w,t) + n, (t) cos(aw,t)}. (4-5)
Multiplying by the output signal of the VCO, the output of the multiplier is

X(t) = AK,sin[g,(t) — 6, ()] - K,n,(t)sin 6, (t) + K,n, (t) cos &, (t)
+ AK, sin[2ayt + 6, (t) + 6, ()] + Kin, (t) sin[2a,t + 6, (1)] + Kin, (t) cos[2a,t + 6, (1)]

The terms with the frequency 2m, rad/sec may be neglected. The filtered

multiplier output is
e(t) = Klj' [Asing(u) —n, (u)sin &,(u) +n,(u)cos, (u)] f (t —u)du.

If one defines n'(t) = —n,(t)sin b, (t) + n,(t) cosb,(t), then one has

dg(t) _ da,(t)

dt dt K.[ [Asing(u) +n'(u)]f (t —u)du. (4-6)

If the phase error ¢(t) is small, then sing(t) = ¢(t) . Equation (4-6) becomes linear

dg(t) _ da,(t)

dt dt KJ. [Ag(u) +n"(u)]f (t—u)du. (4-7)

Figure 4.3 displays the model of Equation (4-7). According to Viterbi (1966),

because of the white Gaussian noise, the spectral density of the phase error is

S¢(a))—| KF(o)/iow |

1+ AKF (o) /0| Sn(@). (4-8)
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where S (o) is the noise spectral density.

n'(t) l
o,(t) (1) Linear
_+, + ‘>|>—V + AD» Filter

do, (1)
dt

A

[

Figure 4.3 Phase-Locked Loop Linear Model (with Additive Noise) (Viterbi

1966)
Given that H(s)=% and S, (w)=N,/2, Equation (4-8) becomes
S (a))— (4-9)
The phase error variance due to noise is
o, 2A2 j H (o) d: No j|H(. off 52 do (4-10)

where N, is the one-sided power spectral density of the white Gaussian noise

and A’ is the desired signal power. If the loop-noise bandwidth is defined as

=T H (|a))|2 do. (4-11)

0
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the phase error variance can be rewritten as

n (4-12)

4.2 Theory of Average PLL Phase Error under Cross-Correlation

and White Gaussian Noise

If one assumes the PRN of the desired signal i=1, there is no loss in generality.
The quadrature-phase component of correlation and integration can be expressed

by

“ :]{iﬁ[dk(t_rk)CMk(t_Tk)+C|—k(t+mT -7)]
xCOS(a)CT+¢k)+ n(t)}CMl(t)Sin(wct+¢’5‘l)dt

= d, /P, /8T sin(A¢l)+i ,/Pk/2[j. d, (t—7,)CM, (t — 7, )CM, (t)dt
+] CL, (t+mT —rk)CMl(t)dt]sin(A¢k)+]‘ N()CM,(t) sin(w,t + ¢, )dt
(4-13)

where Ag #0

Given the discriminator (using this discriminator is because it can be considered as

linear function when the phase error is small)
¥(0) =sign(l,)-Q, (4-14)

the output of the discriminator is
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~ ~ K T
P(0) =d, ;P /8T sin(Ag) +d,, > /P, /2{] d, (t-7,)CM, (t -7, )CM, (t)dt
k=2 0

+} CL (t+mT - rk)CMl(t)dt}sin(A@) + &LJ N(t)CM, (t) sin(e,t + 4 )dt

= al,Odl,OV P /8T sin(Ag) + Ay (7)) + AL (7)) + Ac (7))

(4-15)

A

where d,, is the estimation of sign(l,). In fact, for L2C, it is the estimation of the

navigation data on the desired incoming CM code:

AM(Tk):al,OZK: \/Pk/Z['T[ dk(t_Tk)CMk(t_Tk)CMl(t)dt]Sin(A&k)

~ K A
= dl,OZ P /Zzyl(rk,O)Sln(A@)
k=2

AL(rk)zcjwi 1/Pk/2[] CL,(t+mT — 7, )CM, (t)dt]sin(Ad, )

~ K ~
=d, oY, P /2Z;,(7,.0)sin(Ad,)
k=2

Ag(ry) = &1,0} N(t)CM, (t) sin(aw,t + ¢ )dt .

0

The first term in Equation (4-15) is the signal needed by the PLL tracking loop. The
other three terms are the interferences generated by cross-correlations and white

Gaussian noise. The autocorrelation function of the interferences is

R(v) = E{[AM () +AL(r ) + A (@ )I[A N (7 +V) + AL (7 +V) + Ag (7, +V)]}
=E[Ay(z)Ay (7 + ]+ E[A (7 ))A (7, + V)] + E[AG (7 ) Ag (7 + V)] (4-16)
“ Ry (V)+ R, (V) + Rs(V)
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Given that E(d,_,)=0, E(d,,)=0 and E(n(t))=0, then E(A,(7))=0 and

E(A¢ (7)) =0. In Equation (4-16), A,,(7,), A (r,)and A;(zr,) are assumed to be
white over the entire loop bandwidth region of interest (Huang 1998), They are
independent  with each  other; therefore  E(A (7, )Ay (7, +Vv))=0
E(As(z )Ay (7, +v))=0 , EA,()A (7, +v))=0 , E(A(r)A (z, +v))=0 ,

E(Aw (z)Ag (7 +v))=0 and E(A (7, )Ag(7 +v))=0.

Given the autocorrelation function of interference, the one-sided power spectral

density of the interference can be expressed as:

NT. NT. NT. NT.
p=2 [ RW)dv=2 [ R,(v)dv+2 | R (v)dv+2 [ Ry(v)av
~NT. ~NT. ~NTe ~NT, . (4'17)
=My TR+ Mg

The autocorrelation function R;(v) of the component AWGN can be expressed

as (Huang 1998)
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Rs (V) = E[A¢ (7)) A (7 +V)]

NT; NT; +Vv|

= E[ [ n(©)CM, ()sin(m,t+4)dt [ n(u)CM, (u)sin(@,u + ¢;)du]
0 v
NT; NT;+v|

=E[[ | n)n(u)CM,(t)CM, (u)sin(a,t + ) sin(ew,u + 4)dtdu
0 vl

NTe NTe +v]
= %5('{—u)CMl(t)CMl(u)sin(a)ct+q§1)sin(a)cu+q§1)dtdu

0 vl

NT
N
0

= | M (t)CM, () sin? (et + ¢ )dlt

vl

_&Nfc CM, ()CM, ()2 - S cos(2a,t + 24,)]dt
=5 S T2 .

4

. %(NTC “Iv
(4-18)

Because the component of the AWGN A (z,) is white over the loop filter region
of interest and the autocorrelation function is zero at |v [> NT. (Huang 1998), the

one-side power spectral density of A;(z,) can be expressed as

NT. NT, N
s =2_JTCRG(v)dv=2_JTC?O(NTC—|v|)dv
0 NTc
NO
=—C [ (NTc+v)dv+ [ (NTg—v)dv]. (4-19)
4 ~NT, 0
N
:TO(NTC)2

By a similar process, the component of the cross-correlation between the local and

incoming CM code is considered. The autocorrelation function of the component

A, (z,) can be expressed as (Huang 1998)
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Ry (V) = E[Ay (z)Ay (7 + V)] = i i

" E[Z.(7,,0)Z" (7., V)]. (4-20)

where (Huang 1998)

NTc

le(fk 0) = I dk (t- Ty )CM K (t- T )CMl(t)dt = dk,—lRliv,ll(Tk) +d k,olilyl(fk) .(4-21)
0

NTc +v|
Zh(@ov) = | d(t—7,)CM, (t-7,)CM,(t)dt

M

=B(v|z)d, .Qu.(VI7i7) +d, Qs (7 [VI+NTe, 7, ) . (4-22)
+B(z7,, |V |)[dk,oQk,1(| V|,z, + NTe, 7, ) + dk,le,l(Tk Avlz,)

with  B(a,f)=1 for 0<a<pfp and B(«,f)=0 for other cases, and
B
Qkyl(a,ﬂ,y)=ICMk(t—7)CM1(t)dt. The average of 7, (z,,0) times Z\'(z,v)

becomes
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E[Zm(fk ’O)Zm(fk’v)] = E{[dk,—lRIL\{Il(Tk) + dk,oﬁm(fk JKB( V[, z)Mdy 4Qu: (V] 7y, 7)
dy oQu1(7, [VI+NTe, 7)1+ B(z, |V DAy Qi1 (| V [, 7 + NTe, 7 ) +

dy 1 Qea (7 1V 1, 7T}
=B( V], 7RIV ] 7 1) + RE (TR (7, IV [ +NTe, 7)1 +
B(z,.|V DR (7)Qu(IV |7 + NTe, 7,)
=B(v 7[R (7)Q (V. 7. 1) = RV (2 )Qe IV | 707 ) +
R (7,)Qu 1 (71, NTe, 7)) + RM (7,)Q, 1 (0,74, 7, )] +
B(z,.IV DR (7)IQe1 (71, NTe. 1) + Q1 (0.7, 7)) = Qs (7 [V [, 7, )]
=B(v 7 )I(RM(7)) + RAEIRA(7) + R (T)Qu (V.70 7 ) —
R (T)Qus(IV |7, 7)1+ Bz [V DIRY (7)) + R (7 )R (7)) -
R (T )Qu (7 1V ] 7)]
= (RO (7)) + R IR (1) + [BAV . 7R (7,) - Ry (7,)] X
Q. (min{|v |z}, max{|v |z, }.7,)

(4-23)

According to Huang (1998), the interference A,,(z,) is assumed to be white in
the loop bandwidth region and the autocorrelation function is zero at |v[> NT..

The power spectral density y,, can be written as

e PTS
Ly =2 j R, (v)dv=-LC1,, . (4-24)
-NTe 4N

where

=23 3 Begrec, mNe,,0-N) D0 NI+

k=2 1=0 1

w[2C,,(1), D, (N]+y[2C,,(1 =N), D, , (I = N)] + -(4-25)
O[C,,(1).C,.(N]+OIC,,(I-N),C, ,(I-N)]-0[C,, (1),C,, (I - N)I}
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with
wIAQ), B(Y] = A()B(1) +%A(I)B(I 1)
| (4-26)
+%A(I +1)B(1)+ Al +1)B(1 +1)
5 3
O[A(), B(Y] = 2 AM)B(1) + > Adl +1)B(I +1)
4 4 . (4-27)
L3 a0+ 1B+ L ANB( +1)
2 4
and
Nil (i+hala;,, 0<I<N-1
D, (I) = N__M jat 1-N<1<0. (4-28)
0, N

Let us now consider the cross-correlation component between the local CM code

and incoming CL code. The autocorrelation function of the component A, (z,)

can be written as

R.(V) = E[A (z)A (7 +V)] = i i E[Z,,(7.0)Z,, (7, V)] - (4-29)

e 4

where v=qT. +Av, 0<Av<T., and

NTc

Z5(z,,0) = { CL, (t+mT —7,)CM, (t)dt (4-30)

=W, (m DT, +W,, (m,1+1) =W, (m,D](z, —1T.)
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NT¢ +|v|
Zt (V)= | CL(t+mT —7,)CM, (t)dt
vl
NTc +V| o -
- j D ag P (t+mNT, - jT, —7,) > a) Py (t—nT)dt
v j=—o n=—w
NTe +qTc +AV

- j D a, P (t+mNT. - jT. —7,) > ay P (t—nT)dt

qTc+Av  J=—© N=—w
(N+)Te ©
= [ > ar P (t+mNT, - jTo -7,) Y altP, (t—nTe)dt +
(q+1)Te J=—» n=-o0
(9+)Te o E
D ag P (t+mNT, — jT. —7,) > ajy P (t—nT,)dt+
qTc+Av J=—© n=—o0

(N+q)Te+AV "
D ac P (t+mNT, - jT. —7,) D af Py (t—nT.)dt
(N+q)Te  J=— e

N+g-1 (r+DTe

= Z ,[ z ali—,iPTc (t+mNT, — jT¢ _Tk)i all\,AnPTC (t—nTe)dt+

r=g+l 7. = n=—o0
(9+1)Te ©

j al > ar P (t+mNT, - jT. —IT, Az, )dt+
qTc +Av j=—0

(N+q)Te +Av ©
M L .
al,N+q Z ak,jPTc (t+mNTc - JTc - ITc _Afk)dt

(N+q)Te j=—o

(4-31)

In the next analyses the average value of E[Ztl(rk,O)Ztl(rk,v)] will be estimated
for 7, =IT. +Az from O to T, that is for | from O to N-1 and Az from O to Tc.
Z1(z,v) will take two different values in the different ranges Av <Az <T. and
0< Az <Av. Therefore the integration for Az from 0 to Tc should be divided into
two parts on Av<Az<T. and 0<Az<Av. After integrations are conducted

separately, the two results should be added. Considering Equation (4-31) in the

two ranges separately, when Av <Az <T. Equation (4-31) can be written as
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N+g-1 (r+DTe o

Zo(mov)= 2 all |3 ag Py (t+mNT, - jTo - 1T, — Az, )dt +

r=q+1 rTe j=—0
qTc+AT, (g+1)Te
ML M4L
J- al,qakmmN—l—ldt"' j al,qak,q+mN—|dt+
qTc+Av qTc+A7y
(N+0)Tc+Av
M L
a1,N+qak,N+q+mN—I—1dt
(N+q)Te
N+q-1 rTe+Az, (r+1)Te
— M L L
- Z a1,r[ J- ak,r+mN—I—ldt+ J- a‘k,r+mN—Idt]+
r=q+1 e rTe+Az,

ML ML
Ay 4y grmN-1-1 (At —Av) + Ay 4y gemn- (Tc —Ar )]+

M L
a1,N-¢-qak,N +g+mN-I-1 : AV
N+g-1 N+g-1
_ ML ML
- Z a'l,ra‘k,r+mN—I—l 'ATk + Z a‘1,ra'k,r-¢-mN—I ‘TC -
r=q r=q
N+q-1
ML M L
A & vt " AT+ [al,N+qak,N+q+mN—I—l -
r=q

all\,/clq al|<_,q+mN —I—1] -Av
=W, ,(m1,q)-Tc +W, (M, +1,9)-W,,(m,l,q)]- Az, +
[He (M I+LN+q)—H, (m,1+1,0)]- Av (4-32)

N+q-1

ML
Where Wk,l(m’l’q) = zal,rak,HmN—l ' Hk,l(m’l’q):al'\,/lanI(_,q+mN—I'
r=q

When 0< Az <Av, Equation (4-31) can be written as
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N+g-1 (r+)Te o

Zo(mov)= 2o al [ an P (t+mNT, — jTe —ITg — Az )dt +

r=q+1 rTe j=—0
(g+1)Te (N+9)Tc+A7y
M AL M L
J- a1,qa‘k,q+mN—I dt + al,N+qak,N+q+mN—I—1dt +
qTc+AvV (N+q)Te
(N+q)Tc+Av

M
al,N +qak,N +g+mN-I dt

(N+Q)Te+A7

N+g-1 ITe+A7y (r+1)Te
Z a‘1r[ J- ak r+mN-| ldt+ J- ak r+mN - Idt]+
r=g+1 rTe rTe+A7

a ak Jq+mN—I (T —Av) + al N+qak Neqemn AT T

al N+qak N+g+mN—I (AV - Az-k)

N+g-1
- z alrak r+mN-I1-1 Az-k + Z alrak r+mN-I
r=q+1
N+q
Z al rak et " ATy +[a1'\,AN+qakL,N+q+mN4 -
r=g+1

al'\,/lqall<_,q+mN - ] - AV
=W, (m,1,q)-Tc + W, ,(m,1+1,4+1) -W,,(m,|,q+1)]-Az, +
[Hk,l(m1|lN +Q)—Hk11(m,|,q)]-AV ' (4-33)

Therefore, when Av<Ar<T_, the average Z,,(z,,0) times Z.,(z,v) becomes

E[Zli_,l(rk 10)Z|l_,1(rkiv)] = Ek\Nk,l(mv 1,0)- T + [Vvk,l(m’ I +1,0) _Wk,l(m’ 1,0)](z, = 1T )}
W (mLag)-Te + W, (M 1 +1,9) =W, (M, 1,o)]- (7, — 1T ) +
[Ho, (M 1+LN +q)—H, ,(m,1+1,q)]- AV}

1 N -1 N-1 (HD)Te

T L | Lo, ml.0) T +

Wk,l(m! L, q)[Wk,l(m!I +1,0) _Wk,l(m! I,O)] 'Tc '(Tk - ITC) +
Wi, (M, LO)W, o (m, 1 +1,q) =W, ,(m, 1, 0)]- T - (7, —IT¢) +
(W, , (M, 1 +1,0) =W, , (. 1,0)]- W, ,(m, 1 +1,G) =W, ,(m, 1, )]
(r, —IT.)? +W, (M, 1,0)-[H, (M 1+1LN +q) -

Ho (mI+1,09)] -Tc -Av+[W,,(m, 1 +1,0) =W, ,(m,1,0)]-
[H(MI+LN+qg)-H, (mI+1q)] (r, —IT.) Av}dz,

(4-34)
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After integration, in the range Av <Az <T., the autocorrelation function can be

written as

RLa (V) = Z Pk

—E[Z,,(7,.0)Z,, (7, V)]
o 4

1 R, 2
= —~ m,1,0)W, . (m,1,q)-T - AV
N.NT. EZ 2. |§= 4{Wk,1( Wi (m,1,q)- T [Te —Av]+

K N.-1 N-1
K=

W, o (m, 1, @)W, , (m, 1 +1,0) =W, ,(m,1,0)]- (T2 - Av?) %c N
Wi, (M, 1,0) W, ; (m, 1 +1,q) =W, , (m, I, q)] - (T¢ _sz).%u

I.\Nk,l(m7| +110) _Wk,l(m’ |,0)] : [\Nk,l(m' I +1, q) _Wk,l(m’ qu)]'%(TCS - AV3) +

W, (M, LO)-[Hy (M I +L,N+q)—H,,(m1+1,q)] T -Av- (T, —Av) +
W (m,1+1,0) =W, (m, LO][H, ,(m1+1N+q)-

Hy,(m,| +1,q)]§(Té ~AV?)- AV}

(4-35)
When 0<Ar<Av, the average Z,,(z,,0) times Z,(z,,v) becomes

E[le_,l(rk ’O)Zli_,l(rkvv)] = E{{\Nk,l(mv 1,0)- T + [\Nk,l(m1| +1,0) _Wk,l(m' 1L,0)(z, = 1T )}
Wi (M, 1,0) - Te + W, (M1 +1,q+1) =W, (m,1,q+D]- (7, —ITc) +
[Hyo(m 1N +0) = Hy, (.1, 0)]- Av}
ST X | Mo (1.6 TE
Wk,l(mv L, Q)[Wk,l(ma I +1,0) _Wk,l(m! I,O)] 'Tc '(Tk - ITC) +
W, (M, LO)W,, (M, ] +1,g+1) =W, ,(m,1,q +1)]- T - (7, — IT¢) +
[\Nkyl(m,l +1,0) —kal(m, 1,0)]- [\Nkyl(m,l +1,9+1) —kal(m, l,g+1)]-
(z, — ITC)2 +kal(m,l,0)-[Hkyl(m,I, N+q)- Hkyl(m, ,gQ)]-T. -AV +
W, ,(m,1+1,0) =W, ,(m,1,0][H,,(m,I,N +q) -
Hy (M1 o)l (7 —ITe) - Avldz,

(4-36)
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After integration, in the range 0< Az <Av, the autocorrelation function can be

written as
K I:)k L L
R, (V) = Z 1 E[Z,,(7.0)Zy, (7, V)]
k=2
1 K N -1 N-1 Pk )
= —& m,1,O)W, .(m,1,q)- TS - Av +
N, NT, é Z ; 4 {W,.,( W, . ( q)-T¢

W, (M, 1, Q)W ; (m, 1 +1,0) =W, , (m, 1,0)]- AV .T7c+

W, (M, 1L,O)W,,(m, 1 +1,q+1) =W, ;(m,1,q+1)]- Av? T?C +

W, , (M, 1 +1,0) =W, , (M, 1,0)]- W, , (m, 1 +1,q +1) =W, ,(m, |, +1)]%.Av3 +

W, (M, 1L,0)-[Hy,(m N +q) = H, ,(m,1,0)]- T AVE 4+

[\Nk,l(m7| +1,0) _Wk,l(m7 I,O)]-[Hkyl(m, I’ N + q) - Hk,l(m’ I’ C])]-%AV3}

(4-37)

Therefore the autocorrelation function R (v) of the component A (z,) can be

written as R (v)=R_,(v)+R,(v) . Given that A (r,) is white in the loop

bandwidth region of interest and the autocorrelation function is zero at |v |<NT,

(Huang 1998), the one-side power spectral density of the component A, (z,) can

be written as



NT¢ NTc NTc

p =2 [ R(v)dv=2 Nfc [R..(V)+R,)Idv =4 [ R, ()dv+4 [ R, (v)dv

—NT¢ —NT¢

N-1 N -1 N-1 (a+D)Tc

1 K 2
NN 2 2 2 2R [ Wea(m,1,0W,,(m,1,0) - TE[Te - (v—aT )] +

C g=0 k=2 m=0 I= aTe

a
3

W, ,(m, L, )W, ,(m, 1 +1,0) =W, , (m,1,0)]- (T¢ = (v — qT.)?) T?C +
W, , (M, 1,O)[W, , (m,1 +1,q) =W, ,(m, 1, q)]-[T¢ = (v —qT.)*]- T?C +

Wy 1 (m, 1 +1,0) =W, ,(m, 1,O)]- W, , (M, 1 +1,0) =W, ,(m, 1,9)] -%[TS’ —(v=qTe)’]+

Wi (M, 1,0)-[Hy (M T +1,N + @) = Hy, (m, T+ 1,0)]- Te - (v—qTe) - [Te = (v—aTc)] +
W, ,(m, 1 +1,0) =W, ,(m,1,O)I[H, ,(m,1 + L, N +q) -

(1 + L) TE = (v = GTe)°]- (v T v+

1 N-1 K N-1 N-1 (9+D)Te ,
> 2 R | Wia(m LOW, 5 (m,1,0)-T - (v—qTc) +
NLNTC qg=0 k=2 m=0 1=0 qTe

W, , (m, 1, @)W, , (m, 1 +1,0) =W, , (m, 1,0)]- (v — 4T, )? %c ;
Wk,l(m1 I,O)[\Nkyl(m, I +1, q +1) _Wk,l(mv I, q +1)] . (V - ch)2 T7C +

Wi, (M, 1+1,0) =W, ,(m,1,0)]- W, ,(m, 1 +1,9+1) =W, ,(m,],q +1)]- % (V=qTe)’ +
Wk,l(mv I’O) : [Hk,l(m! I’ N + q) - Hk,1(m’ qu)] 'TC : (V - qTC)2 +

[\Nk,l(m’ I +110) _Wk,l(m’ |,0)] : [Hk,l(m’ |, N + q) - Hk,l(m’ I:q)]'%(v - ch)3}dV

(4-38)

After integration, Equation (4-38) becomes
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LN
=4

-1 N-

K
1
Z Z Pk{\Nkvl(m'I’O)Wk,l(miliq)'_TC4+
TC =0 k=2

m=0 1=0

LN

W (m, 1, )W, ,(m, I+10) T +W, (M, 1L,OW, ; (m, 1 +1, q)

Wk,l(m'| +110)Wk’1(m,| +1,q) ZTCZ +
Wya(m1,0)-TH, (M 1+ N +0) =y (1 + )] - T +

W, (mI+L0)[H, ,(mI+LN+q)-H, (mI+10q)] T}+

R {VVkl(m,I,O)Wkl(m,I,q)

W (m, 1, )W, ,(m,I +1'O)ET04 +

W, (m,1+1,0) +W, ,(m,1,0)]-[W, ,(m,I +1,g+1)-W,,(m,l,q +1)]-iTC4 +
W, (m1,0)-[H,,(m,I,N+q)— Hkl(m,l,q)] T +

Wa(m,1+2.0)-[Hyu (N +0) - Hk,l(m,l,q)]-—Té}

Tg N-1 KON -1N-L c
= P m,|,0 W m,l, —
4N N &5 ; =0 ; AWea W, (m,1,q) 3

W, ,(m,1 + LOW, , (m,1,G) +W, ,(m, LOW, , (m, 1 +1,g) > +
kal(m,l +1,0)Wk’l(m,l +1,0)-+

W, ,(m,1+1,0) + W, , (M, LO)]- [, , (M, 1 +1,G-+1) W, , (.1, g+ D] = +
W, ,(m,1,0)-[H, (.1 + 1N +0) — Hy (M, 1 +1,a)]- = +

W, ,(m,1 +L0)[H, , (M, 1+ 1N + )~ Hy, (1 +L )]~ +

W, ,(m,1,0)-[H, ,(m,I,N +q)-Hk,1(m,|,q)]-%+

1
Wk,l(m’l +110)'[Hk,1(m’|’ N +CI)— Hk,1(m’|vq)]'5}
__PT¢
AN N "

(4-39)
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where

=2

N-1 K -1 N-1

=22 22 —k{vvk,l(m,I,O)wk,l(m,l,q)-§+

g=0 k=2 m=0 I=0

0

[N

W, ,(m,1 +LOW, ,(m,1,q) +W, ,(m, LOW, , (m,I +1,q)%+
kal(m,l +1,0)Wk,1(m,l +1,9)-+

[\Nkl(m,l+1,O)+Wk1(m,l,0)]~[\Nk1(m,I+1,q+1)—Wk1(m,I,q+l)]-1+
| | | | 3 . (4-40)

W, (m,1,0)-[H,,(m,I+1N +q)—Hk’1(m,I+l,q)]%+

W (M I+L0)[H, ,(mI+LN+qg)-H,, (m,l +l,q)]%+

Wy (m1,0)-[Hys(m LN +0) — H s (mi1,c)]- >+

W, ,(m,1 +1,0)-[H, , (M, N +q) - Hk,l(m,l,q)lé}

Because local CM chips with even number and incoming CL chips with odd

number are all zeros, and N is an even number, one of W,,(ml,q) and
W,,(m,1+1,0) is zero. Therefore, in Equation (4-40), W, ,(m,I +10)W, ;(m,l,q)=0.

For the same reason, one has

W, (m,LOW, ,(m,I+1,q) =0,

W, (mLO[H, ,(mI+LN+q)-H,,(m1+1q)]=0,
W, (mI+L0)[H, ,(mI,N+q)-H,,(ml,q)]=0,

and
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N -1 N-1 P N -1 N-1 P
Fk[\/vk,l(m, LOW, (M, 1, g)]= D >0 =W, (m,1+1,0)-W,,(m,1+1,0)]
m=0 1=0 1 m=0 I= 1

N -1 N-1 P l
Fk[wk,l(mll +1,0) +W, ,(m,1,0)]- W, ,(m, I +1,9 +1) =W, ,(m, ], q +1)]'§
m=0 I=0 1
N -1 N-1 P
= z 3—Fk,[Wk,1(mJ +10)- W, (m,1+1,9+1)-W,,(m,1,0)-W,,(m,l,q+1)]
m=0 1=0 1
p N N1
= 3—;{ W, (m,1+10)-W, ,(m,1+1q9+1)]
1 m=0 I=0
N, -1 N-1
- Wy, (m,1,0)-W, ,(m,1,q+1)]}
m=0 1=0
=0

Wk,l(m’ I’O)[Hk,l(m’ I’ N + q) - Hk,l(m’ I’Q)]

m=0 1=0
N4 N1 p
= kakyl(m,l +LO)[H, (M I+LN+q)—H, (m,1+10)]
m=0 1=0 1 .

Therefore, Equation (4-40) can be rewritten as

N-1 K N-INID p 8
I :Z Z _k{gwk,l(milio)wk,l(m’qu)+
qg=0 k=2 m=0 1=0 1 . (4_41)
4
gwk,l(milvo)'[Hk,l(mvl’ N +q)_ Hk,l(m’liq)]}

The one-sided power spectral density of the components A, (z,), A (r,) and
Ag(7)is
H= T 1+l

PTS PTS No(NT¢)” - (4-42)
= Iy + I+
4N 4N N 4

Referring to Equations (4-9) to (4-12), and given the desired signal power
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P,(NT.)?/8, the PLL phase error is

o’ = -—B”
¢ M B (NT.) 8
2T 2T, 2N,
_[N3 IM+NLN3IL+ Pl ].Bn. (4'43)
=0 +0, +0
2 2
=0, to,
: : : , 2T, , 2T,
where B, is the PLL loop-noise bandwidth, oy, :FIMBH, o] :WILBH,
L
oh= 2N, B, and o =o), +0, .

1

4.3 Simulation of the Average PLL Phase Error under

Cross-Correlation and White Gaussian Noise

The PLL phase error in the above analyses includes the effects of white Gaussian
noise and of the cross-correlation. In the following simulation, the interferences are

first considered separately, then as a combined effect.

4.3.1 Simulation Scheme

In the simulation, the local CM code is assumed to match the desired incoming CM
code well, with no code delay between the local CM code and the incoming CM
code. This simulation includes two parts: input signal simulation and PLL

simulation. Assuming that the signal is on baseband, the simulated signal includes



101

the desired signal, undesired signals from other satellites, and AWGN. In the
simulation of the signal, the code delays between the local CM code and incoming
CM and CL codes are considered to be random parameters uniformly distributed in
the range [0, T]. For the incoming CM codes, there are navigation data that have
random values of +1 or -1 on the CM codes, depending on the code delays. For the
incoming CL codes, the m parameters are also considered to be random values
uniformly distributed in the range [0, 74]. The phase differences between the local
carrier and those of undesired signals are also considered to be random
parameters, and they are uniformly distributed in the range [0, 27 ]. After the
incoming signal is simulated, it is multiplied with a local signal. Then the output of

this correlation is sent to the simulated PLL tracking loop.
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Figure 4.4 Simulated Base-band Signal for Phase-Locked Loop

The first simulation process is shown in Figure 4.4. This simulation is to generate
the | and Q components as the input of phase locked loop. By using Matlab, first,
the L2C code is generated by the summation of CM and CL code. The CM code is
simulated with code delay, and it includes navigation data. The CL code is also
simulated with the same code delay, and m is a random value ranging from O to 74.
Then the incoming L2C code is multiplied by the local CM code. After correlation
and integration, the output is multiplied by the sine of the phase difference and the
cosine of the phase difference to generate quadrature-phase and in-phase

components.

Figure 4.5 shows that the simulated PLL tracking loop includes a discriminator,
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loop filter, and NCO. In this simulation, by using Matlab, the discriminator
Y =sign(1)-Q is used. This discriminator is used because it can be analysed
theoretically by using linear method. The product of the sign estimation of the
in-phase component and quadrature-phase component is sent to the loop filter to
generate a control signal. This output of the filter controls the NCO to produce a
phase prediction &,(t). Here, the loop noise bandwidth is set to be a typical value

10 Hz.

\4

Sign() —» Filter

6,(t) e(t)
NCO

A

A

Figure 4.5 Simulated Phase-Locked Loop

4.3.2 Simulation Results and Analysis

In this section, three situations are discussed: the PLL error under the white
Gaussian noise only, the PLL error under the cross-correlations only, and the PLL

error under the two types of interferences combined.
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Figure 4.6 PLL Errors with White Gaussian Noise Only

Figure 4.6 shows the PLL error under white Gaussian noise only. The

carrier-to-noise ratio is 25 to 45 dB-Hz; the phase-locked loop noise bandwidth B,

is 10 Hz. The PLL error is small in the normal situation (C/Ng is about 42 dB-Hz),
that is about 2 to 3 degrees. In the range C/No from 45 to 34 dB-Hz, the PLL error
increases slowly and the difference is less than 4 dB-Hz. Under high band-limited
WGN (C/Ng less than 34 dB-Hz), the PLL error is more than 5 degrees and grows
rapidly with the decrease of C/No. In the range 34 to 25 dB-Hz, the PLL error
increases to almost 10 degrees. When the C/Np is reduced to almost 25 dB-Hz,
the PLL error reaches 15 degrees. Finally, when the C/Ng is 25 dB-Hz, the PLL

error is divergent, and the loop loses lock. In Figure 4.6, the difference between the
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theoretical value and simulation value becomes large with a decrease of C/No, and

the effect of the non-linear phase-locked loop is obvious.

PLL Error of L2C (Cross-Correlation Only)
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Figure 4.7 PLL Errors with Cross-Correlations Only

Figure 4.7 displays the PLL error with the cross-correlations only. When the ratio

P /B, is in the range [-10 O], the PLL error is less than 1.7 degrees. If the ratio
P /PR, lies in the range [-20 -10], the PLL error increases rapidly. In the range [-20

0], if there is only one cross-correlation, the PLL error increases only to
2.2 degrees, while under the four cross-correlations, the PLL error increases up to
4.5 degrees. Therefore, under the situation with more high power undesired

signals, the cross-correlation effect is large. When the signal power difference
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between the desired and the unwanted signal is small, the effect of
cross-correlation is minor. But with an increase of the undesired signal power, the
power difference grows and the PLL error increases rapidly. The cross-correlation
effect grows rapidly. The difference between the theoretical value and simulation

value becomes large with a decrease of the ratio P./P,, and the effect of the

non-linear phase-locked loop is also obvious.
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Figure 4.8 PLL Errors with Cross-Correlations and White Gaussian Noise

Figure 4.8 shows the PLL error under cross-correlations and band-limited WGN
combined. In this simulation, the C/No is 42.8 dB-Hz. The PLL error increases

when the ratio P, /P, is reduced. When the ratio P, /B, equals 0 dB on the right
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hand side in the figure, the theoretical values differ from the simulation values. The
reason is that there is a non-linear effect in the simulation under this C/No level.
When C/Np is 42.8 dB-Hz, the difference between the simulated PLL error and
theoretical PLL error is small. Figure 4.6 reflects the difference. In Figure 4.9, if the
C/Np is chosen to be 30 dB-Hz, the difference is obvious. This phenomenon can be
compared with the situation in Figure 4.6. Because of the non-linearity in the
simulations, the difference between the simulation and the theoretical value
increases when the C/No decreases. So the large difference between the
simulation and theoretical results is due to the non-linearity of the phase-locked
loop under the lower C/No. When there is no band-limited WGN, as shown in
Figure 4.7, the PLL errors increase to 2.2 degrees with one cross-correlation, and
4.5 degrees with four cross-correlations. But if there is band-limited WGN, as
shown in Figure 4.8, when the C/Ny=42.8 dB-Hz the PLL errors increase to
1.2 degrees with one cross-correlation, and to 3.5degrees with four
cross-correlations. If the band-limited WGN becomes larger, as shown in Figure
4.9, and C/Np=30 dB-Hz, the PLL errors increase to 0.4 degrees with one
cross-correlation, and to 1.7 degrees with four cross-correlations. The reason is
that the band-limited WGN increases and becomes an overwhelming factor that

affects the performance of the phase-locked loop, even as the ratio P /B

reaches -20 dB. Because from Figure 4.6, when C/No=30 dB-Hz, the PLL error
affected by band-limited WGN only is about 8 degrees, while from Figure 4.7, even

for P /P, is -20dB (the worst case in Figure 4.7) the PLL error affected by

cross-correlation only is from 2 to 5 degrees depending on the cross-correlation
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numbers. This can be explained by considering Equation (4-43). One has
a¢:m and if there is no band-limited WGN, o,=0, . But if the
phase-locked loop is affected by the band-limited WGN and combined
cross-correlations, and if the C/Ng is also a constant, the change of the PLL error

can be estimated approximately by

d(,/oﬁC +a§n) O
Ao, = Aoy =—————A0.
do, 1/o'qfC +0'¢fn

<1 such that Ao, <Aoc, . The total change of the PLL error is

%
2 2
1’O-¢C +O_¢n

less than the change generated only by cross-correlation. In the worst case in

Here,

Figure 4.7, B /R is -20dB. Ao, is about 2 times Ao, depending on

cross-correlation numbers, that is the PLL error reflected the band-limited WGN

effect only is about 2 times the PLL error affected by cross-correlation only. The

O 1
Ok +0n J5

P./P. >-12 dB, the PLL error generated by cross-correlation only is less than 2

) 1 1
ratio becomes <§ such that Aa¢<§Aa¢c. In the cases

O

[ 2 2
Oy t0y

<<1.Wethenhave Ao, <<Aoc, . Thisis why in Figure 4.9,

degrees. The ratio becomes <1 and Aa¢<%Aa¢C and, when

o
o, >>0,, —2
\Oic +0p

when the C/Ng is low (=30 dB-Hz), the change of PLL error is low.
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Figure 4.9 PLL Errors with Cross-Correlations and White Gaussian Noise

4.4 Conclusions

In this chapter, the PLL jitter was theoretically derived. To justify the theoretical
results, a simulation is carried out to compare the theoretical derivation. The
results describe the changes of PLL errors in three situations. Under band-limited
WGN only, when the C/Np is normal (equal to 42.8 dB-Hz), the theoretical and
simulation value match well. Under a low C/No, because of the non-linear nature of
a phase-locked loop, the differences between theoretical and simulation results
become large. Under the cross-correlations only, the PLL error increases rapidly

with the decrease of P /P, when P /P, <-10 dB. Under the band-limited WGN
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and cross-correlations combined, when the band-limited WGN becomes large (low
C/Np), the changes of PLL error generated by cross-correlations increase slowly as

a function of P /P, . The reason is that the effects of large band-limited WGN

overwhelm the effects of cross-correlations.
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Chapter 5

Conclusions and Recommendations

5.1 Conclusions

The main purpose of this thesis is to study the effects of RF interferences, such as
cross-correlations and white Gaussian noise, on GPS L2C signal acquisition and
carrier tracking, using both theoretical and simulated studies. The research is

focused on the CM code acquisition and tracking under RF interference.

The probability of CM code detection under cross-correlation and white Gaussian
noise was derived and simulated. Under the band-limited WGN only or the
band-limited WGN and one worst cross-correlation combined, the non-coherent
integration with M=3 has a 3 to 4 dB-Hz better ability to detect the desired signal
than the one with M=1. With the same non-coherent integration number M, the
detection abilities under band-limited WGN only is about 1 dB-Hz higher than the
detection abilities under one worst cross-correlation and band-limited WGN
combined. The worst-case cross-correlation was derived theoretically. The
worst-case cross-correlation is between a local CM code (PRN=26) and incoming
CL code (PRN=4), with a value of -31.1 dB. The practical calculation is done and
the worst cross-correlation case is used in CM code detection and the sign

evaluation of the in-phase component.

The error probability of information data estimation in the worst case is derived

under cross-correlation and white Gaussian noise combined. When the power of
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the desired signal is the same as the power of the undesired signal, the difference
of the maximum error probabilities of information data estimation generated by the
cross-correlations is not very large. The main effect on maximum error
probabilities comes from band-limited WGN. Under the situation of a weak desired
signal, if the unwanted signal power is higher than the desired signal power (more
than 8 dB), the maximum error probabilities of information data estimation grow

very fast with the decrease of the ratio Pi/Pk, especially when K >4.

The SNR simulation results support the SNR theoretical derivation well. Under the
band-limited WGN only, the SNR is linearly reduced from 26 dB to 6 dB with the
reduction of the desired incoming signal power from -160 dBW to -180 dBW. The
RMS error of the simulation from Figure 3.5 is less than 0.19 dB. When the desired
incoming signal power is -160 dBW, the SNR is about 26 dB. Under the
cross-correlations and band-limited WGN combined, when the unwanted signal
power is almost the same as the desired signal power, the SNR is near 26 dB. The
two results are almost the same. The effects from the cross-correlations can be
ignored as compared to the effects of band-limited WGN. With an increase in the
ratio of the unwanted signal power to the desired signal, the cross-correlations
become an important factor on the SNR result. It cannot be ignored compared to

the effects of band-limited WGN.

In PLL performance analyses of both theory and simulation, it is assumed that the
DLL tracking is ideal. The local CM code exactly matches the incoming CM code,

and there is no error from DLL tracking to affect the PLL performance. There are
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estimation errors in the PLL performance analyses, especially in the situation of
low C/Ng or low ratio of desired signal power to unwanted signal power from other

satellites P, /P,. The estimation errors occur because in the theoretical model,

only linear status is considered. The model is assumed only in the small phase

error environment. The phase error ¢ is used instead of its sinusoid. So when the

phase error becomes large under strong interference, the simulation results
display the non-linear property of PLL. Then the estimation error is generated and
grows large when the interferences become strong; but if we compare the

estimation errors with the PLL errors, it is still small.

In the analyses of PLL performance, under the band-limited WGN only, the PLL
error for simulations match the theoretical result very well when the C/Ng is normal
(=42.8 dB-Hz). With the decrease of C/Ny, the difference between the simulation
result and theoretical result becomes large because of the non-linear property of
the PLL tracking loop. Under the cross-correlations only, the PLL error increases

rapidly with the decrease of P /P, when P, /P, <-10 dB. Because of the PLL's
non-linear property, the estimation error becomes large when P, /P, is low. In the

situation of the two interferences combined, because the band-limited WGN is
larger than cross-correlation in general, especially under the low C/No (=30 dB-Hz),
the PLL error comes mainly from the band-limited WGN effects. The estimation
error becomes large because of the non-linear PLL property. Therefore the
simulation results and theoretical results are considered separately when the

estimation error made by nonlinear property is larger than the error made by
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cross-correlation.

5.2 Recommendations

Considering the findings from this thesis, it is recommended that advanced

research be performed in the following areas.

First, CL code acquisition and tracking should be studied, because only CM code
acquisition and tracking is studied in this thesis. The CL code is long, witha 1.5 s
period. There is no navigation data on the CL code. If the CL code is analysed, a
longer coherent integration time can be used, helping to increase SNR in signal

detection.

Second, DLL tracking performance should be considered, because in this thesis
only PLL performance is analysed and it is assumed that the DLL tracking is
correct. In the real-world case, PLL tracking and DLL tracking errors affect the PLL
and DLL tracking performance and vice versa, such that considering only one of
them is not sufficient. If there are errors in the two tracking loops under
cross-correlations and white Gausssian noise conditions, performance of the PLL

should be different than the results for which only PLL error is considered.

The SNR analysis is done under the assumption that there is no code delay and no
carrier offset for the desired signal. The worst case of cross-correlations and the
average SNR is studied in the ideal situation. In fact, in the normal situation, there
is not only code delay, but also carrier offset for the desired signal. There is loss of

desired signal power, and the average SNR should be degraded.
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Third, the discriminator should be studied further, because in this thesis only one

type of discriminator is analysed and the linear model in used in small phase error
conditions. If other discriminators are considered, can the linear model be used? If
the discriminator must be analysed in non-linear status, can the non-linear model
be simplified so as to analyse the PLL or DLL performance theoretically? These

are questions that should be addressed.
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