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Abstract 

 

As a part of the Global Navigation System (GPS) modernization plan in support of 

improved navigation services, initial transmission of a new L5 signal is planned for 2008, 

with a full operational availability around 2012. GPS is a radio-navigation system which 

is vulnerable to RF interference, especially at low signal power levels. In this research, 

the RF interference of interest includes cross-correlation and broadband random noise. 

Researchers have conducted statistical analyses of and mitigation methods of multiuser 

interference (the counterpart of cross-correlation in the field of mobile communication) 

and achieved significant progress. 

In light of the aforementioned research work and the similarity of GPS and mobile 

communication in their system and signal structure, the theoretical study of the L5 

behaviour presented herein manages to quantify  interference effects in terms of several 

important receiver parameters, such as average SNR, tracking jitter, symbol estimation 

error rate, and so forth. The theoretical component of this thesis includes some 

background on GPS receiver fundamentals, signal and interference models, and the L5 

receiver’s response (parameters listed above) to the interference or noise. The 

investigation concentrates on the performance of the correlator and phase tracking loops. 

Numerical evaluations and their analyses including the experimental design, as well as 

the presentation and comparison of results with theoretically inferred outcomes, are 

presented in order to verify the theoretical results. 
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Chapter One: INTRODUCTION 

 

1.1 Background 

The need to deliver positioning and location services in harsh environments has 

stimulated extensive research in the area of wireless Enhanced 911 (E911) applications of 

the Global Positioning System (GPS). Such settings include indoors, under heavy foliage 

and urban canyons. Signal strength under these conditions normally ranges between 10 

dB and 30 dB lower than that of comparable line-of-sight (LOS) signals. In general, 

standard GPS receivers are ideally suited to LOS operation, while high sensitivity 

receivers are designed for weak signal circumstances (Tsui & Bao 2000). Moreover, GPS 

is a radionavigation system which is vulnerable to radio frequency interference (RFI), 

especially at low signal power levels. The carrier to noise density ratio (C/N0 ) of all of 

the GPS signals is reduced by the effects of radio frequency interference on code 

correlation and loop filtering (Ward 1996a). Thus, overall receiver performance is 

degraded with large tracking errors and loss of lock associated with the tracking loops. 

To satisfy increasing demands from the civil community for improved navigation 

services, implementation of a new signal called L5 (Spilker & Dierendonck 1999) is 

planned, with the first satellite with L5 capability to be launched in 2008. The L5 signal 

is mainly designed to support safety-of-life applications including navigation for aviation 

(Macabiau et al 2003). Its enhanced signal strength and improved cross-correlation 

properties, as compared to the corresponding L1 and L2C characteristics, deliver superior 

support to positioning services indoor. The L5 signal provides improved multipath 



 

 

2 

resistance and protection against narrow-band interference. To increase the spectral 

diversity, L5 must be an independent signal, which can be acquired directly, without any 

aid from other GPS signals. 

Deshpande (2004) evaluated the impact of RF interference on GPS L1 reception 

performance based on a software receiver. In concept, software-based GPS receivers, 

associated with the concept of software radio, have numerous advantages over hardware 

receivers. For example, they offer more parameters for monitoring the inner state of the 

receiver; flexibility, which is desirable both for the adjustment of controlling parameters, 

and the implementation of new algorithms. A software radio allows a single hardware 

configuration to serve as multiple radios (Akos 1997). Operating with a suitable antenna 

and front-end, a software receiver can be used to conveniently acquire and track the new 

L5 signal. 

Because of potential differences in GPS L5 receiver operation as compared to L1, there is 

also a real need to evaluate the RFI effects on L5 receivers. The aim of this research is to 

gain a deep understanding of wideband interference, including cross-correlation and 

broadband random noise. The study will be implemented by the quantification of some 

vital reception parameters theoretically, and the verification by or comparison to 

numerical evaluation / simulation results. 

  

1.2 Relevant Research 

As a navigation system intended for both civil and military applications, GPS is designed 

to tolerate a considerable amount of interference and jamming. The RF interference may 

be friendly or intentional; it may be present as wideband Gaussian noise from intentional 
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jammers, wideband pulses from radar transmitters, or narrowband or wideband 

modulation resulting from harmonics due to out-of-band transmitters’ non-linear effects. 

A certain level of interference from the signals of other GPS satellites (cross-correlation) 

or pseudolites is considered to be the most common type of wideband interference (Ward 

1996a). Although a spread spectrum signal is much less susceptible to interference than a 

narrow band signal, the operation of any navigation system, including GPS, can be 

severely disrupted, e.g., in the presence of an interference source of sufficiently high 

power (Spilker & Natali 1996). GPS signals transmitted by satellites far away from the 

earth surface have especially weak power levels (-160 dBW or so) upon reaching the 

user, due to geometric spreading effects. Most of the relevant research work was 

implemented on the GPS L1 and Bi-Phase Shift Keying (BPSK) signals used in mobile 

communication systems, due to their long history and wide application. As a Quadrature 

Phase Shift Keying (QPSK) signal, L5 differs from L1 and other BPSK signals in terms 

of its signal structure – two channels versus one. However, the insights gained into the 

operation of the latter two signals remains instrumental to the investigation of RF 

interference effects on L5. 

In the literature, the contributions of thermal noise and interference signals have been 

referred to as equivalent to the noise floor at which the performance was evaluated 

(Kaplan 1996). A receiver is unable to keep track of signals if the C/N0 decreases below 

the tracking threshold and, thus, loses the ability to navigate (Ward 1996b) since 

reacquisition is impossible under these circumstances. This is because the threshold of 

C/N0 for acquisition (as a rule of thumb) is set 6 dB above that employed for tracking. 
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The unjammed C/N0 and the tracking threshold are determined so as to produce that 

value of C/N0 that can be effectively tolerated pursuant to jamming.  

The impact of cross-correlation between different satellites on GPS receiver performance 

has been a topic of interest in recent research, because of the demand for GPS indoor use, 

where the power of signals from various satellites may differ by 20 dB or more. The 

origin of this phenomenon, that is similar to the near-far problem in mobile 

communication, is the different signal strength attenuation due to different propagation 

paths. The combination of strong and weak signals in the receiver input may present 

higher cross-correlations between a strong signal and a local replica of the weak signal 

than would the weak signal autocorrelation peak. Bastide et al (2004) conducted a 

theoretical analysis of L5 acquisition performance, including the probability of detection 

(Pd) and false alarm (Pfa), and the variation of Pd at a specific Pfa while varying C/N0. On 

this basis, they determined the threshold for the acquisition of the GPS L5 signal in the 

presence of cross-correlation and receiver thermal noise. 

Cross-correlation not only generates “false alarms” in acquisition, but also results in large 

pseudorange errors at the metre level (Van Dierendonck et al 2002), and code tracking 

errors similar to those due to multipath interference (Van Nee 1992). The rationale of the 

phase-locked loop (PLL) and its behaviour under interference and noise conditions were 

analyzed and described in depth in (Viterbi 1963), which is also the theoretical basis for 

predicting the behaviour of the delay-locked loop (DLL).  

Based on the system model in the presence of noise, a statistical analysis of multi-user 

interference on the phase estimator of the PLL for coherent DS-CDMA reception was 

implemented (Huang et al 1998) on a BPSK signal, and a one-sided power spectral 
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density (PSD) was derived. The steady state (stationary) probability density of the first-

order-loop phase error resulting from interference and noise can be determined through a 

partial differential equation called the Fokker-Planck equation (Viterbi 1966). The 

performance of high order loops could be evaluated through a linear time-invariant 

model, which would allow accurate deduction of the tracking error at high signal to noise 

ratio (SNR) levels.  

The Fokker-Planck equation was also employed in the investigation of the variance of the 

code tracking error of a first-order DLL, in a multi-user interference and additive noise 

environment (Huang & Andonovic 1998). The steady-state probability density function 

(PDF) at a high SNR was theoretically shown to conform to a Gaussian distribution.  

The foregoing investigation of RF impact on the CDMA system, including SNR 

quantification, PLL and DLL jitter estimation, is aimed at the BPSK signal for a mobile 

communication system. Its conclusions and outcomes are not necessarily applicable to 

the L5 QPSK signal with a dataless channel and two layers of spreading codes. 

Moreover, due to the complexity in mathematics, the methodology based on the Fokker-

Planck equation has not been applied to the evaluation of GPS receivers, where the 

second or third order loop dominates the receiver design. The conceptual approach and 

methodology, however, give some indication of and guidance to the evaluation of 

research on L5 reception performance. 

As a type of intentional interference signal, broadband random noise is Gaussian in 

nature and similar to GPS correlation noise. Broadband noise increases the amount of 

noise in the GPS spectrum without distorting the signal spectrum (Heppe & Ward 2003). 

Actually, broadband random noise is used to model the receiver thermal noise (which is 
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the most significant interference source in the receiver), sky noise and some other 

wideband interference sources. Recently, some investigations intended to “quantify the 

degree of equivalence in RFI impact of UWB (ultra wideband) signals relative to 

broadband random noise” (RTCA 2000), since this noise model was deeply studied and 

well understood for any communication or electronic system. Progress has been made, 

for instance, in the quantization of the self-interference effect on BPSK signals. A 

broadband RF interference averages the spectral lines and causes an asymptotic effect 

similar to a Sinc function (Kaplan 1996). Generally speaking, a broadband signal (for 

example, the GPS signal itself) is very difficult to detect and isolate using filters or to 

nullify with the use of an antenna (Spilker & Natali 1996). 

The various RF interference monitoring and mitigation algorithms that have been 

proposed to minimize the effects on receiver performance will be described briefly 

below. It is of no use to prolong the predetection period against cross-correlation. By 

reconstructing the strong signal from its parameters, as obtained from tracking programs, 

that signal can be subtracted from the input (Psiaki 2001). The successive interference 

cancellation (SIC) technique, originating from CDMA communication, was successfully 

applied to the near-far problem encountered by a GPS L1 system augmented by ground-

based pseudolites (Madhani et al 2003). 

A jamming-to-noise power ratio (J/N) meter was devised to detect the presence of RF 

interference, via detection of abnormality of automatic gain control’s (AGC) control 

voltage level (Bastide et al 2003). The J/N meter is capable of ascertaining the existence 

of a jamming signal independently, whether the receiver is tracking the GPS satellite or 

not. Out-of-band interference is suppressed by the receiver front end, whose passive filter 
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has a sharp cutoff with deep stop-band characteristics. Greater filtering at increasingly 

narrow bandwidths can be obtained by means of a multi-stage filter set before and after 

each local oscillator mixing stage (Ward 1996b). In order to protect the receiver front end 

from high power pulsed interference, a pulse blanking technique (Hegarty et al 2000) has 

been proposed to zero out the signal when its power exceeds a predetermined threshold 

(Grabowski & Hegarty 2002). Because the interference signal must be incident from 

some specific direction, space-time or space-frequency adaptive processing methods 

based on antenna array structure were proposed and proved to be effective against both 

narrowband and wideband interference forms (Gupta & Moore 2001).  

 

1.3 Research Motivation and Objectives 

Continuous investigation of GPS performance degradation due to RF interference is the 

major motivation for this research. Another motivation is to test and validate the new L5 

signal’s reception performance in a controlled signal environment associated with GPS 

indoor applications. To satisfy the requirement of GPS indoor use, L5 signal structure 

and strength are more robust against cross-correlation and broadband noise. Therefore, 

this research is confined to the L5 receiving quality under cross-correlation and 

broadband noise. 

The objective is to deepen the understanding of RF interference effects on the GPS L5 

receiver from both theoretical and practical perspectives. The theoretical study of the 

behavior of L5 under various types of interference endeavours to quantify the 

interference effects in terms of several important receiver parameters, such as SNR, 

tracking jitters, symbol estimation error rate, and so forth. The theoretical component 
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covers some background on GPS receiver structure, signal and interference models, and 

the L5 receiver’s response (parameters mentioned above) to the interference or noise, 

which will be discussed in Chapters 3 and 4. The empirical measurements and their 

analyses consist of the experimental design, data processing, result presentation and 

comparison with theoretically inferred outcomes. To achieve this end, the tasks can be 

appropriately divided into five parts: 

1. Investigation of a GPS L5 receiver architecture, including acquisition and 

tracking schemes that are closely related to the satellite signal pattern; 

2. Discussion of the core component of the receiver – the matched filters or 

correlators – and the associated key parameter (SNR) under broadband random 

noise and cross-correlation interference; 

3. Investigation of cross-correlation interference and broadband random noise 

effects on carrier phase tracking in terms of a linear model; 

4. Experimental design based on theoretical considerations; 

5. Result analyses and comparison with the expected theoretically deduced outcome. 

Novel contributions include the development of a theoretical assessment (average SNR, 

PLL tracking error and symbol estimation error rate) according to the investigation of 

Pursley (1977a) and Huang et al (1998) on BPSK signal due to the similarity of the signal 

structure to that L5, and some novel approaches necessary because of the difference in 

signal structure. The analytical geometry method is proposed for the derivation of the 

maximum cross-correlation since L5 has two channels (inphase and quadrature) whereas 

the BPSK signal has one channel only. This difference also results in crossing terms 
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between the two channels that must be dealt with. Finally, some additional work is 

introduced by the two-layer pseudo-random code structure of L5.  

It is hoped that an improved understanding of the impact of RF interference on the GPS 

L5 receiver will provide some useful indications of signal and receiver design for L5 

signal acquisition and tracking. Although the theoretical analysis will not match the 

empirical result perfectly in every aspect, due to unavoidable simplifications or 

approximations existing in both the signal and system models, theoretical considerations 

should expose some general characteristics of GPS receiver behavior under various RF 

interference conditions. 

 

1.4 Thesis outline 

The thesis is organized into five chapters. Chapter 2 discusses the mechanisms by which 

various types of interference and noise affect the operation of an L5 receiver, and 

introduces previous research, which analysed the cross-correlation and broadband 

random noise effects on L5 acquisition. Chapter 2 begins with a description of the L5 

signal, coupled with some necessary comparisons with L1 and L2C and an exploration of 

a basic receiver architecture, including general strategies for L5 acquisition and tracking. 

Then, it describes detection ability evaluation under the aforementioned interferences 

achieved already by previous researchers.  

Chapters 3 and 4 present the progress obtained in the estimation of cross-correlation and 

broadband random noise effects on L5 reception performance. The measurement errors 

and performance degradation are analyzed in accordance with the signal and system 

models established upon those strategies. Chapter 3 describes the theory of the matched 
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filter and its performance as background knowledge, then derives the matched filter or 

correlator output SNR in the presence of cross-correlation and broadband noise. The 

configuration of a numerical evaluation is presented – for the verification of speculations 

proposed in theory – coupled with the results and conclusions. Chapter 4 introduces the 

general theory of PLL and tracking loops used in GPS receivers. The interference impact 

on L5 phase tracking loops is evaluated in terms of tracking error (RMS) and symbol 

estimation error rate, followed by simulations and conclusions. Chapter 5 deals with 

conclusions and recommendations for future work. 
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Chapter Two: INTERFERENCE EFFECTS ON 

ACQUISITION 

 

The GPS signal is transmitted as a continuous wave modulated by a specific direct 

sequence (DS) also known as code division multiple-access (CDMA). The advantages of 

CDMA signals include a preferred strong resistance to radio frequency (RF) and 

multipath interference, however, GPS receivers are still vulnerable to interference 

(intentional or unintentional) due to the weak GPS signal strength near the earth’s 

surface. This problem is more accute for indoor positioning. This chapter intends to 

investigate and quantify the impact of unintentional self-interference within the GPS 

system as well as the broadband random noise on an L5 receiver. 

 

2.1 GPS L5 Signal Features 

The L5 civil signal differs from the current L1 and L2C signals because it uses the in-

phase and quadrature channels, I5 and Q5, while L1 and L2C use only the in-phase 

channel and reserve the quadrature channel for military use. The I5 and Q5 channels on 

L5 are bi-phase modulated by a pair of pseudo-random noise (PN) codes, which are 

deliberately designed and chosen because of their low cross-correlation properties. At 

zero time offset, the two PN codes selected for one satellite are nearly uncorrelated. 

Correlation is less than -74 dB for the first 32 satellites and -62 dB for the last 5. The 

cross-correlation statistics for the L5 signal indicate a 10 dB improvement over current 
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L1 C/A code. The cross-correlation characteristics within the L5 signal allows 

receivers to operate with a minimum of self-interference while improving operational 

performance. The PN codes are generated at a 10.23 Mchips/s rate, which spreads the L5 

signal spectrum to ten times that of L1 or L2C that have chipping rates of 1.023 

Mchips/s. L5 PN codes have a length of 10230 chips so their period (1 ms) is the same as 

that of the L1 C/A code and is ten times longer than that of C/A code in the number of 

chips.  

A Neumann-Hoffman (NH) code with a chip width of 1 ms is multiplied by the PN code. 

Only L5 has the additional NH code, giving it a unique two-layer spreading code 

structure. This process makes it possible to leave the PN code cycle unchanged or to 

invert it. PN codes and NH codes of the I5 channel are further modulated by the GPS 

navigation message. The navigation message has a bit width of 10 ms which is the same 

as the I5 NH code period. This makes the synchronization of these three codes possible 

and allows successful and easier demodulation inside receivers, which is necessary for 

pseudorange measurement and positioning. 

The pilot (Q5) channel carries no navigation message and is therefore called a dataless 

channel. The period of the NH code on the pilot channel is 20 ms. The introduction of the 

NH code to the data channel allows more efficient data synchronization. This means that 

the boundary of a cycle of NH code is aligned with that of a data bit. Adding NH codes to 

the L5 signal, including the dataless component, makes it more robust against 

narrowband interference. It does this by reducing the 1 kHz spectral line power by over 

10 dB, while suppressing cross-correlation interference between space vehicles. 
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The following section provides a more in-depth description of the L5 signal structure. 

The transmitted signal from satellite m  is the mixture of an in-phase (data) channel and a 

quadrature data free (pilot) channel of equal amplitude: 

)2cos()()()()2sin()()()( 510520 φπφπ +++= ftXItNHtDPtftXQtNHPtS mmmmmm  (2.1) 

where: 

• L5 is the carrier frequency (f5 = 1176.45 MHz);  

• mD  is the 100 bps encoded data stream of satellite m ;  

• mP  is the L5 signal power (data plus pilot);  

• 20NH  and 10NH  are Neumann-Hoffman codes of length 20 for the pilot channel 

and length 10 for the data channel, respectively. 

The pseudorandom code sequence is denoted by: 

 
)()(

)()(

,

,

CT
l

lmm
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l

lmm

lTtpXItXI

lTtpXQtXQ
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−=
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∞

−∞=

∞

−∞=  (2.2) 

where 1=τp  for τ<≤ t0  and 0=τp  otherwise, and the elements mXI  and mXQ  are the 

PN code pairs of length 10230. These are carefully chosen and can be thought of as a 

unique identifier for each satellite.  
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The careful selection and realization of these codes improves their cross-correlation 

properties significantly in comparison to the L1 C/A codes. L1 C/A codes belong to the 

Gold code family which is generated by summing the outputs of two spread-spectrum 

code sequence generators via a modulo-two addition (Weik 1989).  L5 PN codes do not 

belong to the Gold code family, since their period of 10230 chips is incompatible with the 

Gold code period 2n-1. However, these selected codes perform as well as Gold codes 

from the perspective of cross-correlation statistics (Spilker & Van Dierendonck 2001). 

The code streams 10NH , added to the data component, and 20NH , added to the pilot 

channel, are the same for all satellites. A cycle of 10NH  and 20NH  code sequences is 

defined as: 

10NH  = {+1, +1, +1, +1, -1, -1, +1, -1, +1, -1} and  

20NH  = {+1, +1, +1, +1, +1, -1, +1, +1, -1, -1, +1, -1, +1, -1, +1, +1, -1, -1, -1, +1,}. 

The autocorrelation function of the NH code, at zero offset, is an impulse function. It is 

used to determine SNR degradation and PLL jitter in the following sections. The 

navigation data and all of the codes mentioned above are referenced to the 10.23 MHz 

clock in each GPS receiver.  

The term broadband random noise refers to the continuous noise whose power spectral 

density (PSD) is much broader than the RF/intermediate frequency (IF) bandwidth of the 

GPS receiver. Broadband random noise is used to model receiver thermal noise as 

follows: 



 

 

15 

 nttnttntn ++= 0201 cos)(sin)()( ωω  (2.3) 

where: 

• 0ω  is the receiver IF frequency;  

• )(1 tn  and )(2 tn  are sample functions of the stationary zero-mean Gaussian 

processes whose spectral densities )(1 ωS  and )(2 ωS  are negligible for 0ωω > . 

Viterbi (1966) proved that the processes )(1 tn  and )(2 tn  are linearly independent and 

Gaussian and therefore also statistically independent. A stationary Gaussian process, 

)(tn , with a mean, n , normally considered to be zero, has the following spectral density 

(S): 

 2|)(|)( ωω iHSn =  (2.4) 

where )( ωiH is the filter transfer function. 

This random process can be generated as the steady state output of a time-invariant linear 

filter whose input is a zero-mean white Gaussian process with spectral density 1)( =ωwS . 

In this case, the term narrowband does not indicate that the spectral density of )(tn  is 

confined to frequencies near 0ω . It only imposes a condition that )(ωnS  be negligible for 

02ωω > . 

Broadband random noise is considered to be the combined effect of sky noise, receiver 

thermal noise and other wideband noise. Sky noise refers to fluctuations of the total 
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power or phase of a detector due to the variation of atmospheric emissivity. All of 

these noise sources are modeled as white Gaussian noise, since their PSD is nearly a 

constant within the band of interest. In the analysis of a GPS receiver design and 

performance, there is no pre-whitening filter implemented to deal with coloured noise. In 

reality, the correlator or coherent integrator inside the receiver digital channels is an 

optimum filter (matched filter) based on the white Gaussian noise assumption. 

 

2.2 Acquisition Algorithm 

The acquisition process is a two-dimensional search in both the time and frequency 

domains. Figure 2.1 shows a schematic diagram of the synchronization of the incoming 

signal with a locally generated replica signal which includes the local code and local 

carrier. The first summation indicates coherent integration and is followed by non-

coherent integration. Maximum correlation occurs when the replica code phase matches 

the incoming signal. The code phase synchronization at the acquisition stage is not as fine 

as that of the tracking stage as only the prompt correlator is generally used for 

acquisition.  

The correlation process can be expressed as: 
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where PT  is the coherent integration time and 
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 )()()( tntStr += α  (2.6) 

where )(tSα  is the signal from satellite α .  

 

Figure 2.1: Standard Acquisition Scheme 

The parameters SIm and SQm are defined as: 
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The resultant correlator output is: 
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• mR ,α  is the cross-correlation between the in-phase channel of expected satellite 

m  and either channel of satellite α ; 

• θε  is the estimated carrier phase error; 

• τε  is the difference between the incoming signal code delay and the local replica; 

• b  is the data symbol as the multiplication of navigation message and NH code or 

NH code only; 

• In  and Qn  are centred Gaussian correlator output noise with power 
P

n f
N
4

02 =σ  

where 0N  is the one-sided spectral density originating from the receiver thermal 

noise and other external broadband noise; and 

• f∆  is the frequency offset. 

The local code is either the PN code only or a combination of the PN and NH codes for 

joint acquisition. Normally the PN code is detected first since NH code acquisition is 

susceptible to a frequency offset. The offset is fairly large at the acquisition stage making 

the computational load unnecessarily heavy due to the large number of frequency bins. 

The traditional GPS signal acquisition algorithm consists of coherent integration followed 

by non-coherent integration. Coherent integration is the correlation of the incoming GPS 

signal and the local replica signal. This integration can efficiently enhance the SNR since 

matching the incoming signal and local replica in the code phase and frequency offset 

presents a signal peak. This peak can accumulate with respect to the coherent integration 
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time, while the noise will cancel out due to the assumption that it is characterized by a 

white Gaussian distribution. In general, the longer the coherent integration time, the 

higher the resulting SNR. However, the coherent integration period is limited by the 

change of frequency offset in the presence of receiver dynamics and receiver clock 

instability. In addition, the data/symbol transition may cause the signal to cancel out. The 

coherent integration time or predetection period, PT , will affect the sinc function term in 

Equation (2.8). Longer coherent integration will result in a narrower null-to-null 

bandwidth and consequently a smaller frequency search bin size and heavier 

computational load. The coherent integration time of the L5 signal acquisition is 

constrained to 1 ms, which is the width of the Neumann-Hoffman code. The NH code is 

viewed as data symbols due to the unknown boundary of the NH code at the acquisition 

stage. The use of a 1 ms coherent integration allows the non-coherent combination of the 

prompt correlator sums for both I5 and Q5 components of L5. The wipe off of the NH 

code is not necessary since the integration is carried out over the duration of only one NH 

code symbol.  

The purpose of using non-coherent integration is to improve the SNR to a detectable level 

in the event that coherent integration alone can not accomplish this. Since the frequency 

bin size is determined solely by the predetection period, the increase of the non-coherent 

integration time will not increase the number of frequency search bins. Non-coherent 

integration is not affected by symbol or data transitions, as phase information associated 

with the data is lost during squaring. Since the noise is not reduced by squaring, the 

squaring loss results in additional SNR degradation not present in coherent integration.  
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Signal detection is defined by two hypothesis tests where hypothesis H1 assumes that a 

satellite is in view and the signal is present, while the hypothesis H0 declares that the 

signal is not present. The estimator output ( T ) is compared with a threshold which 

corresponds to the probability of detection dP  and probability of false alarm faP . 

There are two strategies implemented for L5 signal detection that take advantage of the 

signal structure improvements of the L5 signal over the current L1 civil signal. Since the 

data channel and pilot channel components on L5 are synchronized with each other, 

acquisition can be executed on only one channel (I/Q) or on both. The latter strategy 

outperforms the former by utilizing more available signal power. However, as a 

consequence, the computation load is doubled for software based implementation. This 

research investigates the first strategy. 

The detector for the single channel acquisition strategy is: 

 �
=

+=
M

m
mm QIT

1

22 )(  (2.9) 

where M  is the non-coherent integration time. 

 

2.3 Broadband Noise Impact on Detection Performance  

Hypothesis H0: the desired signal is not present 

The test statistic for H0, To, is based on the following white Gaussian noise assumption: 
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where In  and Qn  are the in-phase and quadrature correlator outputs. The normalized test 

statistic, 2
0'

0
n

T
T

σ
= , has a central chi-square distribution with M2  degrees of freedom. 

The equations (2.10) to (2.18) are taken from (Bastide et al 2002). The false alarm 

probability is: 

 { } �
∞

==>=
Th Tfa ThfdttPThTP )()(Pr '

0

'
0  (2.11) 

where )('
0

tP
T

 is the probability density function of the detector (central chi-square), and 

Th is the detection threshold. Given that the classical false alarm probability is 310−=faP , 

the detection threshold 7.59=Th  (for M=15) can be easily (and numerically with some 

software) determined by inverting the function )(Thf .  

Hypothesis H1: a useful signal is present 

Using the white Gaussian noise assumption, namely the H1 test statistic, T1 is expressed 

as: 
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The normalized detection criterion, 2
1

n

T
σ

, is a non-central chi-square distribution with 

M2  degrees of freedom and a non-centrality parameter, λ: 
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The probability of detection is determined by the detection threshold and the non-central 

chi-square distribution. It is associated with the carrier noise density ratio (C/N0) through 

the non-centrality parameter. 

Figure 2.2 illustrates how the probability of detection at a fixed probability of false alarm 

(1e-3) is related to the carrier noise density ratio. The coherent integration time, PT , is 1 

ms. The blue, green and red curves show the probability of detection for non-coherent 

integration times of M =15, 40 and 60, respectively. Front-end filter effects are neglected 

and uncertainties (τ~ , f∆ ) are assumed to be zero. Figure 2.2 shows that the desired 

signal is detected more efficiently at a lower broadband noise power level (higher C/N0). 

Normally, robust signal acquisition is achieved if the C/N0 is above 40 dB-Hz. It is clear 

that the lengthening of the non-coherent integration time can effectively increase the 

output SNR to a detectable level. For C/N0 values in the range of 28 to 35 dB-Hz, 60 ms 

of non-coherent integration presents the same detection performance (detection 

probability) as 15 ms of coherent integration, but with a C/N0 that is 2 to 3 dB-Hz lower. 

The detection probability of the former differs greatly from that of the latter at the same 

C/N0 level. 
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Figure 2.2: Probability of Detection (1e-3) for Total (I+Q) C/N0 at the Antenna 

Output Ranging from 25 to 40 dB-Hz. 

 

2.4 Cross-Correlation Impact on Detection Performance 

Hypothesis H0: The desired signal is not present 

If a minor cross-correlation peak is taken into consideration the test statistic, T0,J, 

becomes: 
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The normalized detection criterion, 2
,0

n

JT

σ
conforms to a non-central chi-square distribution 

with M2  degrees of freedom, and non-centrality parameter (BASTIDE et al 2002): 
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The false alarm probability is determined from the precise cross-correlation, R, between 

the in-phase channel of the expected satellite J  and either channel of satellite m. The 

acceptable worst case for the cross-correlation term, )~(2
,

0
ττττmJ

J R
N
P , is 19 dB-Hz 

(Dierendonck 1999). 

Hypothesis H1: The desired signal is present 

The test statistic, T1,J,  has the following expression: 
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The detection criterion 2
,1

n

JT

σ
 is also a non-central chi-square distribution (BASTIDE et al 

2002) with 2M degrees of freedom and the expected value of the noncentrality parameter 

λ ��is: 
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Figure 2.3: Probability of Detection versus total (I+Q) C/N0 at the Antenna Output, 

for the Worst Case Cross-Correlation 

Figure 2.3 shows the variation of the probability of detection in accordance with various 

C/N0 values at a fixed false alarm probability of 10-3 and the worst case self-interference 

condition )~(2
,

0

τmJ
J R

N
P =19 dB-Hz. The coherent integration time PT  is 1 ms. The blue, 

green and red curves show the probability of detection for non-coherent integration times 

M  of 15, 40 and 60, respectively.  The front-end filter effects and uncertainty (τ~ , f∆ ) 

are again neglected. Figure 2.3 shows approximately the same features as those of Figure 

2.2. Due to the presence of self-interference, the overall detection performance is 

degraded. When averaged across all C/N0, the detection probability decreased by 0.08 for 

the 15 ms non-coherent integration case, 0.11 for 40 ms, and 0.08 for 60 ms. 
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2.5 Mean Acquisition Time Computation 

When using the single dwell time search process, the mean acquisition time is expressed 

as (Holmes 1990): 

 
d
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)1)(1)(2(2 +−−+
=  (2.18) 

where: 

• q  is the uncertainty region size, 

• dτ  is the dwell time equal to PMT , 

• K  is the penalty factor. It stands for the time lost due to the occurrence of a false 

alarm, and is chosen so that 1=dKτ  s. 

The uncertainty region size amounts to the total number of cells in the two dimensional 

code delay and frequency search process. If a half-chip rate is used in the code delay 

search, there are 10230×2=20460 code bins. The number of frequency search cells is 40 

(2×5000/250) if the search is carried out within a -5/+5 KHz Doppler range at a 250 Hz 

search rate. The uncertainty size is therefore 818400 (20460x40) for this cold start 

scenario. In the case of aided acquisition where the frequency search is not necessary, this 

size could be reduced to 20460. 
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Chapter Three: RFI IMPACT ON RECEIVED SNR 

 

Detection theory is the area of study that deals with electrical signal processing systems 

for decision making and information extraction. The main function of these systems is to 

decide when an event of interest happens and to extract useful information about that 

event. As Chapter 2 discusses, the issue of decision making or hypothesis testing has 

been investigated in depth by researchers. This chapter will study another important 

topic, the matched filter or correlator, since the replica correlator is a key component in 

any GPS receiver that is used in acquisition, code tracking (DLL), and phase tracking 

(PLL). Elementary knowledge of matched filters will be introduced first according to the 

description in (Kay 1998), then the GPS L5 correlator performance will be evaluated 

according to correlator output SNR. 

 

3.1 Theory of Matched Filters 

Applications of matched filters are found in many areas, such as communications and 

radar systems. At the receiving end, it is not usually possible to determine with absolute 

certainty whether or not a signal is present, because of electrical receiver noise, 

interference, and other signal distortions. In the face of this limitation, detection theory 

provides a means for choosing a good technique to infer from the distorted observations 

the presence or absence of a signal. The matched filter is a widely used tool for the 

detection of signals embedded in noise. 
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3.1.1 Development of a Detector 

The optimal detector under discussion uses the approach of identifying a known 

deterministic signal in the presence of white Gaussian noise (WGN), according to the 

Neyman-Pearson (NP) criterion.  

Referred to as the null hypothesis, H0 stands for the absence of the  signal of interest, and 

H1, for the alternative hypothesis. The goal of a detector is to decide between two 

hypotheses (H0 or H1) on the basis of a set of observations { }]1[,],1[],0[ −⋅⋅⋅ Nxxx , 

referred to as X . Such a problem is termed a binary hypothesis test. The probability 

density function (PDF) under each hypothesis is expressed as ( )0; HXp  and ( )1; HXp . A 

decision (critical) region is defined as a mapping from a set of values in RN to the 

decision H0 or H1,  

 { }100 : HrejectorHdecideXR =  (3.1) 

 { }011 : HrejectorHdecideXR =  (3.2) 

The detector will base the choice between the two hypotheses on the observed data and a 

pre-determined threshold. Because of noise interference, the detector suffers from two 

error types. It may select H1, while H0 is true, in which case a Type I error is committed. 

Or it may select H0 while H1 is true, in which case a Type II error is committed. The 

effects of these two error types are evaluated by the probability of deciding H1 (H0) when 

H0 (H1) is true, ( )01; HHP  and ( )10 ; HHP , respectively. It is preferable to reduce both 

error probabilities as much as possible. Unfortunately, a decrease in one probability is 

obtained at the expense of an increase in the other. Therefore, an optimal detector can 
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only minimize one error probability while constraining the other at a predetermined 

and acceptable level. ( )01; HHP  is called the probability of a false alarm, and is denoted 

by (Kay 1998) 

 ( ) α== � dXHXpP
RFA

1
0;  (3.3) 

where α  is the significance level, or size of the test in statistics. 

The Neyman-Pearson approach to signal detection is to maximize the probability of 

detection ( )11; HHP  or PD subject to a chosen value for α=FAP , where 

 ( )dXHXpP
RD �=

1
1; . (3.4) 

Neyman-Pearson Theorem 

To maximize PD for a given α=FAP , select H1 if 
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where the threshold γ  is inferred from 
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γ
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XLXFA
1)(: 0; . (3.6) 

The hypotheses of the detection problem under consideration are expressed as 
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where the signal s[n] is considered as known and w[n] is WGN with variance 2σ . WGN 

is assumed to be a Gaussian noise process with zero mean and autocorrelation function 
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 ][])[][(][ 2 kknwnwEkrww δσ=+= , (3.8) 

where ][kδ  is the discrete-time delta function 
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The NP detector decides, based on the comparison of the likelihood ratio and a threshold 

aforementioned in Equation (3.5): 
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because 
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Since the logarithm conversion does not change the relationship of the equation on the 

two sides of the inequality, the NP detector can be expressed as: 
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Because the incoming signal s[n] is known, the inequality can be converted into a more 

meaningful format by shifting and incorporating terms on both sides: 
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This is the NP detector, made of a test statistic T(X) and a threshold �’, that ensures a 

predetermined PFA. The detector is referred to as a correlator or replica correlator, since 

the incoming signal x[n] is correlated with a local replica of the desired signal s[n]. The 

correlator can be interpreted as a finite impulse (FIR) filter with impulse response 

 1,,1,0]1[][ −⋅⋅⋅=−−= NnnNsnh . (3.14) 

Then, the output at time n is 
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The output of the filter at epoch N-1 
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is equivalent to the test statistic presented by the replica correlator, and the filter is called 

a matched filter since the filter impulse response is matched to the desired signal. 

An important and advantageous feature of the matched filter is the maximized SNR at its 

output. Consider all detectors with an arbitrary h[n] over [0,N-1], and zero otherwise. If 

the SNR output is defined as (Kay 1998) 

 
( )
( )

�
�
�

�

�
�
�

�


�

�


�

� −−



�

�


�

� −−
=

−
−

=

�

�

−

=

−

=
21

0

21

0

1

1
2

][]1[

][]1[

];1[var
];1[

N

k

N

k

kwkNhE

kskNh

HNy
HNyEη , (3.17) 



 

 

32 

the matched filter maximizes its value. This can be verified by converting the 

expressions into vectors and manipulating them as follows. Let S=[s[0] s[1] … s[N-1]]T, 

H=[h[N-1] h[N-2] … h[0]]T, and W=[w[0] w[1] … w[N-1]]T, then 
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According to the Cauchy-Schwarz inequality 

 ( ) ( )( )SSHHSH TTT ≤2
, (3.19) 

the equality is achieved if and only if H=cS, where c is any constant. Thus, 

 SS T
2

1
σ

η ≤ . (3.20) 

with equality if and only if H=cS. Therefore, the maximum output SNR is achieved given 

that 

 1,,1,0]1[][ −⋅⋅⋅=−−= NnnNsnh , (3.21) 

the definition of the matched filter. The matched filter is considered an energy detector 

since the maximum SNR, 22
max // σεση == SS T , is solely dependent on the signal 

energy, ε , if the noise power is fixed. The matched filter detector is the optimal detector 

from the viewpoint of both the NP criterion and the maximum SNR criterion if the 

detection problem is constrained to a known deterministic signal in WGN. Its 

performance is closely associated with the maximum SNR, and discussed in the next 

section. 
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3.1.2 Performance of Matched Filter 

The following derivations follow (Kay 1998) closely. The performance of the matched 

filter will be determined in this section by expressing the probability of detection (PD) for 

a given probability of false alarm (PFA). The detection of the desired signal is affirmed if 
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The following discussion will be centered on T(X), a Gaussian variable since it is a 

weighted sum of Gaussian random variables x[n] with a different mathematical 

expectation for each hypothesis. Note that E(T;Hi) and var(T;Hi) stand for the expected 

value and variance of the test statistic T(X) in the case of Hi, and that 
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under the assumption that the noise sequence w[n] is uncorrelated. The distribution of the 

test statistic is  
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Accordingly, the key indicators of detection performance are  
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where 

 ( )FAPQ 12' −= εσγ . (3.27) 

and 

 ( ) ( )xdttxQ
x

Φ−=

�

�


�

�−= �
∞

1
2
1

exp
2
1 2

π
, (3.28) 

where ( )xΦ  denotes the cumulative probability function (CDF) for a normalized 

Gaussian variable, and ( )xQ  is its complementary function. Since any CDF function 

increases monotonically, ( )xQ  is bound to decrease monotonically, and its inverse 

function ( )xQ 1−  must exist. It follows that the probability of detection can be expressed 

as a function of the probability of false alarm (Kay 1998): 
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An increase in 2/σεη = , the argument of ( )⋅Q , results in the enhancement of PD if PFA 

is held at a constant level, as Figure 3.1 shows. Thus, the improvement of detection 

performance relies on the matched filter output SNR – termed the energy-to-noise ratio 
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(ENR), since ENR is promoted by the enlargement of signal energy. Under the WGN 

assumption, the detection probability is solely a function of the ENR and has nothing to 

do with the shape of the signal. However, the design of the signal shape is an important 

issue for coloured noise.  

 

Figure 3.1: Detection Performance of Matched Filter (Kay 1998) 

 

3.2 Correlator Output SNR Analysis in the Presence of Broadband 

Noise and Cross-Correlation 

The replica correlator plays a vital role in the signal processing system of any GPS 

receiver, because its output is fed into the acquisition unit, code-tracking loop, and phase-

tracking loop. In theory, the detection performance depends directly on the correlator 
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output SNR, so most GPS receivers periodically provide a measurement of SNR as an 

indicator of the signal quality and receiver performance. The following section will 

present an average SNR theoretically based on statistics, and verify this theoretical 

estimate with simulations. 

 

3.2.1 Theoretical Estimation 

SNR is one of the most important measurements available for the assessment of receiver 

performance. A minimum SNR value of approximately 14 dB is required for robust GPS 

signal acquisition and tracking. Due to propagation path differences, GPS signals from 

different satellites are temporally misaligned upon their arrival time at the receiver 

antenna. Thus, the GPS receiver is also an asynchronous phase-coded spread-spectrum 

multiple access (SSMA) system. Anderson and Wintz (1969) investigated the aperiodic 

cross-correlation effects on asynchronous phase-coded SSMA systems and presented 

results and implications for a Bi-Phase Shift Keying (BPSK) signal. Pursley (1977a) 

presented an approach to analyze the BPSK SSMA system by the average SNR. Due to 

the similarity of a mobile communication system to a GPS L5 system in terms of signal 

structure and receiver design, the evaluation of L5 reception is implemented using the 

same methodology. 

If the expected L5 signal of satellite m  ( Km < ), broadband random noise, and cross 

correlation interference from the other ( 1−K ) satellites are taken into account, the 

received IF signal (Bastide et al 2003a) is assumed to be: 
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where: 

• 12 −ka  and ka2  are satellite k ’s PN codes on the in-phase and quadrature 

components, respectively, kk XIa =−12 , kk XQa =2 , 

• )(tn  is the channel noise assumed to be a white Gaussian process with two-sided 

spectral density 
2

0N
 and zero mean, 

• mkk PP /=α , kP  is the L5 signal power of satellite k . 

The input phase, including phase noise and frequency uncertainty, is investigated as time 

dependent additive noise. Since only relative phase shifts ( kφ ) modulo π2  and relative 

time delays modulo PT  (1 ms, both the coherent integration time and L5 PRN code 

period) are of interest, one can assume that 0=mτ , 0=mφ , and to consider the following 

bounds: Pk T<≤ τ0  and πφ 20 <≤ k . If the local replica code and carrier phase matches 

the expected signal from the space vehicle (SV) m , the correlator output is expressed as: 

 � −− = PT

mm dtttatrZ
0 01212 )cos()()( ω . (3.31) 

The following derivation is based on the assumption of a receiver IF bandwidth 

1
0

−>> PTω , where 1−
PT  is approximately the receiver’s baseband width. In this case the 
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double frequency component, )cos()( 0ttr ω , can be ignored. Practically, this condition 

is always satisfied in any CDMA communication system. PT  is limited to 1 ms as 

discussed in section 2.2. This investigation focuses on the in-phase channel of the 

expected signal, so that the corresponding quadrature channel is a cross-correlation 

source. Fortunately its impact is negligible due to the L5 cross-correlation suppression 

(over 74 dB). The expression for the data bit )(tDn  is: 

 )10()( 10, PT
l

lnn TltpdtD
P

×−= �
∞

−∞=

 (3.32) 

where: 

• CP NTT = ; 

• lkd ,  is the navigation message on satellite k , which is assumed to take on values 

of +1 or -1 with equal probability; 

In the same way, the NH symbol can be expressed as: 

 }20,10{)10/()( , ∈−= �
∞

−∞=

αααα PT
l

l lTtpNHtNH
P

 (3.33) 

where lNH ,20  and lNH ,10  are periodic sequences for L5 in-phase and quadra-phase 

channels respectively. The PN code waveform, )(tak , consists of a periodic sequence 

with cycle CP TTN /= , and is defined as: 



 

 

39 

 )()( , CT
j

jkk jTtpata
C

−= �
∞

−∞=

 (3.34) 

where CT  is the chip width of the PN code. 

It follows that the correlator output is represented as: 
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where 'nn ≤ , and the definitions of the continuous-time partial cross-correlation 

functions ijR ,  and ijR ,
ˆ  (Pursley 1977a) are: 

  � −=
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ττ
0, )()()( dttataR ijij  (3.36) 

 � −= PT

ijij dttataR
τ

ττ )()()(ˆ
,  (3.37) 

for PT≤≤τ0 .  

It follows that for PCC TTllT ≤+≤≤≤ )1(0 τ , these two functions can be rewritten as 

(Pursley 1977a): 

 ))](()1([)()( ,,,, CijijCijij lTNlCNlCTNlCR −−−−++−= ττ  (3.38) 

 ))](()1([)()(ˆ
,,,, CijijCijij lTlClCTlCR −−++= ττ . (3.39) 
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Assuming that ττ ∆+= ClT  for CT<∆≤ τ0 , ijR ,  becomes: 
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Since δ+= CnTt  where CT<≤ δ0 , the unit pulse term ][ τ∆−−− CCT lTkTtP
C

 takes on 

a non-zero value (+1) only if the following condition is met: 
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The cross-correlation term becomes: 
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The discrete aperiodic cross-correlation function, ijC , , for the sequences ( nja , ) and ( nia , ) 

is defined by Pursley (1977b) as: 
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In Equation (3.35), for the cases where 1>k  and mk ≠ , lkb ,12 − , kτ , kφ  and lkb ,2  can be 

referred to as mutually independent random variables. It is reasonable to assume that kτ  

and kφ  are uniformly distributed over the intervals ],0[ PT  and ]2,0[ π , respectively. 

There is no loss of generality in the assumption of 10,12 +=−mb  due to the symmetry 

involved. Therefore, Pm TP 4/  is the desired signal component. The computation of the 

SNR ratio is achieved through probabilistic averages (expectations) with respect to the 
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phase shifts, time delays, and data symbols. The expected value of the correlator output 

is: 
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Because  

 [ ] 0)(0)(sin)(cos === tnEEE kk φφ , (3.45) 

the expected value of the correlator output can be simplified to Pmm TPZE 4/)( 12 =− , 

which is actually the square root of the signal power of the correlator output and will be 

used in the computation of PLL jitter. 

The variance of the correlator output is expressed as: 
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The cross terms in )( 1
2
2 −mZE , such as 

[ ] [ ]kkmknkkPmm ERNHdETbP φτα cos)(4/ 12,121,10,0,12 −−−− � 

[ ] [ ] [ ] [ ]kkmkkmknknkk ERRENHNHEddE φττα 2
12,1212,120,101,10',, cos)(ˆ)( −−−−− �

[ ] [ ] [ ]kkmkkmkk ERRENHNHE φττα 2
12,212,20,201,20 sin)(ˆ)( −−− � 

[ ] [ ] [ ] [ ]kkkmkkmknkk ERRENHNHEdE φφττα cossin)(ˆ)( 12,212,120,201,10, −−−− � 

are all zero, due to features described previously in Equation (3.44) and  
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The difference from Pursley’s work is that there are more crossing terms to deal with. 

The auto-correlation function of the NH code is shown below. 

 

Figure 3.2: Auto-Correlation Function of NH Code 
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The expected value of the noise term is (Pursley 1977a): 
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if the following condition holds: 

 )1000(1 00 >>> PP TT ωω . (3.49) 

Finally, the variance becomes: 
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Modifying the integration limits, CP NTT = , the variance is expressed as: 
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Expanding and simplifying Equation (3.51): 
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the variance can be simplified to: 
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where (Pursley 1977a): 
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The SNR is: 
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where PmIPmQmIPm TPTPPTPE 2)( =+==  is the total L5 signal energy of satellite m 

within period PT , including both the in-phase and quadrature channels.  

If K=1 (i.e. there is no cross-correlation), the above equation simplifies to: 
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which is associated with the error probability 
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e  for the coherent 

receiver (matched filter) under the condition of white Gaussian noise. 

The assessment of the combined effect of broadband noise and cross-correlation 

culminates in the Equation (3.55) that will be validated in the section 3.2.2 through 

simulations.  

 

3.2.2 Numerical Evaluation 

3.2.2.1 Simulation Scheme 

To verify the theoretical results attained in the previous section, simulations of the replica 

correlator output will be implemented, based on the same scenario and assumptions made 

in the above theory. At the acquisition stage, SNR is normally calculated on the basis of a 

two-dimensional search. Most GPS receivers output a temporary SNR estimate 

associated with other measurements, such as pseudorange, phase, Doppler and so forth. 
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However, the SNR of interest here is termed average SNR, a probabilistic average 

value over all possible situations in accordance with some statistical models.  

 

Figure 3.3: Simulation Scheme for Average SNR 

According to the assumption in the theoretical evaluation, the incoming signal consists of 

the desired signal that is tracked accurately (or the local replica is an exact duplicate with 

no difference in code delay or phase offset), signals from other satellites as the sources of 

cross-correlation, and broadband random noise. The broadband noise is a Gaussian 

process uncorrelated in time, referred to as WGN. Since the local replica signal is 

supposed to precisely track the desired signal (in-phase channel of the desired satellite), 

the code delay and phase offset are set to zero for simplicity without loss of generality 

(Pursley 1977a). The desired signal component of the correlator output is its mean value 

upon the assumption 10,12 +=−mb . Thus, the data symbol on the desired signal is assigned 

to +1 throughout the simulation. Due to their different transmission distances and clock 

errors, the code delay and phase offset of the signal from another space vehicle (SV) are 
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assumed to be independent random variables uniformly distributed in their own ranges, 

namely [0,TP] for code delay and [0,2�] for phase offset.  

The block diagram shown in Figure 3.3 represents the whole simulation scheme. The IF 

signal is generated through addition of the desired signal, broadband noise or channel 

noise, and signals from other satellites. According to the assumption of accurate code and 

phase tracking, the local replica is replaced by a copy of the desired signal and enters the 

correlator that consists of a multiplier and a summation. The average SNR is calculated 

as the mean value of the correlator output divided by the variance. 

 

3.2.2.2 Results and Analysis 

This section presents the result of quantification represented by Equation (3.55) and its 

counterpart in simulation for the verification of the theory coupled with analyses. 

Theoretical curves are all in red while simulated ones in blue.  

Figure 3.4 displays the correlator output SNR versus desired signal strength (broadband 

noise only). According to the interface control document ICD-GPS-705, the received 

minimum RF signal strength is -157.9 dBW for either the I5 or Q5 channel. Thus, the 

power of the compound signal, including both in-phase and quadrature, is -154.9 dBW 

for the line-of-sight case. The signal strength may be degraded significantly (up to 20 dB 

before complete signal loss) indoor due to the attenuation caused by building material. 

The simulation using 10,000 1-ms correlations matches the theory quite well, with a 

RMS error less than 0.03 dB. The SNR in dB increases linearly with the desired signal 
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power in dBW, because [ ] [ ]0101012 /log10log10 NTPSNR Pmm +=− . [ ]mP10log10  varies 

from -175 to -155 dBW. 
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Figure 3.4: The Average SNR of the I5 Correlator Output under Broadband Noise 
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Figure 3.5: SNR of the I5 Correlator Output under Cross-Correlation Only 

Figure 3.5 shows the variation of the correlator output SNR in accordance with an 

increase in the ratio of cross-correlation power to desired signal power. It is assumed that 

there are K satellites in view; namely, the desired signal is interfered with by signals from 
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the other K-1 satellites. Since broadband noise is not taken into consideration and the 

interferers are assumed to share the same power level or ratio of cross-correlation power 

to the signal power of the desired satellite ( αα =k ), the SNR in dB, equation (3.55) can 

be simplified to  
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. (3.57) 

From this equation, it is obvious that the first element is a constant value if the desired 

satellite and other satellites visible are fixed. The SNR in dB depends linearly on the 

logarithm of the ratio of cross-correlation power to the signal power of the desired 

satellite, as shown in Equation (3.57) as well as in Figure 3.5. The RMS difference 

between simulation and theory is less than 0.5 dB. Both of them display linearity in the 

semi-logarithmic coordinate system. 

Figure 3.6 depicts the combined effect of broadband noise and cross-correlation. The 

desired signal strength and the noise power are both kept at constant levels in this 

simulation. The sole parameter changed is the ratio of cross-correlation power to signal 

power. The simulation differs little from the theory, and they show approximately the 

same trend, namely that the correlation SNR decreases with strengthened cross-

correlation. Their RMS difference is less than 0.2 dB. At the left end, the theory curve 

tends to approach that of the simulation, since broadband noise dominates the 

interference budget and the theory for broadband noise only is quite accurate as shown in 
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Figure 3.4. At the right end, the tendency is the opposite and theoretical curves diverge 

from the simulated ones. This divergence occurs more quickly and obviously when K 

rises – the number of cross-correlation sources increases so that the cross-correlation 

overwhelms the effect of broadband noise. However, this divergence is not unlimited 

since it is bounded by the error of the theoretical estimation for cross-correlation depicted 

in Figure 3.5. In brief, the fact that the theoretical estimation of combined interferences 

(broadband and cross-correlation) fails to maintain a constant accuracy results from the 

difference in estimation errors for broadband noise and cross-correlation, respectively, 

since the estimation accuracy degrades when the cross-correlation interference 

overwhelms the effect of broadband noise. 
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Figure 3.6: I5 Correlation SNR under Broadband Noise and Cross-Correlation 

The effect of large cross-correlation values arising for certain values of the delay 

parameters (worst case) could not be demonstrated by the average performance 

evaluation. Figure 3.7 displays a sample of the partial correlation function defined in 
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Equation (3.38). In the derivation of the average SNR, a statistical expectation is 

implemented on the partial correlation function between different signals. The maximum 

absolute value of this sample is 303; the mean value, 0.25; and the mean absolute, 55. 

Therefore, the worst case signal environment is more serious, and the performance of the 

receiver may be much poorer than this evaluation smoothed by averaging. Nevertheless, 

the average performance is more meaningful than the worst case (Pursley 1977a), since 

the worst case rarely occurs. 

 

Figure 3.7: Partial Correlation between Satellite 1 Data Channel and Satellite 2 

Data Channel 
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3.3 Conclusions 

The interference impact on the L5 correlator provides an indication of the operational 

performance of GPS signal acquisition, code tracking loop, and phase tracking loop. 

The simulation provides a direct and strong support of the validity of the theoretical 

quantification. As mentioned in the discussion of the results, the RMS error between 

simulation and theory is less than 0.5 dB. When these two interferences are investigated 

separately (Figure 3.4 and Figure 3.5), each pair of curves (simulated and theoretical) are 

parallel, with small gaps. Although they deviate from each other in Figure 3.6, as the 

combined effect consideration demonstrates, their overall trends are about the same 

because the RMS error is small. Furthermore, the appearance of the divergence does not 

indicate that the curves will diverge farther apart, since the cause of this phenomenon will 

bound the gap at large cross-correlation powers. 

Both theory and simulation results display the predominant impact of broadband noise on 

the average SNR. The SNR value driven by four interference satellites at their full 

strength (Figure 3.5) is approximately equivalent to that of broadband interference only 

under normal (line-of-sight) conditions (Figure 3.4). From the perspective of the average 

effect, L5 cross-correlation is a minor interference on GPS receivers compared with 

broadband noise. However, the addition of cross-correlation in an indoor signal 

environment will certainly degrade the reception performance of L5 receivers, where the 

SNR value is already driven to a critically low level by the strong broadband noise. 

The research on the average SNR is assessed on the basis of reception strategies with 1 

ms coherent integration. However, the signal structure of L5 allows for long coherent 

integration schemes that improve the reception performance. For instance, 10 ms 
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coherent integration is an option for the L5 data channel, and 20 ms or longer coherent 

integration for the pilot channel. According to Equation (3.56), the average SNR of 

correlator output is directly proportional to the square root of the coherent integration 

time. The mitigation of broadband noise through long coherent integration is effective for 

indoor applications especially if combined with non-coherent integration to reduce the 

effect of data transition. However, this method is powerless if the signal coexists with 

strong cross-correlation (Jade Morton et al 2003). However, some special methodologies 

have been successively developed to deal with the near-far problem, for example, the 

successive interference cancellation (SIC) technique (Madhani et al 2003). As this thesis 

for the L5 signal and the research implemented by (Van Dierendonck et al 2002) on L1 

demonstrate, broadband noise is the more serious challenge in the front end of GPS 

receivers than cross-correlation especially for indoor applications. Actually, the effect of 

cross-correlation in Van Dierendonck’s bench testing can only be observed at high C/N0, 

since it is difficult to distinguish this effect from that of noise differences on the two runs. 

Therefore, the 10 ms coherent integration strategy can significantly improve the reception 

performance of L5 receivers compared with the 1 ms scheme, in the presence of 

broadband noise and cross-correlation associated with indoor environments. 
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Chapter Four: RFI IMPACT ON L5 TRACKING LOOPS 

 

This chapter focuses on the phase tracking error caused by cross-correlation and 

broadband noise. The purpose is to quantify the RFI effect on the decision-directed PLL. 

Hence, the phase locked loop models, non-linear and linear, in the absence of and in the 

presence of noise are described first; then the impact is investigated from two 

perspectives, tracking RMS error and symbol estimation error rate. 

 

4.1 Theory of PLL Tracking Loops 

Phase locked loops (PLL) have been widely used in applications involving automatic 

control of phase or frequency (for example, communications) since 1932, when it was 

invented by a scientist in France named H. De Bellescize and termed “La Réception 

Synchrone” in Onde Electrique, volume II. The PLL is non-linear in nature and only a 

non-linear theory satisfactorily interprets its behaviour. However, the conventional linear 

theory is able to satisfy the analysis of and the guidance to the PLL applications (Gardner 

1979) under certain conditions that will be described in the following section. 

 

4.1.1 Elementary Tracking Theory 

The function of tracking loops is to continuously track the variation in the code delay and 

carrier offset that have been coarsely estimated in the acquisition stage. Then precise 

pseudorange and carrier phase measurements are obtained upon data demodulation by bit 

and frame alignment (Bao & Tsui 2000).  
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The GPS signal is a phase modulated waveform, making it impossible for an operator 

to track the carrier without removing the spreading code, and vice versa. As a result, there 

are two phase-locked loops that govern the tracking of GPS signals. One loop is used to 

track the spreading code, called the delay locked loop (DLL); the other is employed to 

replicate and trace the carrier frequency. These two loops are closely coupled in their 

operation because a loss of lock occurring in either loop is bound to result in the loss of 

tracking by the other. The basic concepts of a phase locked loop (PLL) are described 

first, since they are applicable to both carrier and code tracking. 

The phase-locked loop is composed of three main components (Viterbi 1966): a 

multiplier, a time-invariant linear filter, and a voltage controlled oscillator (VCO), all 

visualized in Figure 4.1. 

 

Figure 4.1: Phase-Locked Loop (Viterbi 1966) 

The received signal and the VCO output signal are expressed as )(sin2 tA θ  and 

)('cos2 1 tK θ  respectively (Viterbi 1966), where K1 is its root-mean-square amplitude. 

The oscillator generates a constant-frequency sinusoid if no control signal, )(te , is fed to 

the input of VCO. This frequency is denoted as 0ω  and termed the quiescent frequency of 

Linear Filter 

VCO 

� 
)(sin2 tA θ  )(tx  

)('cos2 1 tK θ  
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the VCO. The relationship between the phase angle of the VCO output and the control 

signal is 

 )(
)('

20 teK
dt

td += ωθ
 (4.1) 

where K2 is the proportionality constant.  

The output of the multiplier is the product of the received signal and the VCO output 

signal and is written as 

 [ ] [ ]{ })(')(sin)(')(sin)( 1 ttttAKtx θθθθ ++−= . (4.2) 

The product enters the linear time-invariant filter and culminates in the control signal 

 �� −+=−+=
tt

duutfuxteduufutxtete
0000 )()()()()()()( , (4.3) 

where )(0 te  is the filter response completely dependent on the initial conditions at t=0 

when the input is applied, and )(tf  is the filter’s impulse response. The transfer function 

of the filter is thus determined by the Laplace transform of )(tf   (Viterbi 1966) as 

 { } 0Re)()(
0

≥= �
∞ − sdtetfsF st . (4.4) 

Upon the assumption that the filter suppresses high-frequency components of its input 

and has zero initial conditions, Equation (4.3) can be rewritten as 

 [ ]� −−+=
t

duuuAKutfK
dt

td
0 120 )(')(sin)(

)(' θθωθ
. (4.5) 

If the phase error is defined as 

 )(')()( ttt θθφ −= , (4.6) 
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it follows that 

 [ ]� −−−=
t

duuutfAK
dt

td
dt

td
00 )(sin)(

)()( φωθφ
 (4.7) 

where the loop gain 21KKK = . 

For the purpose of a simplified presentation of the PLL, the relative input phase and 

relative VCO phase are defined as 

 
ttt

ttt

02

01

)(')(

)()(

ωθθ
ωθθ

−=
−=

. (4.8) 

The non-linear model of the phase locked loop shown in Figure 4.2 is represented by the 

following equation (Viterbi 1966): 

 [ ]� −−=
t

duuutfAK
dt

td
dt

td
0

1 )(sin)(
)()( φθφ

, (4.9) 

where 

 )()()( 21 ttt θθφ −= . (4.10) 

 

 

Figure 4.2: Non-linear Model of Phase-Locked Loop (Viterbi 1966) 
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The difference between Figure 4.2 and Figure 4.1 is that in Figure 4.2, a subtractor and 

a sinusoidal non-linearity take the place of the multiplier in Figure 4.1 and an integrator is 

substituted for the VCO. The phase of the VCO output is proportional not only to the 

loop gain but also to the amplitude of the received signal. The PLL is considered to be in 

phase lock when the phase error is zero. Practically, phase lock indicates that the phase 

error approaches zero or values considered negligible (compared with 1 rad). Under this 

circumstance, the sinusoidal nonlinearity of Figure 4.2 may be disregarded with the 

approximation 

 φφ ≈sin , (4.11) 

which introduces, at most, a 5% relative error for a φ  value less than 30o. Henceforth, the 

non-linear model is reduced to a linear model represented by the following differential 

equation: 

 � −−=
t

duuutfAK
dt

td
dt

td
0

1 )()(
)()( φθφ

. (4.12) 

Taking the Laplace transform of both sides of the equation, it follows that  
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Figure 4.3 illustrates the time domain configuration, and Figure 4.4 the S domain 

configuration. The following equations, which can be inferred from Figure 4.4, 

mathematically express the framework and behaviour of the PLL (Viterbi 1966): 
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In terms of the definition of the closed-loop transfer function, 
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Equation (4.15) can be expressed as 
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The expression for the error transfer function, He(s), is: 
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The equivalent noise bandwidth, Bn, is defined as: 

 �
∞

=
0

2
)( dfjHBn ω  (4.19) 

where ω  is the angular frequency.  
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Figure 4.3: Linear Model of Phase-Locked Loop (Viterbi 1966) 

 

Figure 4.4: Linear Model (S Domain) of Phase-Locked Loop (Viterbi 1966) 

 

4.1.2 The Effect of Additive Noise and Other Disturbances 

Described as a zero-mean wideband Gaussian process with almost flat spectral density 

over the frequency range of the receiver, thermal noise acts as the most important and 

unavoidable disturbance in most radio communication systems. As described in Chapter 

2, thermal noise is modeled by broadband random noise as: 
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where )(1 tn  and )(2 tn  are sample functions of the stationary zero-mean Gaussian 

processes, whose spectral densities )(1 ωS  and )(2 ωS  are even functions with magnitude 

N0/2 over a range of frequency covering the bandwidth of receivers. 

In the presence of additive white Gaussian noise (AWGN), the received signal is  

 [ ][ ]ttnttnttAtntA 020110 cos)(sin)()(sin2)()(sin2 ωωθωθ +++=+ . (4.21) 

Although the VCO output assumes the same form as that in section 4.1.1, namely 

 [ ])(cos2)('cos2 2011 ttKtK θωθ += , (4.22) 

the phase )(' tθ  is no longer uniquely determined by the signal modulation, but is 

influenced by the noise as well. The multiplier output is accordingly changed to  
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. (4.23) 

All high frequency terms centered on the frequency 02ω  may be neglected due to the 

limited passband of the filter that follows the multiplier. Thus, the input signal of the 

VCO driven by both the desired signal and thermal noise is 

 [ ]� −+−=
t

duutfunuunuAKte
0 22211 )()(cos)(sin)()(sin)( θθφ  (4.24) 

where  

 )()()(')()( 21 ttttt θθθθφ −=−= . (4.25) 
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Then, the model of the phase locked loop with additive noise illustrated in Figure 4.5 is 

represented by the differential equation 

 [ ]� −+−=
t

duutfunuAK
dt

td
dt

td
0

1 sin)()(')(sin
)()( φθφ

, (4.26) 

where 
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Figure 4.5: Non-linear Model of a Phase-Locked Loop with Additive Noise 

 

Figure 4.6: Linear Model of a Phase-Locked Loop with Additive Noise 
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When the phase error 1<<φ  rad, the approximation φφ ≈sin  produces the linear 

model of PLL with additive noise in Figure 4.6. The spectral density of the phase error in 

response to white noise is 
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where the white noise is assumed to have a one-sided spectral density N0 and 

consequently 2/)( 0NSn =ω . 

Therefore, the variance of the phase error introduced by the white noise is 
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4.2 L5 Decision-Directed PLL Tracking Error in the Presence of 

Broadband Noise and Cross-Correlation 

4.2.1 Theoretical Investigation 

In general, PLL performance is degraded due to a variety of noise sources such as 

additive white Gaussian noise (AWGN) which is the model used for broadband random 

noise, phase noise, and interference originating from other GPS satellite signals or 

channels (cross-correlation). There are several loop types that can be used to track the 

carrier phase of the incoming signal. Normally, Costas loops are the only option for the 

data channel because a pure PLL can not tolerate data transitions. The distinguishing 

features of a Costas loop are its discriminator and phase adjusting ability. This is 
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necessary to avoid integrating across the data transition boundary. This research 

investigates a decision-directed PLL whose discriminator is described in the following 

section, by following the research of Huang et al (1998) on BPSK signals. 

The locally generated code sequence of the expected signal (data component of satellite 

m ) is expressed as (Huang et al 1998): 

 QIptttatl mmm ,],
2

)(cos[)()( 012,12 =−+−= −− απφωτ αα  (4.30) 

where  

• Ip (=0) and Qp (=1) denote the in-phase and quadrature-phase terms within the 

receiver digital channels;  

• )(tφ  is the carrier phase of the local oscillator;  

• )(12 mm ta τ−−  is the local spreading code signal with the estimated signal code 

delay. 

The received IF signal after correlation over ],0[ CNT  and sampled at CP NTTt ==  can be 

represented by: 
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where )(tkθ  is the carrier phase difference between the phase of incoming satellite k  

and the local clock. kθ  is randomly and evenly distributed over the interval ]2,0[ π , if 

)( mk ≠ , and )( mkk ≠τ  conforms to an even distribution over ],0[ PT . The description of 

the signal and sampling is similar to that of Equations (3.30) and (3.34) in the section on 

SNR analysis. The term from the dataless component of satellite k  in Equation (4.30) is 

neglected because of the preferable suppression of cross-correlation between two 

channels of the same satellite signal at the same signal power level.  

Under the assumption 0=mτ , the resulting cross-correlations between the local signal 

and the signal from other satellites, Y2k-1,2m-1 in Equation (4.30), are integrated and 

sampled (Huang et al 1998) as: 
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where ''' nnn ≤≤ , 1),( =βαB  for βα ≤≤0  and 0),( =βαB  otherwise. As defined in 

(Huang et al 1998), 

 � −=
β
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γγβα dttataQ jnjn )()(),,(, . (4.33) 

In the same way,  
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At 0=u , the cross-correlation terms become: 
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Then, 

 )(ˆ)()0( 12,20,2012,21,20,12,2 kmkkmkkmk RNHRNHY τττ −−−− +=  (4.36) 

where )(, kijR τ  and )(ˆ
, kijR τ  are defined by Equations (3.38) and (3.39) as the continuous-

time partial cross-correlation functions. The decision-directed PLL discriminator (Huang 

et al 1998) output is: 

 ( ) QmImQmm ZZsignZb ,12,12,120,12
ˆ)( −−−− ==Ψ θ  (4.37) 
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where 0,12
ˆ

−mb  or ( )ImZsign ,12 −  is an estimate of the information data on the data channel 

of satellite m. By substituting Equation (4.31) into (4.37), the PLL discriminator becomes 
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where )(tCΛ  and )(tGΛ  correspond to cross-correlation interference and AWGN, 

respectively. The cross-correlation and AWGN are expressed as:  
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The autocorrelation function of the combination of these two types of interference is: 
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since )(tCΛ  and )(tGΛ  are independent and have zero mean.  

As these two noise components are white over the bandwidth of the loop filter, their 

autocorrelation functions are zero at CNTu ≥|| . Their one-sided PSD can be derived from 

(Huang et al 1998): 
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The autocorrelation of )(tGΛ  is expressed as: 
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since 10 >>CNTω . 

Therefore, the PSD of the AWGN is: 
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The cross-correlation function, RC(u), is expressed by    
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Due to a large number of random variables, the derivation is simplified by taking the 

statistical average of one variable at a time. The bar denotes the statistical expectation of 

the term underneath it. As before, the expectation values  
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help to reduce terms between different satellites and different channels (in-phase and 

quadrature) 

 )(0)()()()( ,10,10,,,12,12 jiNHNHEdEdEbbE jijkikjkik ≠==−−  (4.47) 

which allows for further simplification of the autocorrelation function. The first 

summation term of Equation (4.45), representing the data channel, can then be expanded 

as follows: 
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where τk is a random variable.  

By the same token, the representation for the pilot channel is: 
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since 

 2||00)()( ,20,20,2,2 ≤−<== jiNHNHEbbE jijkik . (4.50) 
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Therefore the autocorrelation for the pilot channel is: 
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Finally, using Equations (4.47) and (4.50) cross-correlation function can be simplified as: 
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Next, since τk is a random variable, the autocorrelation function is finally determined by 

the statistical average of τk. As shown in (Huang et al 1998), the one-sided PSD of the 

cross-correlation is expressed as: 
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where (Huang et al 1998): 
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with 
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Based on the above equations, the phase error induced by white noise (cross-correlation 

and broadband noise) is expressed as: 

 20
32

2

|)2(|)
2

2
(

4/
|)2(|)(

fjH
P
N

I
N
T

PT
fjH

m
K

C

mP

CG ππµµµφ +=
+

= . (4.58) 



 

 

74 

The corresponding PLL tracking error variance is: 
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where  

• CT  is the L5 PRN chip width;  

• N  denotes the period of the L5 PRN code in chips (10230);  

• KI  is a factor of the one-sided cross-correlation PSD from K-1 satellites given in 

Equations (4.53) and (4.54); 

• 0N  stands for the one-sided broadband noise PSD in the receiver (-202.8 

dBW/Hz normally); 

• mP  is the total signal strength of satellite m; 

• nB  is defined as the loop-noise bandwidth. 

The calculation of the PLL variance is based on the linear model noise theory (Viterbi 

1966) and the fact that the two components of the decision-directed discriminator output 

are both white over the loop filter region of interest (Huang 1998). Therefore, most of the 

aforementioned derivation is concentrated on the one-sided PSD of these two 

independent noise components. Equations (4.39) and (4.40) express the noise 
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components in the discriminator output. Equation (4.43) gives the autocorrelation 

function of the white noise generated by the broadband noise, which is necessary for the 

calculation of its PSD by equation (4.44). Equations (4.45) to (4.52) implement the 

inference of the autocorrelation function of the white noise originating from the cross-

correlations, and Equation (4.53) gives the estimation of its one-sided PSD. Finally, 

Equations (4.58) and (4.59) present the tracking error and its variance by using these two 

PSDs and the linear PLL model. 

 

4.2.2 Numerical Evaluation 

4.2.2.1 Simulation Scheme 

The purpose of this section is to design a simulation for the validation of the results 

obtained theoretically. It is natural that the theoretical estimation be based on some 

idealized assumptions and the simulation may either follow or ignore these assumptions. 

In any GPS receiver, the code delay and carrier phase are tracked by two types of 

tracking loops, DLL and PLL, which are coupled with each other. Because this chapter 

focuses on PLL tracking performance, it is assumed that there is no code tracking error 

either in theory or in the simulation.  

As the PLL is a closed loop system, the feedback is generated by the input signal and 

loop components before the second input can be processed. Because of the heavy 

computational load, the PLL tracking error simulation is implemented on the baseband 

signals. Then the task is naturally divided into two parts: the simulation of baseband 
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signals including the desired signal, signals from other satellites and broadband noise, 

and the simulation of the decision-directed PLL loop. 

In terms of the assumption of accurate code tracking, it is convenient to assign zero to the 

code delay of the desired signal and assume a completely correct wipe-off of the L5 PRN 

code. The code delay of the interference signals from other satellites is generated 

randomly and is uniformly distributed within the range [0, TP], upon which the PRN 

code, NH code and navigation data are produced. The phase of the carrier for the satellite 

interference is considered a random variable with a uniform distribution over [0,2�]. The 

incoming signal is then correlated with the local replica signal – the PRN code of the 

desired signal.  

 

Figure 4.7: Baseband Satellite Signal Simulation 

The block diagram in Figure 4.7 illustrates the generation of the desired baseband or 

cross-correlation signal. As mentioned already, the code delay is assumed to be zero for 

the desired signal for simplicity. As to the signal from another GPS satellite, the code 
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delay generator and phase generator produce random numbers according to uniform 

distributions in their own domains. The estimated or predicted phase )(tφ , as discussed in 

terms of Equation (4.30), is the feedback of the decision-directed tracking loop shown in 

Figure 4.8. The difference between the desired signal’s phase and this estimate represents 

the PLL tracking error, whose RMS value corresponds to and is utilized to verify the PLL 

tracking error variance presented by Equation (4.59). The sinusoid of this differential 

signal is the quadrature-phase term (Q) and  the cosine, the in-phase term (I). 

 

Figure 4.8: Decision-Directed PLL Simulation 

Figure 4.8 illustrates the decision-directed phase tracking loop. Both the in-phase and 

quadrature-phase terms consist of the desired signal, cross-correlation and broadband 

noise. The desired signal component of the in-phase term denotes the estimation of data 

symbol 0,12
ˆ

−mb  in Equation (4.37). The product of the quadrature-phase channel and the 

sign of the in-phase channel passes through the loop filter in order to produce the control 

signal, )(te , for the NCO. Finally, the NCO generates the feedback signal or predicted 

phase )(tφ . The loop noise bandwidth is set to be 15 Hz for all simulation scenarios due 

to the dynamics of indoor applications.  
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4.2.2.2 Results and Analysis 

Figure 4.9 illustrates the decision-directed PLL tracking errors due to broadband noise, 

from the theory and simulation as a function of C/N0. The simulation curve matches the 

theoretical one well if the C/N0 is larger than 35 dB-Hz, in which case the PLL error is 

less than 6 degrees. With a decrease in C/N0, both theoretical and simulated tracking 

errors rise since the noise power increases compared with that of the signal. However, 

below a C/N0 of 30 dB-Hz, the two curves diverge. The divergence indicates the 

degradation of the tracking error estimation in accordance with the rise of the phase error 

itself. The cause is that this error estimation is in theory based on the linear model while 

the phase error is actually transferred non-linearly inside the PLL tracking loop. The 

linear model assumes that the difference between the error and its sinusoid is negligible. 

When this difference is enlarged with the rise of the phase error, the linear model 

becomes gradually invalid. 
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Figure 4.9: L5 Receiver PLL Error in the Presence of Broadband Noise only 
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As shown in Figure 4.10, the gap between the theoretical and simulated results 

broadens abruptly and becomes very large when the phase error approaches a value of 

15°. The cause is the frequent occurrence of cycle slips in the simulations, resulting in 

very large phase errors (multiple of 2�). PLLs suffer from frequent cycle slips when the 

tracking error approaches 15° as discussed in (Humphreys et al 2005). “A conservative 

rule-of-thumb threshold for a PLL tracking loop is that the 3-sigma phase errors from all 

causes should not exceed 45° deg. Therefore, the 1-sigma rule-of-thumb PLL tracking 

threshold is 15 deg” (Kaplan 1996). The actual tracking error might be larger than that 

described in Figure 4.9 when the error variance is above ¼ rad2 (Viterbi 1989), since the 

linear model employed in this analysis can no longer exactly model the PLL behaviour. 

The reason is that the linear model is established on the assumption that the phase error is 

small enough to substitute for its sinusoid ( φφ ≈sin ). Cycle slips produce a change in 

phase of n×2� which breaks the prerequisite for the linear model mentioned above. The 

tracking loop enters the non-linear state frequently and makes the linear assumption 

invalid. When the simulated PLL error reaches 15°, the C/N0 is approximately 28 dB-Hz.   

Such a C/N0 value is equivalent to an input signal power of -174 dBW. From Figure 3.3 

(I5 Correlator Output SNR), one sees that, for a signal power of -174 dBW, the average 

SNR number is less than 0 dB, a fact which also explains why the loop loses lock. 
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Figure 4.10: L5 Receiver PLL Error in the Presence of Broadband Noise only 
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Figure 4.11: L5 PLL Error under Cross-Correlation only 

Figure 4.11 displays the L5 PLL error under various cross-correlation conditions. The K 

value denotes the total number of satellites in view, and Pm/Pk stands for the ratio of the 

desired signal power to that of the signal from another satellite. This ratio is the inverse 

of kα . For GPS applications under open sky conditions, the impact of low power cross-

correlation is negligibly small, as the right end of these curves show (below 0.2°). In GPS 
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indoor environments, the magnitude of the cross-correlation interference may be an 

order of magnitude higher than that of the desired signal. As a result, the PLL tracking 

accuracy deteriorates to the degree level. The estimation error that indicates the gap 

between the theoretical phase error and the phase error measurement obtained from 

simulations presents a similar tendency to that of broadband noise – it becomes larger 

with the enlargement of the phase error itself. More specifically, the estimation error 

increases in size when Pm/Pk drops or the K value rises, since K-1 is the number of 

interference sources. The reason is that the accuracy of the linear model and any 

theoretical assessment based  on this model is negatively proportional to the phase error 

that is positively associated with the interference strength.  

Figure 4.12 displays the PLL tracking error at various cross-correlation strengths and a 

constant broadband noise level (C/N0=55 dB-Hz). K indicates the number of satellites in 

view. The L5 signal strength is prescribed to be no less than -154.9 dBW, which is 

equivalent to 47.9 dB-Hz (C/N0). However, the actual radiated power is normally slightly 

higher. The main purpose of this figure is to assess the accuracy and validity of the 

theoretical estimate of the PLL error (RMS) due to both broadband noise and cross-

correlation interference.  In this case, the effects of broadband noise and cross-correlation 

are comparable in strength. Figure 4.12 demonstrates that the phase errors are confined to 

the degree level, and the estimation error – the gap between the estimate and the 

simulation – to the sub-degree level. Although the absolute estimation error increases in 

accordance with Pm/Pk, the relative error is still below 16%.  
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 Figure 4.12: The PLL Tracking Error under Broadband Noise and Cross-

Correlation 

On the right part of Figure 4.12, all PLL phase error curves obtained from simulation rise 

above any theoretical curve. For instance, the phase error on the curve “K=2, Simulation”, 

which is the smallest for the simulations, is larger than the corresponding value on “K=5, 

Theory”, which is the largest for the theory, when Pm/Pk approaches zero. This 

phenomenon also occurs in Figure 4.13. Its cause is analysed below together with Figure 

4.13.  
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Figure 4.13: The PLL Tracking Error for an Indoor Scenario 

Figure 4.13 shows the PLL tracking error under cross-correlation and a higher broadband 

noise level.  In this case, the C/N0  is 35 dB-Hz, which is 13 dB lower than the minimum 

C/N0 expected under line-of-sight conditions. The average impact of the cross-correlation 

is comparatively small in the presence of powerful broadband noise, because these curves 

stand for RMS errors. The theoretical phase tracking error is elevated by 0.1° with the 

introduction of cross-correlation from four other satellites even if the cross-correlation 

achieves its full strength (-20 dB), while its simulation result is 0.2°. 

Both absolute and relative estimation errors are small – less than 0.7° (absolute) and 12% 

(relative). However, all theory curves are located above the simulation, an occurrence 

similar to the aforementioned phenomenon on Figure 4.12. The common underlying 

cause is that the broadband noise power is overwhelmingly larger than that of cross-



 

 

84 

correlation. The lower effect of broadband noise is obvious in Figure 4.13. At the right 

end of theoretical curve (K=5) in Figure 4.12, the total phase error, 22
CB φφφ σσσ += , is 

0.57°, while the phase error associated with broadband noise, Bφσ , is 0.56°, as shown in 

Figure 4.11, while the phase error produced by the cross-correlation, Cφσ , is 0.11°. 

The linear model employed in this theoretical estimation assumes that the phase error is 

small enough to use the approximation φφ ≈sin , providing an explanation of the 

increase in the estimation error difference between the theory and simulation with an 

increase in the interference power . As Figure 4.13 indicates, the simulation curve goes 

higher than the theoretical one. And the estimation error increases with the rise of the 

phase error itself that results from interference. If the broadband noise is much more 

powerful than cross-correlation, the estimation error resulting from powerful broadband 

noise may be greater than the additional theoretical tracking error from the cross-

correlation. In other words, the tracking error in simulation solely introduced by 

broadband can exceed the phase error produced by cross-correlation and broadband in 

theory. This speculation can be verified by the fact that the simulated phase error at a 

C/N0 value 35 dB-Hz (broadband noise only) is 5.7 degrees or so (shown in Figure 4.9), 

larger than any points on the theory curve of Figure 4.13 when K has a value of 2. By the 

same token, the simulation curve is located higher than the theoretical curve related to 

higher cross-correlation sources, as shown in Figure 4.13. In conclusion, it is the inherent 

drawback of the linear model that results in this phenomenon.  
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4.3 L5 Decision-Directed PLL Symbol Estimation Error in the 

Presence of Broadband Noise and Cross-Correlation 

4.3.1 Theoretical Investigation 

The estimation of the information data, 0,12
ˆ

−mb  or ( )ImZsign ,12 −  is also susceptible to 

interference and noise, resulting in errors in the output of a decision-directed 

discriminator. This section will evaluate the error probability of this symbol estimation so 

as to provide a thorough understanding of the impact of interference on the PLL. 

Upon the assumption that the phase tracking error is negligibly small, the in-phase L5 

correlation output is 
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 (4.60) 

The symbol estimation error probability is defined as }1|0{ 0,12,12 −=> −− mImr bZP  and 

}1|0{ 0,12,12 =< −− mImr bZP  for all kτ , kφ , 1,12 −−kb , 0,12 −kb , 1,2 −kb  and 0,2kb  (Pursley 1977a). 

In terms of the obvious symmetry of the set of parameters aforementioned for both 

probabilities, these two share the same maximum value )12(max −mP . Therefore, the 

computation of one probability can be automatically applied to the other. The following 

discussion is based on the assumption that 10,12 −=−mb . 

According to Equation (4.60), )(, jijv τ  is defined by 

 )(ˆ)()( ,0,,1,, jijjjijjjij RbRbv τττ += − . (4.61) 



 

 

86 

Taking equations (3.38) and (3.39) into account, it follows that 
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. (4.62) 

The periodic cross-correlation function is defined by 
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for any integer Nl <≤0 . This function can be expressed by an aperiodic cross-

correlation as (Pursley 1977b)  

 )()()( ,,, NlClCl ikikik −+=θ  (4.64) 

since 
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 (4.65) 

Noting that 

 )()( ,, lNl ikik −= θθ , (4.66) 

an odd cross-correlation function was defined by Massey and Uhran (1975) as 

 )()()(ˆ
,,, NlClCl ikikik −−=θ , (4.67) 

because 

 )(ˆ)(ˆ
,, lNl ikik −−= θθ . (4.68) 

If PCjjCj TTlTl ≤+≤≤≤ )1(0 τ  for an integer jl , then )(, jijv τ  can be rewritten as 
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 [ ]( ){ }CjjjijjijCjijjjij TlllTlbv −−++= τθθθτ )()1()()( ,,,0,,  (4.69) 

under the assumption that 1,0, −= jj bb , or that 

 [ ]( ){ }CjjjijjijCjijjjij TlllTlbv −−++= τθθθτ )(ˆ)1(ˆ)(ˆ)( ,,,0,,  (4.70) 

if 1,0, −−= jj bb . 

The correlation output can be expressed in terms of )(, jijv τ  as 
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 (4.71) 

where 
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This correlator output conforms to a Gaussian distribution with the expectation value 
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and variance 

 [ ]
4
0

12
P

m

TN
ZVar =− . (4.74) 

From Equations (4.69) and (4.70), it is clear that for PCjjCj TTlTl ≤+≤≤≤ )1(0 τ  
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where 

 CjijjCjijCjijjCjij TlbTlvTlbTlv )1())1(()()( ,0,,,0,, +=+= θθ  (4.76) 

if 1,0, −= jj bb , or 

 CjijjCjijCjijjCjij TlbTlvTlbTlv )1(ˆ))1(()(ˆ)( ,0,,,0,, +=+= θθ  (4.77) 

if 1,0, −−= jj bb . This fact means that inside the two-dimension )(ττ v−  plane, an arbitrary 

point ( ))(, , jijj v ττ  ( PCjjCj TTlTl ≤+≤≤≤ )1(0 τ ) is located on the line between 

( ))(, , Cjijj Tlvτ  and ( )))1((, , Cjijj Tlv +τ . 

It follows that 

 ( ) ( )( ) ( ) ( )( )CkmkCkmkkmkkmk TlvTlvvv 2
12,2

2
12,12

2
12,2

2
12,12 maxmax −−−−−− +=+ ττ  (4.78) 

where Nlk <≤0  is an integer. 

Actually, the validity of Equation (4.78) can be ensured by 

 ( ) ( ) ( ) ( ) ( )
( ) 





�

�






�

�

++

++
≤+

−

−−−−−
−−−

Cmk

CmkCmkCmk
mkmk

Tlv

TlvlTvlTv
vv

)1(

)1(,
max

2
12,2

2
12,12

2
12,2

2
12,122

12,2
2

12,12 ττ  (4.79) 

where τ  is an arbitrary value ( PCC TTllT ≤+≤≤≤ )1(0 τ ). Equation (4.79) converts the 

problem into an issue of analytical geometry, and the equation will be proven in the 

following section. 

Assume an arbitrary 0τ  ( CC TllT )1(0 +<<τ ); then the point ( ))(, 012,120 ττ −− mkv  must reside 

on the line whose ends are ( ))(, 12,12 CmkC lTvlT −−  and ( )))1((,)1( 12,12 CmkC TlvTl ++ −− . 
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According to analytical geometry, any point ( ))(, 12,12 ττ −− mkv  on this line can be 

depicted as 

 ( ) ( ) ( )01012,1212,12 ττττ −+= −−−− Kvv mkmk , (4.80) 

where 
( ) ( )

C

CmkCmk

T

lTvTlv
K 12,1212,12

1

)1( −−−− −+
= . 

The same conclusion is also valid for the points ( ))(, 012,20 ττ −mkv , ( ))(, 12,2 CmkC lTvlT − , 

( )))1((,)1( 12,2 CmkC TlvTl ++ −  and any point ( ))(, 12,2 ττ −mkv  on their line 

 ( ) ( ) ( )02012,212,2 ττττ −+= −− Kvv mkmk , (4.81) 

where 
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It follows that 
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The last term ( )( )2
0

2
2

2
1 ττ −+ KK  is of course non-negative. The situation of the second 

term ( ) ( )( )( )0012,22012,1212 ττττ −+ −−− mkmk vKvK  is somewhat complicated, and needs to be 

clarified. 

If ( ) ( )012,22012,121 ττ −−− + mkmk vKvK  is zero, then the second term is also zero. If 

( ) ( )012,22012,121 ττ −−− + mkmk vKvK  is negative, then the term is positive for 0ττ < , including 

ClT=τ . Otherwise, ( ) ( )012,22012,121 ττ −−− + mkmk vKvK  is positive, and consequently, the 

second term is positive for 0ττ > , including CTl )1( +=τ . Therefore, 
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( ) ( )0
2

12,20
2

12,12 ττ −−− + mkmk vv  is no greater than at least either ( ) ( )CmkCmk lTvlTv 2
12,2

2
12,12 −−− +  

or ( ) ( )CmkCmk TlvTlv )1()1( 2
12,2

2
12,12 +++ −−− . Combined with the arbitrariness of 0τ , 

Equation (4.79) has been proved. 

Based on Equations (4.76) and (4.77), 22
,

2
, )()( CjijCjij TlTlv θ=  is valid when 1,0, −= jj bb , or 

22
,

2
, )(ˆ)( CjijCjij TlTlv θ=  if 1,0, −−= jj bb . Thus, the maximum value of )12(max −mP  is 

obtained when ( ) ( )kmkkmk vv ττ 2
12,2

2
12,12 −−− +  approaches its maximum quantity Cmk T12, −λ  

and when ( ) 1sin =+ kk ϕφ , under the assumption 10,12 −=−mb , where  
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for the integer kl  ( Nlk <≤0 ). In this worst-case condition, the expectation value 

becomes 
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Since the threshold for estimating this correlation value as either -1 or +1 is zero, the 

maximum error probability is 
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where 

• Φ  is the standard (zero mean and unit variance) Gaussian cumulative distribution 

function; and 

• mQmIPmIPmQmIPm EETPTPPTPE 222)( ===+==  is the total L5 signal energy of 

the expected satellite m within period PT , including both in-phase and quadrature 

channels. 

If there is no cross-correlation from another satellite (K=1), this error probability reduces 

to 
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P I , (4.86) 

a result also agreeing with the error probability for the coherent receiver (matched filter) 

under the condition of white Gaussian noise. 

Simulations in the following section will verify the theory represented by Equation (4.85). 

It is obvious that the maximum cross-correlation, represented by Equation (4.83), is an 
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important parameter for the final result. The condition under which the maximum 

cross-correlation is achieved is also of interest and listed in Table 4.1. 

Table 4.1 the Maximum Cross-Correlation and Associated Combination of 

Parameters 

 1,kλ  kτ (chips) kφ  (°) A B 

2 425.52 7109 32.7 Yes Yes 

3 438.99 6643 138.0 No Yes 

4 454.69 4114 167.6 Yes No 

 

k  

5 450.28 3697 15.5 Yes Yes 

A: data transition on data channel 

B: data transition on pilot channel 

 

4.3.2 Numerical Evaluation 

4.3.2.1 Simulation Scheme 

As the definition of the decision-directed discriminator in Equation (4.37) shows, the 

decision-directed phase tracking loop is affected by the sign of the in-phase correlator 

output. The proper operation of the tracking loop depends on the correct retrieval of 

information data – its sign. But the information data is contaminated by broadband noise, 

which is unavoidable in any system, and by the cross-correlation if there is more than one 

satellite in view. 

As in the previous simulations, the broadband noise is treated as a white Gaussian 

process. However, the impact of cross-correlation is no longer considered from the 
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perspective of the average effect – the worst-case situation is investigated here. 

Therefore, the simulation produces the worst combination of cross-correlation in terms of 

code delay and phase offset as the first step, and the symbol estimation error rate is 

evaluated under the circumstance of these worst-case combinations and broadband 

random noise. Just as in the theoretical analysis, the simulation concentrates on only one 

probability, }1|0{ 0,12,12 −=> −− mImr bZP . As a result of the symmetry, the conclusions are 

valid for the other probability, }1|0{ 0,12,12 =< −− mImr bZP . Since the correlation is a linear 

transform or a matched filter, the correlator output of the incoming signal is equivalent to 

the sum of the correlations of each component of the input signal with the local replica. 

Thus, the simulation consists of two comparatively independent parts. 

In the first stage, the so-called worst-case cross-correlation is obtained through the 

simulation shown in Figure 4.14. More specifically, the objective is to find the maximum 

correlation which will be associated with a particular code delay, phase offset, and the 

absence or presence of data transition on the signals from unexpected satellites. 

 

Figure 4.14: Search for the Maximum Cross-Correlation 
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Then, the in-phase L5 correlator output is formed as the maximum or worst-case cross-

correlation plus the correlation of the desired signal and broadband noise with the local 

replica, as Figure 4.15 shows. The data symbol carried on the PRN code of the desired 

signal is set to -1 for the entire simulation. Thus, an error is identified when the output in 

Figure 4.15 exceeds the threshold of zero. The symbol estimation error rate is determined 

through a statistical approach with a set of simulations. 

 

Figure 4.15: Symbol Estimation Error 

 

4.3.2.2 Results and Analysis 

Figure 4.16 depicts the symbol estimation error rate in the presence of broadband noise 

only. The theoretical and simulated curves demonstrate that an erroneous symbol 

estimate is a small probability event if the C/N0 is above 35 dB-Hz. When the C/N0 drops 

to approximately 30 dB-Hz, the symbol estimation error rate is no longer negligible and 

contributes to the large gap between the estimated and simulated PLL tracking errors, as 

Figure 4.9 shows. The reason is that the theoretical curve does not take the symbol 

estimation error into account. After the C/N0 is lowered to 32 dB-Hz, the error rate 

approaches 0.1, a value that is considered to affect the PLL tracking error significantly 

(Huang et al 1998). As the symbol estimation error rate increases further, cycle slips 
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producing unacceptably large PLL errors become more frequent. Figure 4.10 

demonstrates the effect on the PLL tracking error. 
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Figure 4.16: Symbol Estimation Error Rate for Broadband Noise only 

Figure 4.17 presents the joint effect of both broadband noise and cross-correlations on 

symbol estimation. The figure shows that in the worst case, even a single cross-

correlation satellite (K=2) can produce a relatively high symbol estimation error rate 

(over 0.16). With four interfering satellites having large SIR values, the performance of 

the symbol estimation inside the PLL discriminator degrades to an unacceptable level, as 

the K=5 curve displays. The poor quality of the symbol estimation is bound to increase 

the PLL error and cycle slip rate. The results of Figure 4.17 demonstrate for the first time 

how serious the impact of cross-correlation can be. Note that these results are for the 

worst case, while the SNR and tracking errors investigated previously, are both evaluated 

from an average viewpoint. The information indicates the worst case combination of code 

delay, phase offset and data transitions on two channels, as given in Table 4.1 the 

Maximum Cross-Correlation and Associated Combination of Parameters, Although this 

combination has a small probability of occurring and, if it does,  has a short duration, it 
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does warn us of the possibility of the destructive power of cross-correlation in certain 

cases. 
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Figure 4.17: Symbol Estimation Error Rate under Broadband Noise and Cross-

Correlations 

 

4.4 Conclusions 

This chapter investigates the RFI impact on the decision-directed phase tracking loop. 

The tracking error is estimated from the average point-of-view using a linear model and 

neglecting any symbol estimation error. The latter was studied separately to determine 

the maximum possible influence. 

In the investigation of the RMS tracking error, both cross-correlation and broadband 

random noise are treated as white Gaussian noise because of the limited receiver 

passband. The most important parameter of a white Gaussian process is the power 

spectral density. The RMS error is obtained from the PSD and the closed-loop transfer 

function that describes the linear model. Thus, the theoretical deduction consists of the 
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calculation of the PSD of cross-correlation and broadband noise, respectively, and the 

tracking error. The computation of the tracking error depends upon the PSD and the 

linearization or approximation of the PLL, although PLL is in essence a non-linear 

system. The simulation results indicate that the theoretical estimate is adequate for 

assessing the RFI (cross-correlation and broadband noise) impact on the GPS L5 

decision-directed PLL with acceptably small absolute and relative errors, especially for 

low interference power. Although the approximation and the ignored symbol estimation 

error actually introduce an additional tracking error which is seen in the simulation, the 

theory presents a relatively accurate indication of the behaviour of the phase tracking 

loop with a sub-degree estimation error level. When the C/N0 decreases below 30 dB-Hz, 

the estimation error rate increases, due to the drawback of the linear approximation and 

the rise of the symbol estimation error rate. However, the estimate and measurement of 

the tracking error make no sense if the lower C/N0 drives the PLL into a loss of track, 

because the control will be taken over by the frequency locked loop (FLL) or the receiver 

may have to search for the signal by returning to the stage of acquisition. 

The average effect of cross-correlation is much smaller than that of broadband noise, 

since broadband noise is strong due to large signal attenuation after the long propagation 

distance between GPS satellites and the receiver. The RMS tracking error produced by 

cross-correlation is at the sub-degree level, and is not a serious problem under large C/N0 

circumstances. However, its impact is no longer negligible in an indoor environment 

where weak signal conditions have pushed reception performance to an already critical 

state.  



 

 

98 

The theoretical estimate of the symbol error rate is accurate because the model does 

not make use of the same kind of approximation as used in the tracking error estimate. 

The error rate estimate reveals another aspect of the cross-correlation interference – a 

short-term but destructive effect due to a particular combination of interference 

parameters. The symbol detection error makes little difference to the tracking error if its 

value is below 1% (Huang et al 1998), but its influence increases significantly with a rise 

in detection error. The outcome may be a loss of tracking, or an unreliable tracking state 

after a short period. 
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Chapter Five: CONCLUSIONS AND 

RECOMMENDATIONS 

. 

 

5.1 Conclusions 

The objective of this thesis was to investigate and assess, from both the theoretical and 

the practical viewpoint, the effect of RF interference on the future GPS L5 signal with 

respect to the accuracy and reliability of acquisition and carrier tracking. This 

investigation was accomplished for the basic 1 ms coherent integration strategy on the in-

phase component. 

One purpose for the new signals of the GPS modernization scheme is to extend the 

positioning service to indoor applications, since GPS was originally designed for line-of-

sight conditions. In indoor environments, receivers are susceptible to broadband noise 

and cross-correlation due to the large attenuation of signal power along the propagation 

path and the near-far problem. This thesis aims to present an appreciation of the impact of 

RF interference according to the major characteristics of the signal reception process, 

correlation, and carrier phase tracking. 

The simulation results for average SNR and the worst-case symbol estimation error rate 

present strong support for the validity and accuracy of the theoretical quantification of 

these parameters. The average SNR values were obtained under the assumption that the 

code and carrier phase tracking of the desired signal were accurate. This assumption was 

used in the theoretical estimation as well as in the simulations. It should therefore be 
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referred to as the maximum average SNR at the correlator output, since the accuracy 

of code and carrier tracking is degraded with a rise in interference strength. The symbol 

estimation error rate was also analyzed under this assumption. 

The theoretical L5 RMS tracking error accurately followed the simulation results 

(estimation error less than 0.3°) when the tracking error itself is below 5°. In the 

theoretical evaluation, the phase tracking loop was considered to be a linear system based 

on the approximation that the phase error can be substituted for its sinusoid. This 

approximation is valid in the case of small phase errors and, as a result, the linear model 

accurately describes and reflects the actual operation of the PLL.  

The accuracy of the tracking error estimation degrades with an increase in interference 

power due to the breakdown of the linear model and the neglected symbol estimation 

error. Huang et al. (1998) investigated the difference in the decision-directed PLL 

tracking error with and without a detection error; they found that the tracking error 

increases significantly if the bit error rate is above 10%. BER is the ratio of the number of 

bits incorrectly received to the total number of bits during a specified time interval, while 

the symbol estimation error rate is the percentage of the number of symbols erroneously 

received to the total number of symbols transferred but it is assumed that the data 

transmitted is -1 rather than +1. Therefore, the investigation on BER gives some 

indication on the influence of symbol estimation error on the decision-directed tracking 

loop. Both theory and simulation reveal that broadband noise results in a symbol 

estimation error larger than 10% for low carrier-to-noise density ratios. Thus, the 

theoretical assessment based on the linear model, together with the omission of the 
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symbol estimation error, is unable to maintain a constant accuracy for different 

interference strengths. 

From the perspective of average SNR and RMS tracking errors, cross-correlation is a 

minor interference compared with broadband noise. A GPS signal, whether it be the 

desired one or that of another satellite, is extremely weak near the earth’s surface 

compared with sky noise and receiver thermal noise, both of which are modeled as 

broadband noise. 

The worst-case error rate estimate reveals another aspect of cross-correlation 

interference: a short-term but destructive effect associated with certain combinations of 

interference parameters presented in Table 4.1 the Maximum Cross-Correlation and 

Associated Combination of Parameters. For the duration of these combinations of 

parameters, receiver performance may be degraded to the extent that positioning service 

may be disrupted because of the loss of track of incoming signals. 

 

5.2 Recommendations for Future Research 

The average SNR was obtained only from the data channel correlator output limited to 1 

ms coherent integration. This integration period is the basic and simple strategy that 

matches the NH code width, such that no NH code wipe-off is necessary. A receiver may 

adjust and extend the coherent integration time for interference mitigation. The 

introduction of NH code wipe-off for longer correlation periods will make the theoretical 

analysis more complicated, with some differences in the underlying mathematical model. 

However, possible long coherent integration implementation is an important advantage of 

and motivation for the pilot channel that is added to L5 signal. Henceforth, it is necessary 
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to extend the average SNR analysis to various correlator schemes for the assessment 

of a L5 receiver. 

Several discriminators may be used for the carrier phase tracking loop design besides the 

decision-directed loop upon which the tracking error is estimated. Furthermore, the dual 

channel signal structure presents more options on the tracking schemes for L5 with 

respect to different coherent times, tracking on either component, or combination 

strategies described and investigated by Hegarty (1999) and Julien et al. (2004). The 

research of RF interference impact on various tracking schemes will make possible a 

comprehensive understanding of future L5 receiver performance. 

Due to time constraints and because the PLL is subject to much interference, code 

tracking performance was not discussed. As a CDMA system, code tracking (DLL) is as 

indispensable in a GPS receiver as the conventional phase tracking loop (PLL). The 

proper operation of either is the prerequisite for the stable functioning of the other. 

Therefore, an investigation of RF interference effects on the DLL, consistent with other 

discriminators and strategies, is required. 

Finally, this thesis concentrates on the average effect based on statistical models. The 

averaged effect of cross-correlation was shown to be small compared with its impact in 

terms of certain code delays demonstrated by the worst-case analysis. It is expected that 

research on other methodologies beyond the statistical average will be proposed and 

executed to develop a fuller understanding of the influence of RF interference on the L5 

signal acquisition and tracking. 
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