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ABSTRACT 

 

This thesis describes an extensive investigation into the development of a low-cost solution 

for GPS-based attitude determination. Traditionally, high-performance GPS sensors have 

been used in multi-antenna attitude determination systems in order to achieve performance 

competitive with an Inertial Navigation System (INS). However, the high cost of hardware 

limits the wide usage of this system in general navigation applications. In this research, the 

employment of low-cost GPS and Dead Reckoning sensors are explored for attitude 

determination. The factors that affect the accuracy of attitude estimation are examined by 

using different GPS receivers and antennas along with a GSS simulator. The performance of 

a low-cost GPS attitude system using CMC Allstar receivers is investigated. Some reliability 

improvement strategies, namely high data rate measurements, angular constraints and a 

quality control algorithm in attitude estimation are implemented to enhance the overall 

performance of low-cost attitude determination. In order to overcome the limitations of the 

Allstar GPS-alone attitude system, three low-cost vibrating rate gyros have further been 

employed to build up a GPS/gyro integrated system. The integration methodology and the 

algorithm are explained at length. The advantages of integrating low-cost rate gyros are 

discussed in regard to accuracy, availability and reliability. A series of field tests were 

conducted to access the performance of this low-cost integrated attitude system. 
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NOTATIONS 

i)       Symbols 

∆        single difference 

∆∇     double difference 

E∆     antenna vector component in East direction 

N∆     antenna vector component in North direction 

V∆     antenna vector component in Vertical direction 

nB       carrier loop noise bandwidth 

iond     ionospheric delay 

tropd    tropospheric delay 

δω      gyro bias 

PLLσ    standard deviation of PLL tracking error 

tσ       one sigma error in carrier phase due to thermal noise 

vσ      one sigma error in carrier phase due to vibration 

dT     receiver clock error 

CoriolisF   Coriolis force 

L       inter-antenna distance 

m      quality 

N      carrier integer cycle  

Ω      angular velocity 
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p       pseudorange measurement 

q       quaternion 

r        antenna vector 

R     rotation matrix  

s     scale factor 

T        integration time 

v        linear velocity 

Φ       carrier phase measurement 

Φ&        phase velocity (Doppler) 

ρ        satellite-receiver range 

ρd      satellite orbital error 

λ         carrier wavelength 

ω        rate gyro measurement 
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θ        pitch 
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ψ&       angular rate in yaw 

θ&        angular rate in pitch 

ϕ&       angular rate in roll 
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CHAPTER 1  

INTRODUCTION 

1.1 Background  

Over the past twenty years, with the advance of satellite navigation technology, the Global 

Positioning System (GPS) has become widely used as an accurate sensor in many navigation 

and location systems. In some of these applications, not only the absolute positioning 

information, such as position and velocity, but also the attitude of mobile platforms is of 

interest to users. Traditionally, a guidance system is made up of different types of sensors: 

GPS sensors are used to provide position, velocity and time information, while the 

orientation of the platform is obtained from inertial navigation equipment. The inertial 

sensors can provide the high data rate attitude information with reasonable short-term 

stability. However, the high cost of INS, together with its long-term drift, restrains the 

employment of this sensor for attitude determination. 

 

Although GPS was originally designed as a positioning and timing system, its usage in 

attitude determination for ship, aircraft and spacecraft has been heavily discussed in the past 

ten years (Cohen 1992, Lu 1994). This innovative technique is based on light-of-sight GPS 

interferometric observations to precisely estimate inter-antenna vectors in a specific 

navigation frame. The rotation of the antenna vectors from the body frame to the navigation 

frame is expressed as a rotation matrix parameterized by three Euler attitude angles. With 
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multiple closely-spaced GPS antennas, the GPS attitude system can precisely estimate the 3D 

attitude parameters of mobile platforms without error drift over time.  

 

Although code measurements can be used in coarse attitude determination (Pruszynski et al 

2001), the carrier phase measurements are preferable in estimating attitude parameters 

because of their cm-level measurement accuracy. The use of carrier phase measurements 

results in the ambiguity problem of carrier phase integer cycles. Most attitude determination 

techniques based on GPS carrier phase measurements involve two sequential steps, 

ambiguity resolution and attitude estimation.  

 

As a first step, single (between receivers) or double difference ambiguities for the 

independent inter-antenna vectors (antenna baselines) are estimated in the local level frame. 

Many GPS attitude determination systems use dedicated GPS receivers that share a unique 

oscillator. In this circumstance, the single difference carrier phase combination between two 

receivers can effectively remove the satellite clock error. Nowadays, more and more attitude 

determination systems employ non-dedicated OEM GPS sensors for cost efficiency reasons 

and each receiver has an independent oscillator. In this case, the double difference 

combination is preferred as it can effectively cancel both receiver and satellite clock errors. 

In GPS attitude determination, fast and reliable on-the-fly (OTF) ambiguity searching 

methodology is always expected. Most ambiguity resolution strategies borrow ambiguity 

searching algorithms from static or rapid kinematic positioning, such as the fast ambiguity 

search filter (FASF) (Chen and Lachapelle 1994), the least squares ambiguity search 
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technique (LSAST) (Hatch 1989) and the fast ambiguity resolution approach (FARA) (Frei 

and Beutler 1990). Any of these ambiguity search techniques includes three main common 

phases: defining the ambiguity search region, forming the candidate ambiguity combination 

and identifying the correct ambiguities. With a closely spaced antenna configuration, the 

inter-antenna distance in GPS attitude determination systems can be easily determined by 

conventional surveying methods and used either as an observable or an extra constraint in 

ambiguity resolution. Once ambiguities have been correctly determined and the antenna 

vector has been transformed from WGS-84 frame into the local level frame, attitude 

parameters can be derived from the rotation matrix using least squares or Kalman filter 

estimation methods based on the known antenna coordinates both in the body and local level 

frames. 

 

Apart from baseline estimation, another approach is to directly estimate attitude parameters 

from GPS observations (Cohen 1992). In this method, each single difference or double 

difference observable forms an independent observation equation. Compared with the 

baseline estimation method, the primary advantage of the direct method is more 

measurement redundancy, which improves the ambiguity resolution and overall reliability of 

the whole attitude system. However, the direct method relies on the rigidity of antenna arrays 

and the computation load of this method is much higher than that of the baseline estimation 

method.  
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Once single or double differencing has been done, many error sources in the carrier phase 

measurements, such as receiver and satellite clock errors, tropospheric delay and ionospheric 

effects are virtually removed for short inter-antenna distances. The remaining errors that 

affect the positioning accuracy come only from multipath, antenna phase centre variation and 

receiver noise. Of these, multipath is generally the dominant error source affecting attitude 

estimation accuracy (Cohen and Parkinson 1991). Much research has been done to mitigate 

the multipath errors in attitude determination, either by implementing new hardware 

technology or by estimating and removing low frequency multipath effect using a Kalman 

filter.  

 

In GPS attitude determination, as well as in any other application based on GPS navigation 

and positioning, the expected accuracy is also related to the satellite distribution in the sky. 

The determination of receiver position is essentially a resection problem. The estimation 

accuracy is directly related to the geometric distribution and the number of known points. 

Even though only three satellite observations are needed for the attitude determination (El-

Mowafy 1994), more observables and better satellite geometry lead to faster and more 

reliable ambiguity resolution and precise attitude estimation. 

 

In short, the performance of GPS attitude determination systems is a function of estimation 

algorithms, receiver firmware, satellite geometry, antenna phase centre stability and 

multipath mitigation ability. Previous research mainly focused on algorithm development for 

attitude determination, and high performance receivers and antennas were employed to build 
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up the attitude system. More recently, low-cost GPS sensors that can output sufficiently 

accurate time synchronized carrier phase measurements are available on the market. The 

employment of such receivers in GPS-based attitude determination is very promising since 

the overall cost of hardware declines to a very competitive level. Due to some features of 

low-cost sensors, the reliability and accuracy of attitude determination is degraded 

accordingly when such hardware is implemented in an attitude system.  Research work has to 

be done in developing cost-effective solutions for attitude determination using low-cost GPS 

receivers or other aiding sensors.   

1.2 Objectives 

The overall objective of this thesis is to investigate a low-cost solution for a GPS attitude 

determination system alone and with Dead Reckoning sensor aiding. The feasibility of using 

low-cost GPS sensors in the GPS standalone attitude system is explored. The factors that 

affect the attitude accuracy and reliability in a GPS attitude determination system are 

thoroughly investigated. The main attitude errors introduced by employing low-cost GPS 

receivers and antennas in attitude determination, such as multipath, antenna phase centre 

variation and the receiver noise are extensively discussed. The potential problems caused by 

receiver clock misalignment in double difference carrier phase observables and attitude 

estimation are discussed. Due to the limitations of a low-cost GPS-only attitude 

determination system in kinematic conditions, some reliability improvement methods, such 

as using higher data rate measurements, angular constraint checks and quality control 

systems based on innovation sequences, are implemented in the attitude determination 

algorithm to detect and further eliminate the erroneous antenna vector solutions from attitude 
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estimation. Another objective of this research is to develop a low-cost GPS/gyro integrated 

attitude determination system. By employing three low-cost rate gyros, the angular velocity 

of the platform can be monitored. The introduction of dynamic measurements can bridge 

attitude outputs during GPS outages and improve the reliability of ambiguity resolution and 

attitude estimation as well. The low-cost integrated system will be tested both in static and 

kinematic conditions in order to evaluate its performance improvement in reliability, 

accuracy and availability.  

1.3 Thesis Outline 

In Chapter 2, different coordinate frames, including earth-fixed, local level and body frames 

are defined and reviewed. The rotation matrix from one frame to another and attitude 

parameters are introduced. The concept of attitude determination using multiple GPS sensors 

is discussed. The On-The-Fly ambiguity resolution technique and the least squares attitude 

estimation method are discussed at length. 

 

In Chapter 3, the factors that affect the performance of GPS attitude determination are 

examined respectively. The number of satellites and their geometric distribution on the 

attitude estimation accuracy are studied. The impact of multipath and antenna phase centre 

variation on attitude estimates are investigated. The effect of antenna array configuration on 

attitude estimation accuracy is also examined in this chapter. 

 

Chapter 4 investigates the implementation of low-cost receivers for attitude determination. 

The low-cost CMC Allstar receivers and the corresponding OEM antennas are examined for 
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their feasibility in GPS attitude determination. Some static and kinematic test results are 

compared with the performance of high-end hardware in order to assess the advantages and 

limitations of using low-cost receivers for attitude determination. The impact of GPS 

measurement error sources, such as multipath, antenna phase centre variation and receiver 

noise on attitude estimation is examined in detail. There is also discussion of the effect of 

receiver clock misalignment when low-cost GPS sensors are involved.  

 

In Chapter 5, some reliability measures, namely high data rate measurements, angular 

constraint schemes and Kalman filter dynamic estimation, are tested in attitude determination 

software to improve overall reliability performance using low-cost GPS sensors. 

Mathematical models of those techniques and corresponding formulations are described. 

Both simulated and field test results are presented to show the advantages and limitations of 

those methods. 

 

In order to further improve the performance of the low-cost attitude determination system, 

piezoelectric vibration rate gyros are introduced into a GPS-based attitude determination 

system in Chapter 6. The advantages of employing rate gyros in GPS-based attitude 

determination system are discussed at length. Error sources of rate gyros are examined and 

evaluated. The methodology of integrating gyro measurements with GPS carrier phase data 

in the Kalman filter is given. System construction and test scenarios are described. Results of 

static tests are presented to indicate how the rate gyros can improve the noise level of attitude 

estimation and bridge attitude outputs during GPS outages. The kinematic test was done near 
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the University of Calgary. The accuracy and the reliability performance of the low-cost 

system are examined and compared with the results obtained from a high performance 

NovAtel BeelineTM system.  

 

Chapter 7 contains conclusions based on the above work and other work that need to be done 

in the future.   
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CHAPTER 2                                                                                        

GPS ATTITUDE DETERMINATION  

 

GPS attitude determination technology uses GPS sensors to determine the multi-antenna 

array in the local level frame and to derive the attitude parameters from the corresponding 

rotation matrix from the body to the local level frame. In this chapter, the concepts and 

definitions related to attitude, namely, coordinate systems, rotation matrix and attitude 

parameterization are reviewed. The attitude determination method, which includes ambiguity 

resolution and the attitude estimation, is also discussed.  

2.1   Coordinate frames 

Three different coordinate frames are commonly used in GPS attitude determination systems. 

GPS gives antenna coordinates in an Earth Centred Earth Fixed (ECEF) frame, namely 

WGS-84 frame. Such coordinates have to be transformed into the local level frame in order 

to derive the attitude parameters. The antenna array body frame should also be well-defined 

and precisely determined in order to achieve high accuracy attitude estimation. 

2.1.1 Earth-fixed frame 

The earth-fixed frame is a non-inertial frame fixed to the Earth. It rotates with respect to the 

inertial frame at a rate of 15 deg/hr. As shown in Figure 2.1, the origin of the earth-fixed 

frame is the centre of the Earth mass. The X-axis is located in the equatorial plane and points 

toward the Greenwich zero meridian. The Y-axis is also located in the equatorial plane and 
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90 degree east of the zero meridian.  The Z-axis coincides with the axis of rotation of the 

Earth. The most common of earth-fixed frame now in use is the WGS-84 coordinate frame, 

which is also used in GPS as the ECEF. 

 
Figure 2.1: Earth-fixed frame 

The WGS-84 is an earth-fixed global reference frame. The primary parameters given in 

Table 2.1 define the shape of the WGS-84 earth ellipsoid, its angular rate and Earth-mass 

which is included in the reference system.  

Table 2.1: Primary parameters of WGS-84 

PARAMETER WGS-84 
Semi-major axis 0.6378137 m 

Flattering 1/298.25722563 

Angular Velocity 510292115.7 −×  rad/s 

Geocentric gravitational constant 5.98600.3 km3/s2 

Normalized 2nd degree zonal harmonic 
coefficient of gravitational potential 

61016685.484 −×−  
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2.1.2 Local level frame 

The local level frame is a topocentric navigation frame and used as the reference to define the 

attitude of a mobile platform. Figure 2.2 depicts a local level frame with respect to the 

reference ellipsoid. The origin of the local level frame is selected as the phase centre of the 

primary antenna in the GPS attitude determination system. The Z-axis runs upward along the 

ellipsoidal normal. The X- and Y-axes are pointing towards ellipsoidal East and North 

respectively.  

 

The local level frame is very similar to the local geodetic frame. As with the local level 

frame, the local geodetic frame is also defined with respect to the ellipsoid; the definitions of 

X- and Y- axes are also the same as in the local level frame. However, the Z-axis in the local 

geodetic system points downwards from the ellipsoidal normal and the three axes form a left 

hand coordinate system.  

 
Figure 2.2: Local level frame 
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2.1.3 Body Frame 

The antenna body frame is always formed by the configuration of the antenna array of the 

GPS attitude determination system. The antenna coordinates in this frame are considered free 

of error since the orientation and origin of the body frame are arbitrarily defined. In this 

research, the origin of the body frame corresponds to the phase centre of the primary antenna. 

The Y-axis follows the baseline from the primary antenna to the first secondary antenna. 

With another secondary antenna, the XY-plane can be determined and the X-axis is 90 

degrees left of the Y-axis. The Z-axis, together with the other two axes, forms a right-hand 

Cartesian coordinate frame, as shown in Figure 2.3. If more than three antennas are involved 

in the system, the coordinates of other secondary antennas must be determined relatively to 

this user-defined body frame. Since the entire antenna array is considered a rigid body, the 

coordinates of the antennas in the body frame remain fixed during the dynamics of the 

platform in a single mission. The coordinates of the antenna array in the body frame can be 

obtained before the start of a mission by using a traditional surveying method or a GPS 

baseline determination method in static mode.   
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Figure 2.3: Body frame 

2.1.4 Coordinates transformation from WGS-84 to local level frame 

Using GPS receivers, the inter-antenna vectors are accurately estimated in the WGS-84 

frame. These coordinates have to be transformed into the local level frame in order to derive 

attitude parameters of the rotation matrix.   

 

The transformation between the local level frame and WGS-84 as explained by Wong (1979) 

is given: 
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Since both the local level frame and WGS-84 are orthogonal, the rotation matrix ( R ) should 

be an orthogonal matrix and has the following property: 

Tll
e

ll
e RR )()( 1 =−                                                                                                                     (2.2) 



 

 

14

 Then, the rotation matrix from the earth-fixed frame to the local level frame can be 

expressed as 
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2.2 Attitude parameterization 

The coordinate transformation from a three-dimensional Cartesian coordinate frame into 

another always involves three operations: scaling, rotation and translation. The mathematical 

expression of such conversion can be expressed as: 

b
aa

b
ab s 0rrRr +=                                                                                                                    (2.4) 

where ar  and br  are the coordinates of vector r  in different frames a and b 

    s   is the scale factor  

   b
aR  is the rotation matrix from coordinate frame a to another coordinate system b 

   b
a0r  is the position vector of the origin of coordinate frame a as expressed in the     

coordinate system b. 

 

In an attitude determination system, only the rotation is of interest since both the local level 

frame (coordinate frame a) and the body frame (coordinate frame b) share the same origin 

and scale factor. The rotation matrix b
llR  is a 3-by-3 matrix that consists of nine parameters 

and defines the relative orientation of the two coordinate systems. However, the elements of 

the rotation matrix are not all independent, and each of them is the cosine of angles between 
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corresponding axes in two coordinate systems. Such a rotation matrix is also called the 

direction cosine matrix or the attitude matrix and is considered to be the fundamental 

quantity that specifies the orientation of the platform. The main advantage of direction cosine 

matrix is its potential to improve computational load and speed. However, the many 

correlated attitude parameters make it difficult to describe the platform orientation in a direct 

and simple manner. In specific applications, some other parameterization schemes, such as 

Euler angles, quaternions, Euler Axis/Angle and Gibbs vector, are used for their own 

suitability (Wertz 1978).  

2.2.1 Euler Angles 

In the attitude matrix R , only three of nine elements are independent. The rotation of the 

body frame with respect to the local level frame consists of three successive rotations along 

the three axes. The three rotation angles around the axes are referred to as the Euler angles — 

yaw, pitch and roll. Yaw (ψ ) is defined as the rotation angle around the Z-axis counter-

clockwise when seen from the positive end of the axis. Another parameter to describe this 

angle is heading (azimuth). It has the same value as yaw, but is different in sign and is 

measured in a clockwise direction. Pitch (θ ) is the rotation around the X-axis in a counter-

clockwise direction, while the roll angle (ϕ ) is the rotation around the Y-axis in a counter-

clockwise direction. Using these three attitude parameters, any rotation matrix can be 

expressed as the matrix product of the three matrices for the individual rotation around the 

three axes. However, as any Euler angle refers to the orientation of the rotated body frame 

with respect to the local level in the current context, the changes of yaw (heading), pitch and 

roll depend on the rotation sequence around the three axes. In this research, the 3-1-2 rotation 



 

 

16

sequence is applied with the first rotation along with Z-axis, the second around X-axis and 

the third rotation around Y-axis. The overall rotation matrix can be expressed as follows: 
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The expressions for the three rotation angles in terms of the elements of the direction cosine 

matrix are 

)
)2,2(
)1,2(arcsin(

R
R−=ψ                                                                                                          (2.6a) 

))3,2(arcsin(R=θ                                                                                                               (2.6b) 

)
)3,3(
)3,1(arctan(

R
R−=ϕ                                                                                                           (2.6c) 

Using Equations 2.5 and 2.6, the three Euler angles can easily be obtained once the rotation 

matrix is known, or vice versa. Although they are not convenient for numerical 

computations, the Euler angle representation is often used for computer input and output 

because of its ease for visualization and simplicity to generate a rotation matrix. 

2.2.2 Quaternion 

Quaternions, also called Euler symmetric parameters, are another useful representation of 

attitude parameterization. Given two Cartesian coordinate systems, there is always an 

invariant axis e , along which the coordinates are the same in the two coordinate frames. It is 

possible to move one coordinate system into the other by the rotation around this axis with an 
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angle of α (Schleppe 1996). This representation of attitude can be given by four 

mathematical parameters which are defined by 



























=
















=



















=

2
cos

2
sin

2
sin

2
sin

2
cos

2
sin

3

2

1

4

3

2

1

α

α

α

α

α

α

e

e

e

q
q
q
q

e
q                                                                                         (2.7) 

where 1e , 2e , 3e  are the components of the unit direction vectors of the rotation axes.. 

However, these four parameters in quaternion representation are not all independent. In fact 

they satisfy the following constraint: 

12
4

2
3

2
2

2
1 =+++ qqqq                                                                                                            (2.8) 

Quaternion representation has another feature that changing all the signs of quaternion 

parameters simultaneously does not affect the parameterization of the attitude. 

qq −=                                                                                                                                   (2.9) 

Using the quaternion parameters, the direction cosine matrix is given as shown by Wertz 

(1978):  
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The quaternion parameters can also be expressed in terms of direction cosine matrix elements 

in different methods. One of the expressions given by Wertz (1978) is as follows: 
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Quaternions are much more compact than the direction cosine matrix, since only four 

parameters are needed. However, this parameterization scheme is not widely used in 

navigation systems with GPS mainly because they do not represent the physical qualities (El-

Mowafy 1994).  

 

Other kinds of attitude parameterization schemes are Euler Angle/Axis and the Gibbs vector. 

Due to instability at certain rotation angles, these two schemes are not generally used to 

parameterize attitude information. An extensive introduction to Euler Angle/Axis and Gibbs 

parameterization can be found in Wertz (1978) and El-Mowafy (1994). 

 

In this thesis, the Euler angle parameterization has been chosen because of its wide 

popularity and its clarity in physical interpretation in attitude determination using GPS 

sensors. Many attitude determination algorithms have been developed based on Euler angles 

in the last ten years (Lu 1994, Cohen 1992). This representation has been proven to work 

well in GPS attitude determination for terrestrial applications.  
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2.3 Basics of GPS attitude determination 

In the last twenty years, the Global Positioning System has been extensively investigated for 

many applications in geodesy, navigation and location. Using carrier phase measurements, 

GPS can achieve centimeter-level precision, provided that the initial integer ambiguity set is 

solved correctly. This level of accuracy allows for expansion into many other applications 

using GPS sensors, among which attitude determination using multiple closely space 

antennas has developed into an effective technology for many navigation missions.  In this 

section, the principle of attitude determination using GPS is described at length. Different 

observables from GPS receivers are reviewed. The double difference combination and 

ambiguity resolution are introduced. Attitude estimation from vector measurements using 

least squares is also covered.  

2.3.1 GPS observables 

Two main kinds of measurements are simultaneously available from the GPS signals. The 

pseudorange measurement is estimated from the C/A random noise code while the carrier 

phase measurement is derived from the carrier waves of L1 or L2. In the next two sections, 

these two GPS range observables and their error sources are discussed briefly. 

A. pseudorange  measurement 

The basic observation equation of the pseudorange measurement can be expressed as 

(Lachapelle et al 1992): 

)()()( noisemult
i

tropion
iii ppdTdtcdddp εερρ ααα ++−++++=                                       (2.12) 

where  ipα  is the pseudorange measurement from satellite i  to receiver α  in metres 
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            i
αρ  is the geometric range from satellite i  to receiver α  in metres 

     idρ   is the orbital error of satellite i  in metres 

     iond   is the ionospheric delay in metres 

     tropd   is the tropospheric delay in metres 

           idt   is the clock error of satellite i  in metres 

      αdT  is the clock error of receiver α  in metres 

          )( multpε  denotes the pseudorange multipath errors in metres 

          )( noisepε   represents the measurement error due to the receiver noise in metres 

In GPS navigation and position mode, the satellite-receiver geometric range i
αρ  is used to 

determine the receiver location. However, the pseudorange ipα  is contaminated by different 

errors sources that are shown in Equation 2.12. The satellite orbital error is the discrepancy 

between the estimated satellite coordinates and the truth. According to Jefferson and Bar-

Sever (2000), the magnitude of orbital error using the broadcast satellite ephemeris decreases 

to an average level of 4 m after Selective Availability (SA) was turned off. When GPS Radio 

Frequency (RF) signal travels through the atmosphere, the speed and the direction of the 

signal are affected by the ionized gases in the ionosphere and the nondispersive medium in 

the troposphere. The typical ionospheric error is around 5 metres at the zenith and it varies 

with satellite elevation and time of day (Skone 1999). The tropospheric error can be 

separated into two parts. The first part is the dry component which results from the dry 

troposphere and accounts for 90 % of the total error. The dry component is fairly stable and 

can be precisely estimated using certain measurements. As the second part, the wet 
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component varies with the temperature, pressure, humidity and satellite elevation.  The 

measurement error due to the tropospheric delay is on the order of 2-25 metres depending on 

the elevation angle (Spilker 1996). Multipath is the phenomenon whereby a signal is 

reflected or diffracted from various objects and arrives at the receiver via multiple paths 

(Braasch and Van Graas, 1991). Multipath error in the pseudorange measurement is highly 

dependent on the conditions around the GPS antenna and on the type of GPS sensor (both 

receiver and antenna) that are used. The typical level of C/A code multipath error is about 3 

m (Olynik 2002). Receiver noise includes the thermal noise caused by the electronic 

component in GPS receivers and the dynamics experienced by the receiver. The empirical 

level of measurement error due to receiver noise is less than 0.5 metres (Parkinson 1996).  

B. Carrier phase measurement 

The carrier phase measurement is much more precise than the pseudorange measurement. Its 

mathematical expression can be given as follows 

)()()()( antmultrxtropion
iiii ddNdTdtcd Φ+Φ+Φ++−+−++=Φ εεελρρ αεααα             (2.13)          

where  i
αΦ  is the carrier phase measurement from satellite i  to receiver α  in metres 

      iNα   is the carrier phase integer ambiguity 

           λ  is the wavelength of carrier in metres 

     )( noiseΦε  is the carrier phase measurement error due to the receiver noise in metres 

     )( multΦε  is the carrier phase multipath error in metres 

    )( antΦε  is the antenna phase centre variation in metres  
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Since a GPS receiver can only measure the factional carrier phase and count the integer 

cycles after tracking, the initial integer cycle ( N ) of the carrier remains unknown in the 

above equation. In order to accurately determine the satellite-receiver range, the ambiguous 

integer cycle of the carrier has to be solved. In the carrier phase measurement, a phase 

advance instead of group delay occurs when the GPS signal travels through the ionosphere 

and therefore the ionospheric error has a negative sign. The carrier phase measurement error 

due to receiver noise is usually less than 1 % of the wavelength (Misra and Enge 2001). The 

carrier phase multipath error is always within one quarter of the wavelength, approximately 5 

cm for L1 and 6 cm for L2 (Ray 2000). The typical level of this error source on carrier phase 

measurement is about 0.5 cm. The antenna phase centre variation is the deviation of true 

phase centre location with respect to the nominal physical point on the antenna. GPS antenna 

phase centres may experience 1-2 cm variation in normal cases (Hofmann-Wellenhof et al 

2001). 

C. Observation Combination  

One way to effectively eliminate or reduce the error sources in the observation equations is to 

employ linear differencing combinations. Using single differencing between two receivers 

with respect to a common satellite, the satellite clock error can be cancelled out. However, 

double differencing between two satellites can entirely eliminate the clock errors both of the 

satellites and receivers.   

 

The single differencing linear combination equations for carrier phase measurements are 

given in the following form: 
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where )(∆Φε  represents the overall measurement errors due to receiver noise, multipath and 

antenna phase centre variation after single differencing. 

  

Similarly, double difference carrier phase observations can be expressed as : 

)( ∆Φ∇+∆∇+∆∇−∆∇+∆∇+∆∇=∆Φ∇ ελρρ
αβαβαβαβαβαβ

ij
trop
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In the double difference combination, both the satellite clock and receiver clock error have 

been cancelled out from the equation. For attitude determination, as the distance between the 

antenna pair is usually within 20 metres, the atmospheric effects and the orbital error ( ρd ) 

on the signals from the same satellite are almost identical on the carrier phase measurements 

of the two antennas. Therefore, after single or double differencing, either the phase advance 

( iond ) due to the ionosphere effect or the group delay ( tropd ) caused by the troposphere is 

virtually eliminated from the observation combination. The above two equations can be 

written concisely as follows: 

)(∆Φ+∆+∆−∆=∆Φ ελρ αβαβαβαβ
iii NdTc                                                                        (2.16)                         

)( ∆Φ∇+∆∇+∆∇=∆Φ∇ ελρ αβαβαβ
ijijij N                                                                             (2.17) 

In attitude determination, both single difference and double difference combinations can be 

used as observables to estimate the antenna vectors in the navigation frame. In some 

multiple-receiver attitude determination systems, an external oscillator is employed to 

replace local clocks in the receivers. In this circumstance, the single difference combination 

is advantageous, since the noise level in this linear combination is smaller than in double 
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differencing. In the case that the attitude system is built up of non-dedicated GPS sensors 

without common oscillators, the double difference observables are preferable in that not only 

the receiver clock offset but also the line bias attributable to the different antenna cable 

lengths can be eliminated from the observation equations. In this research, as low-cost non-

dedicated GPS receivers are investigated for attitude determination, double difference carrier 

phase combinations are used as observables to determine inter-antenna vectors in the local 

level frame.  

2.3.2 Attitude determination using GPS 

The utilization of differenced carrier phase measurements for three-dimensional attitude 

estimation has been discussed over the past decade (Cohen 1992, Lu 1994). The basic 

principle of attitude determination from GPS measurements follows previous work to 

determine spacecraft attitude using vector observations (Wahba 1965). This kind of 

technology has been extensively exploited by Shuster and Oh (1981) and by Markley (1993) 

for spacecraft attitude control. Using the double difference carrier phase measurements from 

GPS, the coordinates of inter-antenna vectors (baseline) are first determined in the earth-

fixed WGS-84 frame. After coordinate transformation from the earth-fixed frame into the 

local level frame, the orientation of the body frame with respect to the local level can be 

estimated using vector observations in both coordinate systems. The general equation for 

attitude determination is: 
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where 

x , y , z  represent the components of the inter-antenna vector in the specific Cartesian 

coordinate and the superscripts ll  and b  stand for the local level frame and body frame 

respectively 

 

In Equation 2.18, the antenna coordinates in the body frame are known a priori and the inter-

antenna vectors in the local level frame are determined by the GPS carrier phase 

measurements. The only unknowns here are the three attitude parameters in the rotation 

matrix R  from the local level frame to the body. When the inter-antenna vector solutions are 

considered as the quasi-observables, the Euler angles can be determined using some 

estimation methods.  

 

In land and marine attitude determination application, heading is more commonly used than 

yaw. Substituting heading to yaw by changing the sign of the yaw angle, the corresponding 

rotation matrix is given as follows: 
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As any Cartesian coordinate frame can be built up by at least two non-colinear vectors, at 

least three GPS antennas have to be involved to derive the three-dimensional attitude 

parameters. Therefore there are at least six observables (three quasi-observables per vector X 

2 vectors) in Equation 2.18. Three of them are redundant, since only three attitude parameters 

remain unknown at a single epoch. To make full use of all the observables and achieve 
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optimal estimates of those parameters, some estimation methods, namely least squares or 

Kalman filtering, are employed in the attitude estimation phase.  

 

As shown in Equation 2.18, the inter-antenna vector components in the local level frame 

have to be precisely determined in order to derive accurate attitude parameters.  Carrier phase 

measurements from GPS are by far the best measurements that can be used to estimate the 

antenna vectors, due to their cm-level positioning accuracy. However, the employment of 

carrier phase measurements inevitably brings forward another critical issue: the initial integer 

carrier phase cycles are still ambiguous and must be correctly determined.  

2.3.3 Ambiguity resolution 

As the most challenging part in GPS attitude determination, the techniques to resolve the 

integer carrier ambiguities have been intensively explored in the past ten years.  The process 

to determine the correct integer ambiguity is conventionally called ambiguity resolution in 

GPS applications. Basically there are two different methods to estimate the carrier phase 

ambiguities for the inter-antenna vectors: motion-based ambiguity resolution (Cohen 1996) 

and vector-based ambiguity resolution (Lu 1994, Euler and Hill 1995). In this research, 

vector-based ambiguity resolution has been used since this method is independent of 

platform dynamics and suits both static and kinematic geomatic applications.  

 

Vector-based ambiguity resolution was originally developed for rapid static or kinematic 

differential carrier phase positioning and allows for instantaneous ambiguity determination. 

In GPS attitude determination, the ambiguity resolution process should have the following 
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properties. The whole ambiguity search process should not involve too much computational 

load so that it can be completed within the data update interval; only the true ambiguity 

should be sorted out; the incorrect ambiguities should never be selected. In the real world, 

some of the criteria conflict between each other and compromises have to be made. In 

attitude determination, a desired ambiguity search method should have high computational 

efficiency and can be completed in a single measurement epoch and the correct ambiguity 

should be identified in normal circumstances. In cases where the wrong ambiguities have 

been selected, some quality control process should detect and identify the erroneous 

ambiguities.  

 

For ambiguity resolution in attitude determination, the following three steps are always 

included: defining the ambiguity search region, forming the ambiguity combinations and 

distinguishing the correct ambiguity set.  In a GPS attitude determination system, the 

multiple GPS antennas are closely spaced and the locations of the antennas are fixed with 

respect to each other during motion. Consequently the relative geometry of the antenna array 

can be determined using conventional surveying methods once the GPS attitude 

determination system has been set up. This can be used as prior information and redundant 

constraints to better determine the carrier phase integer cycles in ambiguity resolution. 

 

A desired ambiguity research region should include the true ambiguity combination and have 

a small volume to save computation time. In GPS attitude determination, different kinds of 

search volumes, such as a sphere, a cube and an ellipsoid, can be defined based on specific 
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applications. In general, due to the known inter-antenna distances and the lack of attitude 

information, the sphere search region with the origin at the primary antenna is widely used to 

define the search space. With the radius of inter-antenna distance known, the potential 

location of secondary antennas should fall on the shell of this sphere.  

 

Once the ambiguity search volume has been defined, the second step is to determine all the 

potential ambiguity sets that fall in the search zone. In a GPS attitude determination system, a 

modified Least Squares Ambiguity Search Technique (LSAST) introduced by Hatch (1991) 

was used for its computational efficiency. In this method, all the ambiguity combinations are 

formed using a set of three primary double differences at the same epoch, since only four 

satellite observations are needed to estimate a single inter-antenna vector. Using primary 

observations can significantly speed up computation and improve the efficiency in that most 

false candidate combinations can be quickly eliminated after checking the estimated antenna 

vector length with the known one and only a few of candidate ambiguity sets pass through 

this first length check. The double difference ambiguities for the remaining satellites can be 

directly calculated afterwards, as the antenna vector has been determined from the primary 

satellite measurements. The criteria to select the four primary satellites rely on the satellite 

distribution and the corresponding carrier phase measurement qualities. Herein, the four 

satellites that form the best PDOP have been selected in this case as the primary satellites in 

order to achieve optimal estimation of the antenna vector.  
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The most critical problem of ambiguity resolution is how to isolate the correct double 

difference ambiguity set from many potential combinations. In order to make sure only the 

correct ambiguity set is determined, different distinguishing tests based on antenna array 

constraints and the statistical properties of the true ambiguity set are used in this phase. The 

full geometry constraints, namely vector lengths and the angles between the antenna vectors, 

have been exploited by Euler and Hill (1995). The estimated inter-antenna distances from the 

true ambiguity set should be consistent with the known ones within a certain tolerance to 

cover carrier phase measurement errors. Once and if at least two antenna vectors have been 

determined using the candidate ambiguity set, the estimated vector angle can be checked with 

the known one to verify the ambiguity result. Another type of distinguishing test utilizes 

statistical properties to detect the true double ambiguity combinations. According to Hatch 

(1991), the sum of squares of double difference carrier phase residuals should be minimum 

for the correct ambiguity set and relatively smaller than the same quantity from the incorrect 

ambiguity sets. A ratio test recommended by Lu (1994) is also commonly used. It is pointed 

out that only when the ratio of the second smallest quadratic form of residuals to the smallest 

one is larger than the predefined threshold, the potential ambiguity with the smallest 

quadratic form should be selected as the correct ambiguity set.  

2.3.4 Cycle slip detection 

Once the correct ambiguity set has been solved, it can be fixed and used permanently before 

cycle slip occurrence. A cycle slip is a sudden integer number of cycles jump in the carrier 

phase observable, caused by the loss of lock in the receiver phase lock loops (Leick 1995). It 

may be due to internal receiver tracking problems or an interruption in the ability of the 



 

 

30

antenna to receive the satellite signals (Seeber, 1993). Once a cycle slip occurs, it has to be 

detected instantaneously, since the previous ambiguity is no longer valid. Therefore, a cycle 

slip detection process must be implemented in any carrier phase based positioning and 

navigation method.  

 

In a GPS attitude determination system, several methods can be used to detect or further 

correct cycle slips, which include the phase prediction method, the residual check, the Chi-

square test and the length constraint test. The methodology to detect cycle slips using phase 

rate is as follows: 

tkk
kk ∆

Φ+Φ
+Φ=Φ −

− 2
ˆ 1

1

&&
                                                                                                     (2.20) 

where 

 kΦ̂   is the predicted phase measurement at tk (cycles),  

 1−Φ k  is the phase measurement at tk-1 (cycles), 

 kΦ&  is the phase rate measurement, Doppler, at tk (cycles/s), 

 1−Φ k
&  is the phase rate measurement, Doppler, at tk-1 (cycles/s), and 

 t∆  is the time difference between measurements (s). 

The predicted phase at epoch k is then compared to the measured phase as follows: 

tkk ∆⋅<Φ−Φ τˆ                                                                                                                 (2.21) 

where τ  is the tolerance criterion for the cycle slip detection capability and is a function of 

data rate, phase rate accuracy and the dynamics of platform.  Using the phase prediction 

method, large cycle slip occurrences can be identified. 
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The residual check and the Chi-square test are based on the assumption that double 

difference carrier phase residuals have noise-like behaviour and the magnitude should always 

be within certain limits provided that the ambiguities are correctly solved. In the case of 

cycle slip occurrence, the residuals should grow dramatically and the sum of their squares 

does not follow a Chi-square distribution any more. Therefore, using a threshold to check 

residuals and giving a certain confidence region for the Chi-square distribution, cycle slips 

can be detected with these two methods. The limitation of the above methods is their inability 

to identify the satellite on which the cycle slip occurs. 

 

When a cycle slip occurs, the solved inter-antenna distance will also jump from the true 

value. Therefore the computed inter-antenna length can be checked with the known distance 

to detect the cycle slip within a certain tolerance ( Lδ ) to absorb measurement errors in the 

carrier phase.  The length check for cycle slip detection can be expressed as: 

LLL knownest δ<−                                                                                                                (2.22) 

2.4 HeadRT+TM Algorithm 

In this research, an open-architecture attitude determination software developed by the  

Department of Geomatics Engineering at the University of Calgary (Hoyle et al 2002), 

namely HeadRT+TM, has been used as the base for algorithm development and testing. All 

the methodologies discussed in this research work are implemented and realized in this 

software to assess the performance.  
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HeadRT+TM uses double difference carrier phase measurements to determine inter-antenna 

vectors, and can estimate the attitude parameters for an attitude system with at least two 

antennas. The ambiguity resolution in HeadRT+TM, which is based on Hatch’s LSAST 

algorithm, is shown in Figure 2.4. The entire search region of the double difference 

ambiguities is the sphere with the radius of known inter-antenna distance. After forming all 

double difference ambiguity combinations for four primary satellites, one coarse length 

check with a tolerance of 20 cm is conducted to reduce the number of candidate ambiguity 

sets. Then the ambiguities for the secondary satellites are calculated from the approximate 

vector solutions. After that a fine test is implemented to validate those ambiguity sets that 

satisfy the following two criteria: The inter-antenna distance for the correct ambiguity should 

be consistent with the known one with a tolerance of 5 cm; and the quadratic form of 

adjusted residuals should pass the Chi-squared test with a confidence level of 75 percent. If 

only one ambiguity combination passes the fine test, it will be identified as the correct one. In 

the case that at least two ambiguity sets get through the test, a ratio test is carried out to make 

sure that the quadratic form of residuals for the correct ambiguity set is significantly smaller 

than that of the wrong ones. The ambiguity fixing ratio threshold in this ratio test is normally 

selected as 2-3 in practice (Lachapelle et al 1993). The selected ambiguity combination is not 

used to solve the inter-antenna vector solution until it is verified by carrier phase 

measurements in the following epochs. The time to confirm the selected ambiguity set is 

dependent on the quality of carrier phase measurements and the variation of satellite 

geometry. In HeadRT+TM, a user-input parameter, namely Minimum Time to Fix Ambiguity 

(MTTFA), is used to specify the time to double check the selected ambiguity.  
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Figure 2.4: Ambiguity resolution in HeadRT+TM 

After fixing double difference ambiguities, the inter-antenna vector solutions are estimated 

from GPS carrier phase measurements until cycle slips are detected. The cycle slip detection 

methods used in HeadRT+TM include the phase prediction method, the inter-antenna length 

check, the Chi-squared test and the residuals test. Two kinds of criteria are used in the 

residual test to identify cycle slip occurrences. The first one is to check whether a single DD 

carrier phase residual is too large and exceeds the pre-determined tolerance. In the case when 

the small cycle slip occurs and the carrier phase error is absorbed by residuals of other 

satellite observables, a group test of three DD residuals is implemented. The two thresholds 

selected here are 5 cm for the single residual check and 3 cm for the group residual check to 

tolerate multipath and antenna phase centre variations.  



 

 

34

 

If at least two inter-antenna vectors have been solved by GPS measurements, the three 

attitude parameters in the rotation matrix are estimated from vector components using an 

least squares method. If only one vector solution is available, only the heading and pitch can 

be computed. After outputting the attitude parameters both on the screen and into the specific 

file, the software moves to the next epoch. Currently, no dynamic constraints of the platform 

are implemented in the filtering process, which allows an epoch-by-epoch assessment of 

attitude estimation under any dynamics.  
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CHAPTER 3                                                                                         

PERFORMANCE OF GPS ATTITUDE DETERMINATION 

 

 

In this chapter, the factors that affect GPS attitude determination performance are explored.  

The impact of carrier phase measurement errors, such as multipath, antenna phase centre 

variation and receiver noise, are extensively examined. In addition, the impact of visible 

satellite distribution and antenna array configuration on the performance of attitude 

determination are investigated.  

3.1  Measurement errors 

As mentioned in Chapter Two, using the differential technique, most carrier phase 

measurement errors, namely ionospheric and tropopheric errors along with clock errors are 

virtually cancelled out due to short inter-antenna distances in GPS attitude determination. 

The remaining measurement errors that affect the performance of attitude determination are 

multipath, antenna phase centre variations and receiver noise.  

3.1.1 Multipath 

According to Cohen (1992), multipath is the most significant error source limiting the 

accuracy of GPS-based attitude determination. Multipath is the phenomenon whereby a 

signal arrives at a receiver via multiple paths attributable to reflection and diffraction 

(Braasch 1996). Reflection occurs when an electromagnetic wave hits the surface of an 

object. Reflected signals have two components depending on the roughness of the reflection 
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plane: if the surface is smooth, specular reflection occurs and the reflected wave is more 

deterministic; in the case of a rough surface, the diffusion of reflected signal happens. The 

roughness of the surface is quantified by the Rayleigh criterion (Ray 2000). Diffraction, on 

the other hand, occurs when an electromagnetic wave hits the edge of an object or a curved 

surface-like cylinder. Multipath affects both the code and carrier phase measurements in a 

GPS receiver. Code multipath can cause a range error as large as 150 m when using the wide 

correlator but is typically of the order of several metres in normal conditions. In recent years, 

many technologies have been developed to successfully mitigate or calibrate code multipath, 

such as MEDLL (Townsend 1995), Narrow Correlator (Dierendonck et al 1992), TrEC 

(Phelts and Enge 2000) and carrier-code smooth methods.  

 

Carrier phase multipath, however, is much more difficult to isolate. A lot of research has 

been done to characterize and model carrier phase multipath in the past twenty years and 

some of the results can be found in the literature, e.g. Georgiadou and Kleusberg (1988), Ray 

(2000) and Braasch (1996).  

 

According to discussions in the literatures, the receiver-generated signal correlated with the 

input signal in the in-phase and quadrature-arm for the prompt correlator in the ideal case can 

be given as follows: 

)ˆcos()ˆ(
2

)()( 0000 γγττ −−≈= RAtstsIP IPi                                                                         (3.1) 

)ˆsin()ˆ(
2

)()( 0000 γγττ −−≈= RAtstsQP QPi                                                                       (3.2) 
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where  

    A  is the satellite signal amplitude 

    0τ  is the satellite signal code delay (s) 

     0r   is the satellite signal carrier phase (rad) 

     0τ̂ , 0γ̂  are the estimates of the above two items 

      ()R  is the correlation function 

                                                  

In order to achieve the best positioning accuracy, the estimated values for the code delay 0τ̂  

and the carrier phase 0γ̂  should be as close as possible to the corresponding true values. Such 

estimations are respectively done in the different tracking loops, namely the Delay Lock 

Loop (DLL), the Frequency Lock Loop (FLL) and the Phase Lock Loop (PLL). Extensive 

description of those loops can be found in the literature, such as Parkinson and Enge (1996) 

and Ray (2000). 

 

With the existence of multipath, the actual incoming signal at the receiver part is the 

composite of a direct signal and (more than) one reflected signals. So the received signal in 

the in-phase and quadrature-arm for the prompt correlator can be expressed as: 

∑ −−=
n

ciici RAIP
0

)ˆcos()ˆ(
2

γγττα                                                                                     (3.3) 

∑ −−=
n

ciici RAQP
0

)ˆsin()ˆ(
2

γγττα                                                                                    (3.4) 

where  



 

 

38

cγ̂  is the receiver estimate of the incoming signal phase delay 

cτ̂  is the receiver estimate of the incoming signal code delay 

The iα  in the above equations represent the direct and reflected signal attenuation 

coefficients. For the direct signal, the corresponding coefficient 0α  is equal to one.  

 

As mentioned above, the receiver estimated phase is determined from a Phase Lock Loop, 

such as the Costas loop. In the ideal case, the incoming carrier is the direct carrier from the 

satellite and the locally generated carrier can lock on it very accurately. When, however, the 

incoming signal carrier is contaminated by reflected signals, the locally generated carrier 

locks onto the composite carrier phase instead of onto the direct one. The difference between 

the composite carrier phase and the direct carrier phase is the phase measurement error 

generated by the multipath.  

 

In much of previous research, it is assumed that there is only one dominant reflected signal 

carrier that contaminates the incoming signal. The numerical discrimination function in PLL 

can be expressed as: 

)
)ˆcos()ˆ()ˆcos()ˆ(
)ˆsin()ˆ()ˆsin()ˆ(

arctan()/arctan(
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11100
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==            (3.5) 

In order to obtain the best estimate, rD  should be minimized in the carrier phase tracking 

loop.  Assuming 0τ  and 0γ  to be zero and defining 0ˆ γγ −=∆Ψ c , Equation 3.5 can be 

transformed into the following expression: 
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Since ∆Ψ  is the difference between the estimated incoming composite signal carrier phase 

and the direct carrier phase, it actually represents the phase measurement error caused by the 

multipath. It can be seen that the magnitude of the multipath carrier phase error is a function 

of the ratio of the direct signal power to the main reflected one, the path delay and the phase 

of the reflected signal. Stronger reflected signal power leads to a larger multipath error. The 

larger the multipath delay is, the smaller the correlation value, and so the phase multipath 

error is reduced. This conclusion indicates that in order to mitigate multipath error, the 

antenna should be placed far away from potential reflectors. The maximum multipath carrier 

phase error is one quarter of carrier phase wavelength, since the ∆Ψ  can only reach 2/π  in 

radian. The carrier phase multipath error becomes greatest when the reflected signal is 

perpendicular to the composite one. For the L1 carrier, the maximum multipath carrier phase 

error is limited to about 4.8 cm, while for the L2 carrier, the maximum phase multipath error 

can reach 6.1 cm.   

  

In static mode, the receiver antenna is stationary and the environment is unchanged, therefore 

the multipath error varies due to satellite dynamics. The relatively slow change of satellite 

position leads to low-frequency variation of the carrier phase multipath errors. This property 

also explains the day-to-day repeatability of the carrier phase multipath error. As is known, 

the GPS satellite constellation has a period of one sidereal day (23 hours 56 minutes 04 

seconds), and multipath errors (in both code and carrier phase measurements) therefore 

repeat after a sidereal day.  
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In order to show the effect of carrier phase multipath on attitude estimation, a static bi-

antenna attitude test was carried out on June 17th and 18th, 2002 on the roof of the 

Engineering Building, which can be considered a high multipath environment. Two antennas 

were mounted rigidly on a metal bar with a separation of 0.92 m. The GPS antennas 

remained static during the test and the attitude parameters are constant from epoch to epoch. 

Therefore, it is possible to investigate the multipath effect on the attitude parameters. As 

mentioned above, satellite geometry repeats day to day and the multipath is closely related to 

the satellite motion and should have the same periodic repeatability in static mode. Since this 

research mainly focuses on low-cost solutions for attitude determination, two CMC Allstar 

receivers were used to collect the raw measurement data. The detailed information of these 

receivers will be described in the next chapter. The antennas used were NovAtel 501 

antennas, which have very good antenna phase centre stability and a high gain at low 

elevation. Therefore, the antenna phase centre variations can be negligible in this test 

compared with the multipath effect. 

 

Figure 3.1 shows the heading and pitch from epoch to epoch during the same time on two 

consecutive days. Most of the time, there were eight satellites visible in the sky. The blue 

lines show the estimated attitude parameters on the first day, which is intentionally offset by 

two degrees for clear comparison. The green lines illustrate the corresponding estimates on 

the second day. Clearly, the variations of the attitude parameters for the two days are quite 

similar. The computed standard deviations of heading and pitch for the first day are 15.5 and 
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29.5 arc minutes. For the second day, the standard deviations are 15.2 and 30.2 arc minutes. 

As the satellite geometry has little impact on low frequency variations in attitude estimation 

compared with multipath (as will be discussed in next chapter), the repeating patterns of 

attitude parameter variation stem mainly from the repetition of carrier phase multipath. The 

red lines in the plots indicate the differences of heading and pitch on the consecutive days. 

The differences in heading and pitch have zero means and an almost white noise behavior, 

which indicates that the effects of carrier phase multipath on the attitude estimates are almost 

identical and successfully cancel out after differencing. The poorer agreement in pitch 

estimates in the repeatability test is due to the poorer estimation in vertical direction due to 

geometry limitations.  

 
Figure 3.1: Attitude results in day-to-day test 

In GPS-based attitude determination, the multipath error should be mitigated to as low a level 

as possible. The simplest approach to reducing the carrier phase multipath is to carefully  

select the location of antennas. It is always recommended that the GPS antennas be located 
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where there is no strong reflector nearby and no GPS signal shading or blockage exists. The 

use of the choke rings  or ground plane antennas can reduce the multipath effect and improve 

the carrier phase measurement by about 30% (Lachapelle et al 1992).  Good polarization 

discrimination and proper antenna gain pattern in high performance antennas can also 

effectively attenuate mulatipath effects (Braasch 1996). A direct GPS signal is right-hand 

circularly polarized electromagnetic wave and a single reflection leads to the signal 

polarization into the left-hand. Using the polarization discrimination technique, the antenna 

can largely reject the reflected left-hand circular polarized signal. Since GPS signals from 

low elevations are more susceptible to multipath, the rejection of GPS signals from near or 

below the horizon using a ground plane or well-shaped gain pattern, can also mitigate the 

carrier phase multipath errors.  

 

Another scheme to mitigate carrier phase multipath errors is to estimate or model the 

multipath errors by using a filter. Ray (2000) used multiple closely-spaced antennas to 

calculate the parameters in a multipath model and further estimate carrier phase multipath 

errors. This approach was successfully implemented in static GPS attitude determination 

(Cannon et al 2000). The RMS of attitude estimates improved 47% after estimating the 

carrier phase multipath using six antennas with baseline lengths of 8-14 cm. However, the 

additional hardware cost and the fact that this technique is valid only in static mode limit its 

general application to attitude determination. Another approach to mitigate carrier phase 

multipath error in attitude estimation relies on optimal filters. Most filters estimate three 

angular rates around the attitude axes as well as three Euler angles so as to model the 
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platform dynamics. Then, an adaptive algorithm is applied to filter out variable multipath 

errors in carrier phase measurements (Campana and Marradi 1999, Bernelli-Zazzera and 

Campana 1999). This method is often used in spacecraft attitude determination, as 

predictable platform dynamics and repeatable multipath environment are obtainable. This 

method can not however be applied to most land and marine cases. 

3.1.2 Antenna phase centre variations 

When tracking RF signals from GPS satellites, the receiver can calculate the range between 

the satellite and the phase centre of the antenna, and then determine the coordinate of this 

phase centre in the WGS-84 frame. Conventionally, the GPS antenna phase centre is 

supposed to be a physical point, such as the geometric centre of the antenna. However, this is 

not in fact the case as the phase centre will change with the direction of incoming signals.  

This means that every signal with a different elevation and azimuth may result in a different 

antenna phase centre. The neglection of this phase centre variation may lead to a baseline 

error between millimetres and centimetres and it can reach up to 10 cm in vertical direction 

(Mader 1998).  Due to the high accuracy required for GPS-based attitude determination, 

antenna phase centre variations should be taken into account when examining error sources 

and their impact on estimated attitude parameters. 

 

The investigation of antenna phase centre variations is quite complicated. As the actual phase 

centre variation is related to the direction of satellite signals and has repeatability according 

to the satellite constellation, it is very difficult to isolate antenna phase centre variations from 

carrier phase multipath errors. Multipath errors should be mostly mitigated or removed from 
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the carrier phase measurement before exploring possible antenna phase centre variations. 

Furthermore, the actual phase centre is also a function of antenna type and design. Different 

antennas have different actual phase centres even for the same GPS signal. In precise GPS 

positioning, the most common approach is relative field calibration (Mader 1998), which 

means that the antenna phase centre variation results are relative to the reference one.  A 

choke ring or ground plane is used on both antennas in order to mitigate the carrier phase 

multipath. An external oscillator is used as a frequency standard for both of the receivers. 

Since the two antennas are closely spaced, the atmospheric and satellite errors are cancelled 

out after single differencing of carrier phase measurements. The line bias is ignored when 

using the same cable type with same lengths at both receivers. The remaining measurement 

errors are only the relative antenna phase centre variations and the random receiver noise. 

After filtering the white thermal noise, the low frequency antenna phase centre variations can 

be easily obtained. Another method is the use of absolute real-time field calibration using a 

rotor (Schmitz et al 2002). It is assumed that during continuous measurement epochs, the 

multipath errors are identical. When the GPS antenna rotates with a rotor, only the antenna 

phase centre variation varies with time. After differencing carrier phase measurements in 

time, the antenna phase centre variation can be accurately estimated.  

 

The antenna phase centre variations are dependent on the antenna type and internal design. 

The actual phase centre variations of two different antennas in a common type should be 

quite similar for this reason assuming a good construction quality. In GPS attitude 

determination, different types of GPS antennas are not usually used in the single attitude 
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system. The simplest approach to reducing the antenna phase centre variation effects might 

be to orient all the antennas in the same way if the non-isotropic effects reproduce from one 

unit to another. After carrier phase differencing, the impact of antenna phase centre errors 

can be significantly reduced from the carrier phase measurement in such a case.  

3.1.3 Receiver noise 

Carrier phase receiver noise represents the measurement error in the phase tracking loops of a 

GPS receiver. It consists of PLL thermal noise, vibration induced oscillator jitter, Allan 

deviation induced oscillator jitter and dynamic stress (Ray 2002). As all of these errors are 

caused by the receiver hardware or algorithms and have a white noise behavior, they are 

conventionally called receiver noise in general. The empirical equation of the carrier phase 

tracking error budget can be expressed as (Raquet 2001) 

οθθσσσ 15
3

222 ≤+++= e
AvtPLL                                                                                       (3.7) 

where 

       PLLσ  is the standard deviation of PLL tracking error 

tσ  is the one sigma error due to thermal noise  

vσ  is the one sigma error due to vibration 

       Aθ  is the error due to the Allan deviation 

eθ   is the dynamic stress error  
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The thermal noise is a function of predetection integration time (T ), the carrier loop noise 

bandwidth ( nB ) and the carrier to noise density ratio ( 0/ NC ). The thermal noise error in 

PLL can be represented as (Ray 2002).  
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Note that higher carrier to noise ratio reduces thermal noise error. As the 0/ NC  increases 

with the satellite elevation, the carrier phase measurement from a low elevation angle 

satellite is noisier than that from a high elevation angle satellite. Sometimes, the PLL thermal 

noise is treated as the only source of carrier phase tracking error, as the other sources of PLL 

jitter are transient and negligible (Raquet, 2001). 

 

Addition to thermal noise, the vibration of the receiver oscillator introduces phase noise in 

the PLLs. The magnitude of this phase noise is proportional to the intensity of the vibration. 

In some severe environments, it is recommended that the receiver clock be mounted with 

vibration isolators. The Allan deviation induced phase error is inversely proportional to the 

bandwidth of the carrier loop noise bandwidth and is important for narrowband PLLs.  This 

phase noise becomes the dominant source when the short-term stability of the oscillator is 

very poor. Carrier tracking errors due to the dynamics may be caused by real dynamics or 

dynamic stress due to the local oscillator. PLLs are more vulnerable to dynamic stress 

compared to code tracking loop; in the same dynamics, the change of loop bandwidth in the 

PLL is much larger than that in the code tracking loop.  
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After analyzing the different phase noise in the carrier tracking loops, it is found that receiver 

noise is closely correlated with receiver dynamics. If the GPS receiver is stationary, a very 

narrow carrier loop bandwidth is used in the PLL and there is no vibration and dynamics 

stress, the overall receiver noise is fairly low. When the receiver dynamics is high, the carrier 

tracking loop bandwidth automatically increases according to the dynamics, which 

eventually leads to large thermal noise. Together with the oscillator vibration and intensive 

dynamic stress, the phase noise becomes higher. The carrier phase noise level in static mode 

is less than 1 mm (Raquet 1998) but this value can reach several millimetres in high 

dynamics (Axelrad and Ward 1994).  

3.2 Operational factors 

Besides GPS measurement errors in the carrier phase observables, there are also some 

operational features that affect attitude estimation accuracy. These factors are the number of 

satellites, their geometry, inter-antenna distance and antenna array configuration. The above-

mentioned factors are discussed below. 

3.2.1 Impact of satellite number and geometry 

In any GPS application, the number and distribution of observed satellites affect the accuracy 

of the solution. Each range measurement to a GPS satellite is treated as an observation when 

computing the coordinates of the antenna. An additional satellite observation increases the 

measurement redundancy by one. The addition of good observations inevitably improves the 

accuracy of GPS positioning since the accuracy level of unknown estimates can be increased 

with an increase in the number of good measurements. Meanwhile, the relative locations of 
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GPS satellites also affect the performance of GPS (Parkinson and Enge 1996). The satellite 

geometry is measured through the Dilution of Precision (DOP). By multiplying the standard 

deviation of carrier phase measurements with the DOP value, the estimation accuracy from 

GPS can be obtained. In GPS attitude determination, there are several types of DOPs to 

specify the estimated accuracy of attitude parameters. Hayward et al (1997) and Gomez 

(2000) used ADOP (Attitude Dilution of Precision) to define the solution accuracy using the 

direct attitude estimation method. When attitude parameters are estimated from vector 

observations using GPS, AZ-DOP (Azimuth DOP) and El-DOP (Elevation DOP) are 

commonly used to manifest the impact of satellite geometry on estimation of attitude 

parameters (Lu 1994, El-Mowafy 1994). Lower AZ-DOP leads to better azimuth 

determination. Similarly, the smaller El-DOP is, the more accurate the estimation of pitch 

and roll will be. AZ-DOP and El-DOP can be calculated from Relative Northing DOP 

(RNDOP), Relative Easting DOP (REDOP) and Relative Vertical DOP (RVDOP) in the 

local level frame. The explicit forms of these two DOPs are given as  

2222 )(sin)(cos REDOPRNDOPAZDOP ψψ +=                                                             (3.9) 

2222 )(sin)(cos AZDOPRVDOPElDOP θθ +=                                                              (3.10) 

One hardware simulation test was carried out to show the impact of satellite number and 

geometry on the accuracy of GPS-based attitude determination. A two-antenna attitude 

determination system was simulated with the Spirent STR-4760 simulator. The advantages of 

using the hardware simulator are to isolate the multipath and antenna phase centre errors 

from the carrier phase measurements and to make it possible to investigate satellite 

constellation effects on attitude estimation accuracy. There are about 1800 epochs (30 
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minutes) of data and the accuracy is represented by the Root Mean Square (RMS) of the 

estimated attitude parameters. The true heading and pitch of the platform are set to zero 

during the test. The original satellite number was 7 during the test. After estimating the 

attitude parameters in HeadRT+TM using the full constellation, one satellite was intentionally 

removed and the attitude parameters were re-estimated in the software. Such procedure was 

repeated until the satellite number dropped to four. 

 

The results in Figures 3.2 to 3.5 show that, with the decrease of the available number of 

satellites, the AZ-DOP and El-DOP values increase accordingly and the attitude estimates 

become poorer. The RMS of heading in Table 3.1 degrades 60% when the available satellite 

number drops from 7 to 4, while degradation in pitch is more than 150%. The difference of 

degradation in two dimensions is mainly caused by the distribution of the satellites and the 

geometry of the antenna array. The GPS positioning is essentially a resection problem and 

the solution accuracy is highly related to the distribution of known points (GPS satellites).  

The visible satellites may be evenly distributed in azimuth but their elevation angles are 

always positive. Therefore, the estimation in the vertical direction using GPS range 

measurements is therefore poorer than in the horizontal direction. Furthermore, when the 

platform is horizontally placed, the vertical uncertainty has the maximum influence on pitch 

estimation.  
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Figure 3.2: Attitude estimation using 7 satellites 

 
Figure 3.3:Attitude estimation using 6 satellites 

 
Figure 3.4: Attitude estimation using 5 satellites 

 
Figure 3.5: Attitude estimation using 4 satellites 

Table 3.1: Attitude estimation accuracy versus satellite number and geometry 
 Heading RMS 

(deg) 
Pitch RMS 

(deg) 
Average  
AZ-DOP 

Average 
El-DOP 

7 SV 0.046 0.106 2.28 4.42 
6 SV 0.051 0.131 3.24 5.56 
5 SV 0.072 0.154 4.23 6.26 
4 SV 0.074 0.251 5.79 10.61 

 

3.2.2 Antenna array configuration 

The accuracy of attitude parameter estimation is also related to the inter-antenna distance, the 

number of antennas and the geometry of the antenna array. The simplest way to dilute the 
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impact of ranging errors and thus to improve the accuracy of attitude estimation is to increase 

the inter-antenna distance. Figure 3.6 shows that the estimation accuracy of heading and 

pitch improves with the increase of inter-antenna distance using medium performance GPS 

receivers. It can also be found that when the antenna separation becomes larger the 

enhancement in pitch estimation is more significant that than in heading. However, the 

extension of inter-antenna distance has a negative effect on ambiguity resolution. The 

ambiguity search region expands dramatically with the extension of inter-antenna distance, 

which inevitably leads to an increased complexity in ambiguity identification as well as to a 

larger consumption of computational power.  

 
Figure 3.6: Attitude estimation accuracy versus inter-antenna distance for medium 

performance receiver 
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Another factor that affects the accuracy and reliability of attitude estimation is the number of 

GPS antennas. A bi-antenna system can only provide 2-D attitude parameters, namely 

heading (yaw) and pitch. A third antenna must be used if 3-D attitude parameters of the 

platform are required. Adding redundant antennas in the attitude system may significantly 

increase the availability and reliability of the attitude system. The improvement in estimation 

accuracy is found negligible compared to the additional hardware cost (Ueno et al 1997). A 

four-antenna attitude system has proven to be the best compromise solution to balance 

overall performance and hardware cost. Besides antenna number, the geometry of antenna 

array also influences the performance of attitude estimation. El-Mowafy (1994) pointed out 

that enlarging the height difference between antennas increases the accuracy of estimated 

attitude parameters. The optimal antenna configuration for attitude determination is discussed 

by Cohen (1992), Comp (1993) and El-Mowafy (1994). It is said that when the four antennas 

form a orthogonal triad, meaning that the three antenna vectors from the primary antenna to 

the secondary ones have the same length and are orthogonal to each other, the accuracy of 

three attitude parameters will be the best. In practice, this kind of optimal antenna 

configuration is very difficult to implement due to the location limitation of antennas on the 

platform, especially in vehicular kinematic navigation. It may only be useful as a prototype 

during the antenna setup and testing process. 
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CHAPTER 4                                                                                         

ATTITUDE DETERMINATION USING LOW-COST RECEIVERS 

 

In this chapter, the feasibility of using low-cost CMC Allstar sensors for attitude 

determination is extensively investigated. The performance of attitude estimation using this 

kind of GPS receiver is examined in both hardware simulations and real field tests. Different 

types of low-cost GPS antennas are employed in the attitude system to show multipath and 

antenna phase centre variation effects on the accuracy of attitude estimation. The 

synchronization problem of carrier phase measurements from low-cost receivers is discussed. 

The impact of time offset on attitude estimation is also examined in detail.  

4.1 Introduction of CMC Allstar receiver 

The low-cost GPS sensor selected in this research is the CMC Allstar unit, a GPS OEM 

receiver card manufactured by Canadian Marconi Company. This is a 12-channel single 

frequency GPS receiver that offers competitive performance at a reasonable price (from 100 

to 320 US dollars). This receiver can operate properly with signal levels from –165 dBW to –

120 dBW. It can track the GPS signal with a minimum carrier to noise density ratio of 31dB-

Hz. The complete position, velocity and time (PVT) solution is computed and output at a 

frequency up to 5 Hz. The compact size and low power consumption of the receiver make it 

appropriate for kinematic applications. The general specifications of this receiver can be 

found in Table 4.1 (Marconi Electronics 2000). 
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Table 4.1: CMC Allstar Specifications 

Specification CMC Allstar 
Frequency L1 
Channels 12 
Interface RS232 

WAAS Compatibility Yes 
PVT Data Rate 1 Hz / 2 Hz /5 Hz 
Raw Data Rate 1 Hz / 2Hz / 5 Hz / 10 Hz 

Acquisition Sensitivity 34 dB-Hz 
Tracking Sensitivity 31 dB-Hz 

Operation Temperature -30 ºC to 75 ºC 
Size (OEM Board only) 10.2 cm X 6.7 cm X 1.4 cm 

Weight (OEM Board only) 50 grams 
Power Consumption 1.4 w 
Maximum Velocity 514 m/s 

Maximum Acceleration 4 g 
Maximum Jerk 2 m/s3 

 

The CMC Allstar receiver can output raw measurements up to 10 Hz through a RS232 port at 

a baud rate of 38400. The raw binary carrier phase measurement consists of PRN number, 

C/A code range and L1 carrier phase, carrier to noise density ratio and cycle slip counter. The 

noise level of code ranges was found to be about 0.5 m and the carrier phase noise is within 1 

mm (Dumaine 1996). The high frequency accurate carrier phase measurements from the 

receiver and the low-cost of hardware allows for a wide application of the CMC Allstar 

receiver in precise GPS positioning and navigation. In recent years, the utilization of this 

low-cost GPS sensor in attitude determination has been investigated for vehicular and aircraft 

navigation (Vinnins and Gallop 1997, Hayward et al 1997, Alban 2002, Hoyle et al 2002, 

Wang and Lachapelle 2002).  
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As the CMC Allstar receiver does not output the raw Doppler measurement, the carrier phase 

velocity is calculated based on the carrier phase measurements from two previous epochs as. 

t
kk

k ∆
Φ−Φ

=Φ −− 21&                                                                                                                (4.1) 

The predicted Doppler measurement is not very accurate compared to the raw output, 

especially in kinematic conditions.  Therefore, the phase prediction method for cycle slip 

detection is ineffective to detect small cycle slips for CMC receivers.  

4.2 Performance of attitude estimation in the presence of noise 

The performance of GPS is highly dependent on the hardware involved, the test environment 

and the receiver dynamics. In order to identify the effect of each error source, different tests 

were conducted to isolate them. First of all, The CMC-based attitude determination has been 

examined with the help of a Spirent STR-4760 (Global Simulation Systems 2000) hardware 

simulator. This hardware-in-loop test can be used to assess receiver noise and the impact of 

dynamics without the multipath and antenna phase centre variation errors.  

 

The first hardware simulation test was carried out in static mode to test receiver noise effects 

on attitude estimation. In this test, a dual-antenna system was set up with an inter-antenna 

distance of 1 m and the true heading and pitch were fixed to zero. Another attitude system 

with high-quality NovAtel OEM4 receivers was used as the reference for performance 

comparison. The GPS RF signal from the hardware simulator was split and then fed into the 

NovAtel OEM4 attitude system and CMC Allstar attitude system simultaneously. The 

detailed setup of the test is illustrated in Figure 4.1. The attitude parameters were computed 
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with HeadRT+TM in real time. In this test, double difference ambiguities were correctly 

determined in a single epoch for both attitude systems. The attitude results and their statistics 

from the two systems are shown in Figure 4.2 and Table 4.2. The estimated attitude 

parameters using OEM4 receivers are intentionally offset by -40 arcmins for better 

visualization in Figure 4.2. It can be seen that compared with the high performance receivers, 

the carrier phase measurements from the CMC Allstar receiver have comparable noise level. 

The RMS of the attitude estimates from the Allstar system were 3.25 arc minutes for heading 

and 8.46 arc minutes for pitch. These values were only about 15% larger than the 

corresponding statistics using the OEM4 receivers. The low-cost Allstar receivers had fairly 

stable carrier phase measurements in this benign environment. Considering the short inter-

antenna distance in this test and the fact that 1 mm measurement error leads to an attitude 

error of 3.4 arc minutes, the impact of receiver noise from the CMC Allstar receivers on 

attitude estimation can be considered negligible compared to other error sources. From the 

mean error values, one can see the attitude estimates from the Allstar system was a little 

biased from the true value. The main reason for that comes from the misalignment of receiver 

timing systems as discussed in Section 4.4.   
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Figure 4.1: System setup in dual-antenna hardware simulation test 

Table 4.2: Statistics of attitude estimates in static dual antenna simulation test 
 Heading (arc minutes) Pitch (arc minutes) 

Statistics Mean RMS Mean RMS 
CMC Allstar -0.7 3.2 -3.1 7.6 

NovAtel OEM4 0.0 2.8 0.2 6.6 
 

 
Figure 4.2: Attitude estimates in static dual-antenna simulation test 
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A similar kinematic test was carried out on the hardware simulator to examine the 

performance of tracking loops in dynamic mode. The setup was identical to that in the static 

one. The trajectory of the simulation test consisted of some straight and turning sections, with 

the velocity ranging from 30 km/h to 100 km/h. At the end of test, a downhill and uphill 

trajectory was simulated to introduce changes in pitch. The estimated attitude parameters 

could then be compared with true values and the estimation errors could be calculated. The 

test result in Figure 4.3 (the attitude estimates using OEM4 are offset by -40 arcmins for 

comparison as well) shows that attitude estimation errors due to receiver noise were quite 

small and have white-noise-like behavior for both receiver pairs. In vehicular dynamic 

conditions, the carrier tracking loops of the low-cost Allstar receivers can achieve 

performance similar to those of the NovAtel OEM4 receivers.  No discernible degradation of 

attitude estimation could be observed in kinematic conditions. Still, the pitch estimate 

average using Allstar receivers was biased with a magnitude of 3.3 arc minutes in this 

kinematic test.  

Table 4.3: Statistics of attitude estimates in kinematic dual-antenna simulation test 
 Heading (arc minutes) Pitch (arc minutes) 

Statistics Mean RMS Mean RMS 
CMC Allstar -0.1 3.5 -3.3 7.9 

NovAtel OEM4 -0.1 3.4 0.2 6.9 
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Figure 4.3: Attitude estimation errors in kinematic dual-antenna simulation test 

Some other kinematic hardware simulation tests were conducted to investigate the 

performance of the Allstar receivers in high dynamics with a linear velocity of up to 200 m/s 

and an acceleration of up to 3 g. The results indicate that the tracking loops have stable 

performance under these dynamics, and the accuracy and the reliability of the Allstar-based 

attitude determination system are fairly consistent.  

 

Based on the results of the above tests, the following conclusions about the CMC Allstar 

receiver can be drawn: 1)Without multipath and antenna phase centre variations, the low-cost 

Allstar receivers performs similiarly to the high-end GPS receivers. 2)The carrier tracking 

loops have quite small noise levels and are not sensitive to the dynamics in vehicular-based 

applications. However, the impact of receiver vibration and jerk introduced by high dynamics 

on the receiver is unknown so far.  
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4.3 GPS antennas 

In addition to receiver hardware, the performance of GPS precise positioning and navigation 

relies heavily on the antenna at the receiver end. High performance antennas not only 

significantly mitigate the multipath effect on the carrier phase measurements, but also have a 

very stable antenna phase centre. It is always suggested that high-end antennas be used in 

GPS-based attitude determination systems in order to alleviate the carrier phase multipath 

and improve the accuracy of attitude estimates. In this research, however, a low-cost 

hardware solution is the ultimate objective and the high-end antennas are merely used as the 

reference for performance comparison.  Consequently, only low-cost GPS antennas are of 

interest and employed to assemble the attitude system. 

 

The CMC Allstar receiver supports a broad range of antennas, both active and passive. Some 

low-cost antennas recommended by the CMC Allstar manufacturer are investigated. These 

low-cost antennas are specially selected for different applications. The AT575-70 antenna is 

designed for vehicular-based usage. It is very compact in size (3 cm in diameter) and has a 

magnetic mount. The AT575-68 antenna is used for marine applications and its special 

design can effectively mitigate multipath from the sea surface. The diameter of this antenna 

type is about 5 cm. The AT575-104 antenna is the lowest-cost active antenna for Automatic 

Vehicular Location (AVL) with a diameter of 5 cm. The three antenna types used here are 

shown together with high performance NovAtel 600 antennas in Figure 4.4.   
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Figure 4.4: Different antennas used in the test 

In order to examine these three low-cost antennas for attitude estimation, a day-to-day 

repetition test was carried out. During four consecutive days, one pair of each type of 

antennas together with high performance NovAtel 600 antennas were used with CMC Allstar 

receivers to collect static data at the same sidereal time on the roof of the Engineering 

Building at the University of Calgary. The locations of the two antennas in the four tests 

were fixed and the inter-antenna distance was 0.915 m. Therefore, it can be assumed that the 

test conditions of the four tests are more or less identical. Since the same GPS receivers were 

used in the tests, differences in the attitude estimation performance are dependent solely on 

the GPS antennas. As pointed out by Ray (2000), GPS signal power is highly correlated with 

the direction of satellite signals and antenna gain pattern, in which satellite elevation has the 

most significant impact on signal strength. With the existence of multipath, the measured 

signal power is the composite strength of direct and reflected signals, which attenuates the 

dependency of signal strength on satellite elevation.  
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AT575-70 
 

AT575-104 

AT575-68 
 

NovAtel 600 

Figure 4.5: SNR versus Elevation 

Figure 4.5 illustrates the carrier to noise density ratio (C/N0) of GPS signals with regard to 

satellite elevation using different antennas. The relatively low high frequency variations in 

the NovAtel 600 plot indicate that the carrier to noise density ratio depends heavily on 

satellite elevation and the multipath is effectively mitigated by the antenna. The AT575-68 

marine-based antenna also has a satisfactory performance in alleviating the multipath effect. 

This may be due to its special design to reject multipath. As a vehicular based active antenna, 

the AT575-70 antenna has relatively poor performance in mitigating multipath in that the 

carrier to noise density ratio has a very loose correlation with the elevation angle, which 
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indicates that the multipath signal has contaminated the signal power of the direct one.  

Compared to the other three antennas, the AT575-104 antenna suffered severely from 

multipath, and the carrier to noise density ratio has a wide spread with respect to the 

elevation angle. Taking price into consideration, the performance of these antennas is quite 

reasonable.  

 

Following the above analysis, the data was processed with HeadRT+TM to compute the 

attitude parameters in post mission. The performance of attitude estimation using different 

antennas is shown in Figure 4.6. The attitude parameter patterns vary with the antennas used. 

The difference in attitude estimation is mainly due to the differences in multipath effects, 

antenna phase centre variations and antenna gain pattern. The noticeable jump in the attitude 

parameters using AT575-104 antennas is caused by the change of satellites. The loss of low 

elevation PRN 30 at the epoch 493962 induces the jumps in both heading and pitch 

components. The drop of this satellite has two significant impacts. Since the GPS signal from 

a low elevation satellite is more subject to the multipath and antenna phase centre variations, 

the removal of this error-contaminated observation in the least squares estimation will 

inevitably lead to a change in estimated results. In addition, the loss of a redundant 

measurement may lead to a significant change of satellite geometry and distinctly affects the 

accuracy of estimation. Using the other antennas, however, no visible jumps can be found 

when PRN 30 drops below the mask angle, which indicates that the jump in attitude 

estimates with the AT575-104 antennas is mainly caused by multipath or/and antenna phase 

centre error in PRN 30. The attitude estimate patterns using the AT575-70 and AT575-68 
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antennas are similar compared to the others, since the number of tracked satellites and 

geometry are much more similiar. The NovAtel 600 antenna has very good performance in 

multipath mitigation with its special gain pattern to reject the satellite signals from the 

horizon or with low elevation angles. This feature of the NovAtel 600 antenna however leads 

to fewer visible satellites in the first half of the test, and attitude estimates are noisier than in 

the second half.  

 
Figure 4.6: Attitude estimation using different antennas 

Figure 4.7 shows the RMS of double difference residuals at time series. These statistical 

values can be used as quantities to indicate the magnitude of measurement errors, such as 

multipath and antenna phase centre variations in the carrier phase. The RMS values of double 

difference residuals using AT575-104 antennas are fairly large and their mean during the test 

is 9.0 mm. Using AT575-104 antennas, poor antenna phase centre stability and multipath 

effects severely deteriorate the carrier phase measurements. The carrier phase measurements 

using the AT575-70 antennas have smaller errors and the mean of the double difference 
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residual RMS is only half of that using the AT575-104 antennas. The carrier phase 

measurement errors using AT575-68 antennas remain quite small and the RMS of double 

difference residuals are quite small during the test with a mean value of only 3.0 mm. This 

marine-based antenna can effectively alleviate multipath. The high performance NovAtel 600 

antenna performs very well in the test and the RMS values of the double difference residuals 

are very small and stable. The above results show high consistency with the previous 

conclusions based on the C/N0.   

 
Figure 4.7: RMS values of double difference residuals 

In order to identify the multipath and antenna phase centre variation effects on attitude 

estimation, the elevation mask angle has been increased from the default 7.5 degrees to 10 

and 15 degrees respectively when processing these data sets here. The NovAtel 501 antenna, 

which has a stable antenna phase centre but limited multipath mitigation capability, was also 

used during the same sidereal time on another day for performance comparison. Among these 

antennas, the NovAtel 600 has a very good phase centre stability and a well-shaped gain 
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pattern to reject satellite signals with low elevation angles.  With the increase of masking 

angle, the number of useful satellites decreases accordingly. However, there is no obvious 

change in attitude estimates shown in Figure 4.8, which indicates that the increase in satellite 

number and better geometry have an insignificant impact on attitude estimation with 

reasonable satellite distribution. The performance of attitude estimation using NovAtel 501 

antennas is shown in Figure 4.9. The jumps in attitude estimates are related with the loss of 

PRN 30 accordingly at different epochs (GPS time 493944 s with a mask angle of 7.5 

degrees and GPS time 493561 s with a mask angle of 10 degrees). Since this kind of antenna 

has a very good antenna phase stability, it can be concluded that the jumps are due to strong 

multipath effect on GPS signal from PRN 30. Figure 4.10 shows the attitude parameters as 

well as the satellite number using the low-cost AT575-104 antennas. It can be seen that with 

the increase of masking angles, carrier phase measurements from PRN 30 have been deleted 

from the attitude estimation at different epochs (GPS time 235470 s with a mask angle of 7.5 

degrees and GPS time 235088 s with a mask angle of 10 degrees). These lead to the sudden 

jumps of attitude estimates happening at these epochs. When using the AT575-104 antennas, 

multipath, rather than antenna phase centre variations, is the dominant error source in carrier 

phase measurements. However, the antenna phase centre variations are highly antenna 

dependent. Previous research (Wang and Lachapelle 2002) shows that some very low-cost 

antennas are heavily affected by phase centre variations as well as multipath, and double 

differenced carrier phase measurement errors can reach up to 8 cm.  
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Figure 4.8: Attitude estimates and satellite number using NovAtel 600 antennas 

  

Figure 4.9: Attitude estimates and satellite number using NovAtel 501 antennas 

Figure 4.10: Attitude estimates and satellite number using AT575-104 antennas 
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From the above findings, one can conclude that the antennas play a vital roll in attitude 

estimation using low-cost GPS sensors. A good GPS antenna with a stable antenna phase 

centre and well-shaped antenna gain pattern can effectively mitigate measurement errors. 

With low-cost antennas, multipath and antenna phase centre variations may lead to large 

carrier phase measurement errors. In most cases, multipath is the dominant error affecting the 

performance of low-cost antennas.  

4.4 Carrier phase data synchronization 

When forming double difference observables, it is always assumed that carrier phase 

measurements are well time synchronized. Under this assumption, satellite clock errors can 

be entirely cancelled out. Using low-cost GPS hardware, however, the receiver clock 

misalignment can easily reach a few ms because the local oscillator of the receiver is not 

calibrated at every epoch unless the clock drift reaches a certain limit (Hoyle et al 2002). 

Consequently, some low-cost receivers do not maintain very accurate time synchronization 

of carrier phase measurements due to the heavy computation load required for calibration.  If 

the misalignment between receivers is large, the high frequency variations of clock drift 

cannot be eliminated, and a bias occurs in the double difference carrier phase observables. In 

this section, the effect of receiver misalignment on double difference measurements and 

attitude estimation will be discussed at length.  

 

A double difference observable is the linear combination of carrier phase measurements at a 

single epoch. The precise carrier phase time synchronization is a prerequisite in order to 

achieve high carrier phase positioning accuracy. The satellite clock errors in the 
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measurements from two receivers are identical at the same epoch and can entirely be 

removed after differencing between the receivers. For most high-performance GPS receivers, 

this is not a critical problem, as the local clock is slewed to the high-accuracy GPS time at 

every epoch. Using low-cost receivers, however, if the clock error is not calibrated at each 

epoch until drifting to a certain limit, the misalignment between two receivers may reach up 

to several ms. Then the scenario shown in Figure 4.11 occurs. During the time offset between 

two receivers, the satellite SV1 moves from Position 1 to Position 1A and the location of SV 

2 changes from Position 2 to Position 2A.  The change of the location will lead to two kinds 

of measurement errors in carrier phase observables. The first is an orbital error, as the 

receiver is still using the nominal epoch to calculate the satellite positions (Positions 1 and 2) 

while the actual locations of satellites are at 1A and 2A. As the GPS satellites fly on orbit 

with a linear velocity of about 4 km/s, 1 ms misalignment may result in a 4 m satellite orbit 

error. The second type of errors is the clock drift during this short interval. The magnitude of 

this error is highly related to the stability of clocks. In kinematic applications, the clock 

misalignment will also introduce errors in attitude estimation (Hoyle et al 2002). 
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Figure 4.11: Double difference combination 

In order to investigate the effect of receiver clock misalignment on attitude estimation, a 

static test was carried out. A dual antenna attitude system was set up with an inter-antenna 

distance of 0.92 m, using CMC Allstar receivers and AT575-70 antennas. The coordinates of 

the antennas were accurately determined by the traditional precise survey method. The raw 

measurements from the receivers was logged at 10 Hz. First, the time-synchronized data 

from the two receivers were processed in HeadRT+TM and the double difference residuals of 

satellite pairs were recorded. Then, the carrier phase measurements from one receiver were 

intentionally shifted by 0.1 second to simulate receiver clock misalignment when forming 

double difference observables. After the double difference residuals and the attitude 

estimates from HeadRT+TM were calculated, the above procedure was repeated with the time 

offset of 0.2 and 0.5 seconds. The double difference residuals for satellite pair PRN 24-PRN 

5 are shown in Figure 4.12. The DD residuals for different receiver clock offsets are 

artificially offset by -1 cm to avoid overlapping each other. It can be seen in the figure that 

the residuals patterns are very similar to each other and the statistics of residuals in Table 4.4 
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have little variation between the four runs. However, the means of the DD residuals indicate 

that the residuals patterns shift downward with respect to the time offset in this plot. This 

shift is caused by the bias introduced by receiver misalignment in the DD carrier phase 

observables. Based on the results of DD residuals for other satellite pairs (see Appendix A), 

it is found that the offset of residuals varies with the satellite pairs.  

 
Figure 4.12: Double difference residuals for PRN 24 -- PRN 4 

Table 4.4: Statistics of double difference residuals (PRN 24 -- PRN 4) 
 Mean (cm) STD (cm) RMS (cm) MIN (cm) MAX (cm) 

Synchronized 0.5 0.3 0.5 -0.6 1.4 
0.1 s offset 0.3 0.3 0.4 -0.7 1.3 
0.2 s offset 0.2 0.3 0.3 -1.0 1.2 
0.5 s offset -0.2 0.3 0.4 -1.7 0.8 

 

The attitude results using the time-offset data are plotted in Figure 4.13 and the 

corresponding statistics are listed in Table 4.5. With the increase of time offset between 
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receivers, the variation patterns of attitude estimates are very similar with the synchronized 

results and the standard deviations of heading and pitch vary with the magnitude of 1-2 arc 

minutes. The mean values show that the bias introduced by the time offset is only up to 3 arc 

minutes in heading, and its impact on attitude determination can be negligible. However, the 

misalignment-induced bias in pitch is much more significant than in heading. It progresses to 

0.46 degrees when the time-offset reaches 0.5 seconds. Since the measurement error has a 

much more severe impact on the vertical direction than on horizontal plane, and the pitch 

estimate totally depends on accuracy of the vertical component, pitch estimate is more 

sensitive to the bias induced by receiver misalignment.   

 
Figure 4.13: Attitude estimates using time-offset data 
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Table 4.5: Statistics of attitude estimates using time-offset data 
Heading Pitch  

Mean (degrees) STD (arc mins) Mean (degrees) STD (arc mins) 
Synchronized 181.47 13.57 0.02 14.14 

0.1 s offset 181.46 13.74 0.11 13.63 
0.2 s offset 181.45 13.88 0.20 13.24 
0.5 s offset 181.42 14.29 0.48 12.60 

 

Figure 4.14 shows the estimated local clock error of one of the CMC Allstar receivers. The 

receiver clock can be synchronized with GPS time with an accuracy of 3 ms. Therefore, the 

actual time misalignment between receivers should be at the ms level and is much smaller 

than the offset simulated above. Therefore, based on the above knowledge, one can conclude 

that the time synchronization problem in the low-cost receivers has insignificant effect on the 

accuracy of attitude estimation compared with the other measurement errors in static mode. 

But in the ideal case without multipath and antenna phase centre variation, which is shown in 

Tables 4.2 and 4.3 in the hardware simulation tests, this error lead to small bias in pitch 

direction. As for kinematic applications, the main problem comes from inaccuracy of timing 

in the low-cost attitude systems. Attitude estimation errors are then a function of the 

dynamics of the platform and the magnitude of the misalignment. If a large misalignment 

exists between the receivers, the locations of antennas change in kinematic condition during 

the time offset, which lead to a bias in the inter-antenna vector estimation. As a result of that, 

the attitude parameters deviate from the true orientation of platform. When the dynamics of 

the platform is very high, such as 20° per second, a 5 ms misalignment will cause a 0.1° 

attitude error (Hoyle et al 2002).  
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Figure 4.14:CMC Allstar receiver clock error
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CHAPTER 5                                                                                         

RELIABILILTY IMPROVEMENT USING LOWCOST RECEIVERS 

 

 

When using low-cost GPS sensors, measurement errors, namely multipath and antenna phase 

centre variations in carrier phase measurements are much more significant than such errors 

when high performance receivers are used. These error sources, together with frequent cycle 

slip occurrences, severely affect the performance of ambiguity resolution for inter-antenna 

vectors and lead to reliability problems in low-cost attitude determination systems, especially 

for kinematic applications. This chapter explores some methodologies to improve the 

reliability of low-cost attitude systems. Three different schemes, namely higher data rates, 

angular constraints, and Kalman filtering with quality control, are used interactively to 

improve reliability of the attitude system.   

5.1 Reliability problem using low-cost GPS sensors 

The previous chapter showed the advantages and limitations of using low-cost receivers and 

antennas such as the CMC Allstar for attitude determination. Without multipath and antenna 

effects, this receiver type can achieve attitude estimation performances comparable to those 

of high quality/high cost units during hardware simulations. This is because, under hardware 

simulation conditions, multipath and antenna phase centre errors do not have any impact. 

However, under field conditions, the low-cost receiver is more likely to suffer from multipath 

and antenna phase instability, as it has poor antenna phase stability and does not implement 
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any multipath mitigation. In some severe cases, these error sources, coupled with cycle slips, 

significantly deteriorate the carrier phase measurements and the wrong double difference 

ambiguities can be generated from the ambiguity resolution process. Incorrect ambiguities 

eventually lead to erroneous attitude estimates, which impair the reliability of the attitude 

determination system. In order to improve attitude estimation performance using low-cost 

receivers, some measures should be taken to enhance the reliability of attitude determination. 

Since the erroneous attitude output directly derives from the wrong double difference 

ambiguities, enhancing the integrity of ambiguity resolution is the simplest approach to 

improving the reliability of an attitude determination system. Once the wrong DD ambiguity 

set is determined after the search process, the attitude estimation process should have the 

capability to detect and identify the incorrect vector solution before estimating attitude 

parameters. 

5.2 Ambiguity resolution 

The reliability of attitude estimation rests heavily on the ambiguity resolution, because the 

attitude parameters are directly calculated using the estimated antenna vectors in the 

navigation frame. In order to enhance ambiguity resolution performance and further improve 

attitude estimation reliability, the following two measures, namely high rate measurements 

and angular checks, were implemented in HEADRT+TM. 
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5.2.1 High data rate  

The CMC Allstar receiver can output raw time-synchronized carrier phase measurements up 

to 10 Hz. Compared with standard one Hertz data processing, the higher data rate can benefit 

the ambiguity resolution process due to the high availability of phase measurements. Also, 

platform dynamics can be precisely modeled and outlier estimates in the antenna vector 

lengths can be easily detected and further rejected using filtering of the high rate 

measurements. In this section, only the effect of the high data rate on ambiguity resolution 

will be investigated. The impact of the high data rate on Kalman filter estimation will be 

discussed in Section 5.4.2. 

 

In order to evaluate the performance of ambiguity resolution, the time to fix ambiguities is 

utilized as the indicator.  Two receivers were used, both for a hardware simulation and a field 

test. In the latter case, two AT575-104 low-cost antennas were employed. No errors were 

simulated during the simulator test and the only remaining error present was receiver 

measurement noise. The field test was conducted on the roof of Engineering Building at the 

University of Calgary. The inter-antenna distances were about one metre in both tests. The 

data was collected at a 10-Hz rate. The double difference ambiguities were intentionally reset 

every 120 seconds during the data processing to gather enough trials for a meaningful 

analysis. The Minimum Time to Ambiguity Fix (MTTAF) was set to zero and the fixing ratio 

was set to three in HEADRT+TM. 
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Figure 5.1 shows the ambiguity fixing times for the case of the hardware simulation test. 

Without multipath and antenna phase centre variation, the integer ambiguities were 

successfully determined within a single epoch (1s or 0.1 s) during each trial, demonstrating 

that the CMC receiver measurement noise is not a significant factor affecting ambiguity 

resolution performance. 
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Figure 5.1: Time to fix ambiguity in hardware simulation 

The corresponding field test statistics are shown in Figure 5.2. With the existence of 

multipath and antenna phase centre errors, only 19.6 % of the ambiguities were fixed in one 

second with 1 Hz data. The integer ambiguities were fixed in 5 seconds 84.9 % of the time. 

Meanwhile, with 10 Hz measurement rate, the corresponding values were 89.4 % and 93.4 % 

respectively. The time required to fix the ambiguities can be significantly reduced using high 

data rate during some trials. When fixing time was larger than 60 seconds, this is not the case 

due to the presence of time-correlated multipath and antenna phase centre variation errors. 
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Figure 5.2: Time to fix ambiguity in field test 

Table 5.1 shows that the probability of resolving the correct ambiguities during the field test 

is 93% for 1 Hz data and 96% for 10 Hz data. With higher rate measurements, the ambiguity 

resolution reliability can thus be only slightly improved. Even though the incorrect 

ambiguities were selected occasionally, they can be easily rejected in the attitude software 

either by increasing the MTTAF in ambiguity resolution or by the reliability control in the 

attitude estimation phase. 

Table 5.1:  Performance of ambiguity resolution using different data rate 
measurements  

Correctness (%) 10 Hz data 1 Hz data 
Simulation Test 100 100 

Field Test 95.5 92.9 
 

5.2.2 Fixed angular constraint scheme 

If one can assume that the antennas are mounted on a rigid platform, then their relative 

positions are fixed regardless of the platform motion.  The full antenna frame geometry is 

known a priori and appropriate constraints can be used in the ambiguity resolution process to 

take advantage of this knowledge. Euler and Hill reported (1995) that besides the inter-



 

 

80

antenna length, the angle between two antenna vectors could also be measured and 

incorporated in the ambiguity processing scheme to assist in identifying the correct integer 

ambiguity values provided at least two inter-antenna vectors are solved. This a priori angular 

knowledge is especially useful when low-cost sensors are employed because the 

identification tests based on the DD residuals  severely suffer from significant carrier phase 

measurement errors. 

 

The implementation of the angular constraint is straightforward. First, the fixed planar angles 

(θ ) between antenna vector pairs can either be measured a priori or calculated using the 

antenna coordinates in the body frame. Once the integer ambiguities of the antenna vector 

pairs have been determined, the angle between the inter-antenna vector pairs can be directly 

computed using the antenna vector coordinates in the local level frame: 
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where  

Eθ  is the estimated angle between the two antenna vectors 

subscripts CBA ,,  represent the primary antenna and two secondary antennas  

LL
AC

LL
AB bb

rr
,  are the antenna vectors in local level frame 

ACAB bb ,   are the lengths of the antenna vectors 

VNE ∆∆∆ ,,  are three components of antenna vector in East, North, and Vertical     

directions. 
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Then, the estimated angle Eθ  is compared with the known angle θ . If the ambiguities of two 

inter-antenna vectors are correctly solved, the two angles should be consistent within a 

certain tolerance: 

δθθ <− E                                                                                                                           (5.2) 

The numerical value of the angular tolerance δ  in Equation 5.2 depends on the inter-antenna 

distance and the quality of phase measurements, which are a function of measurement noise, 

multipath and phase centre stability. In the case of antenna vector lengths of 1-2 m and a 

moderate carrier phase measurement quality, a 5-degree tolerance is appropriate to detect the 

wrong ambiguities. If at least four antennas are used in the attitude determination system and 

only one vector ambiguity is wrong, this erroneous ambiguity combination can be detected 

and identified by checking all the angles between the inter antenna vectors. 

 

A hardware simulation was conducted to investigate the validity of the angular constraint 

scheme. An antenna body frame was simulated using inter-antenna distances of 1 m. The 

angles between the antenna vectors were intentionally set to 90 degrees.   

 

Figure 5.3 shows the satellite’s azimuth and elevation DOPs during the test. At GPS time 

216932 s, the loss of SV27 in one of the secondary receivers caused the failure of the Chi-

square test and the re-initialization of the double difference ambiguities for the corresponding 

inter-antenna vector. Unfortunately, the wrong ambiguities ware determined due to the short 

MTTAF. When SV27 was re-acquired by the receiver, this wrong ambiguity set was 
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identified, with the true ambiguity obtained afterwards. The effect of this error on the vector 

solutions during this period is shown in Figure 5.4. 

 
Figure 5.3: DOPs and SV number during simulation test 

 

 
Figure 5.4: Effects of an incorrect ambiguity on an inter-antenna vector estimate 

Since no quality control procedure was performed in the least squares attitude estimation, the 

erroneous inter-antenna vector solutions inevitably led to the wrong attitude parameters. The 

error effects on the attitude component estimates are shown in Figure 5.5. 
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After the angular constraint scheme was implemented in the software, the wrong ambiguity 

was easily detected and the erroneous vector solution was successfully detected and excluded 

from the attitude estimation. As shown in Figure 5.6, the correct attitude components were 

estimated in the least squares solution using the other two inter-antenna vectors. The small 

shift in the attitude estimates is due to the exclusion of SV27 and the slight change of satellite 

geometry. 

 
Figure 5.5: Effects of an incorrect ambiguity on attitude component estimates 

 

By employing the angle consistency check in the ambiguity resolution, some incorrect 

ambiguity solutions can be effectively rejected, which significantly improves the reliability 

of multi-antenna attitude determination. 
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Figure 5.6: Attitude results after implementing angular constraints in static simulation  

5.4 Kalman filter estimation 

So far, an implicit least squares method was used in HEADRT+TM to calculate the attitude 

parameters from antenna-vector components epoch by epoch, which entirely ignores the 

known dynamics of the platform. Compared with least squares estimation, Kalman filtering 

provides a recursive method for the determination of attitude components through a 

predicting and updating processes. The platform dynamics then can be modelled in a Kalman 

filter with the help of high rate measurements and be further used as a prior knowledge to 

detect the erroneous antenna vector solutions from ambiguity resolution. 

5.4.1 Attitude Estimation using Kalman filtering  

 The general formulas in Kalman filtering can be written as (Brown & Hwang 1992) 

kkkk vxHz +⋅=                                                                                                                   (5.3) 

kkkk wxx +⋅= −1φ                                                                                                                  (5.4) 

where 
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kz  is the measurements vector at time k  

kH is the design matrix at time k  

kx  is state vector at time k  

kv   is measurement noise with covariance R  

kφ  is the transition matrix  

kw  is the process noise with covariance Q  

In attitude determination using vector components, the “measurements” are the antenna 

vector components in the local level frame. The design matrix consists of the partial 

derivatives of the rotation matrix with respect to the state vector. 

x
RH

∂
∂=                                                                                                                                    (5.5) 

The state vector includes the three Euler attitude parameters and their angular rates.  

( )Tx ϕθψϕθψ &&&=                                                                                                         (5.6) 

A random walk process is used in the Kalman filter and the transition matrix φ  and the 

process noise can be expressed as follows 
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                                                                               (5.8) 

The numerical values of the angular rate variances in Equation 5.8 represent the tightness of 

the dynamic constraint of the Kalman filter. In vehicular attitude determination, the sigma of 

the angular rate in the Q matrix is empirically selected as 2 º/epoch in 10 Hz sampling in the 

present case.  Using this model, the attitude parameters and their angular rates can be 

correctly estimated in the Kalman filter as long as all the measurements are free of errors.  

5.4.2 Quality control 

As previously mentioned, the measurements used in the Kalman filter are the inter-antenna 

vector solutions after ambiguity resolution. In the case that the wrong ambiguity set is 

determined, these “quasi-measurements” are in error and the attitude estimates calculated 

from the Kalman filter will deviate from the truth. In order to reject the incorrect inter-

antenna vector solutions from the Kalman filter and improve the reliability of the attitude 

estimates, a quality control system based on the filter innovation sequences is introduced 

herein. 

 

The innovation sequence is the difference between the actual system observation and the 

predicted observation based on the predicted state (Teunissen & Salzman 1988): 
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)( −− −= kkk xfzv )
                                                                                                                  (5.9)    

where  

      −
kv  is the innovation sequence at time k  

      kz  is the actual observations at time k  

      −
kx̂  is the predicted observations at time k  

()f  is the function model, which is the rotation matrix multiplied by antenna vectors in      

the body frame 

Under normal conditions, the innovation sequence is a zero-mean Gaussian white noise 

sequence with known variance. In the presence of erroneous measurements, such 

assumptions are no longer valid, and the innovation sequence deviates from its zero mean 

and white noise properties. Thus some statistical tests can be conducted to detect and identify 

outliers or faults in the measurements.  

 

Firstly, an overall model test is conducted to detect the errors in the measurement vector. The 

test statistics in this global test are given as 

)0,(~ 21 mvCvT akx
T

kk
kv

χ−−−
−=                                                                                                    (5.10) 

where  

   m is the number of observations taken at time k ,  

  −
kvxC is the covariance matrix of the innovation sequence and  

  2
αχ  is the Chi-squared probability with a significance level of α . 
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If the global test is rejected, the system error can be identified with the one-dimensional local 

slippage test: 
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where  

T

iiiil )0,...,0,1,0,...0(
11 +−

=  for i =1,…,m   

The suggested significant level α in the local test is 0.999, which leads to a boundary value 

of 3.29. Thus the i-th measurement is flagged for rejection when  

29.3>iw                                                                                                                        (5.12) 

When implementing statistical tests to identify outliers in the measurements, two types of 

errors may be made. The first type (Type I) is rejecting a good measurement. The probability 

associated with this type error is denoted by α . If a bad measurement is accepted by the test, 

a Type II error occurs. The probability of a Type II error is expressed as β .   

 

Given the probability values of Type I and Type II errors, the Minimum Detectable Blunder 

(MDB) can be calculated as the ability to detect errors in the system as 
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                                                                                                                 (5.13) 

where 0δ  is a function of  α  and β (see Figure 5.7). 
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Figure 5.7: Type I/II Errors 

In GPS kinematic applications, α and β are commonly selected to be 0.001 and 0.2 

respectively and 0δ  is then 4.13.  

 

In the presence of strong multipath, the identification test (Equation 5.13) may be too 

sensitive and will sometimes lead to a false alarm. In order to alleviate this problem, a further 

step is introduced by comparing the innovations with the MDB. If the innovation is larger 

than the MDB, the measurement is considered erroneous; otherwise it is considered a false 

alarm (Lu 1991).  

5.4.3 Kinematic Simulation Test 

The modified Kalman-filter-based attitude determination software was tested with the data 

collected with the hardware simulator using four CMC receivers. A vehicle trajectory was 

simulated with the antenna configuration is shown in Figure 5.8. The maximum attitude rates 

were about 20 degree/s in heading and several degrees per second in pitch. The true attitude 

during the test is plotted in Figure 5.9.  
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Figure 5.8: Antenna configuration in hardware simulation 

 

 
Figure 5.9: True attitude parameters in hardware simulation 

The results, summarized in Figure 5.10 and Table 5.2, show that the Kalman filter method 

did not work well with tight dynamic constraints using a 1-Hz date rate, as over-smoothing 

effects occur. However, if loose dynamic constraints are used, the performance of the quality 

control system based on innovation sequence degrades significantly. With a 10-Hz data rate, 

the performance of the filter is excellent, the attitude parameter estimates being slightly better 

than those of the least squares estimates. The filtering process has better performance in pitch 

and roll, as the dynamics in these two dimensions are quieter than in heading and the 

dynamics constraints can better compress the estimation noise.  
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Figure 5.10: Attitude estimation errors using different estimation methods 

Table 5.2: RMS-Kalman filter versus least-squares (Unit: arc minutes) 
RMS  Heading Pitch Roll 

10 Hz LS 3.9 11.7 9.9 
10 Hz KF 3.9 9.8 7.9 
1 Hz KF 31.9 11.8 9.0 

 

In order to test the performance of cycle slip detection using the quality control method 

implemented by the Kalman filter, 80 cycle slips were introduced in the carrier phase 

measurements on different receivers with a magnitude ranging from one to eight cycles. 

Using the traditional phase prediction detection and inter-antenna length consistency check, 

all the cycle slips but one were either detected or recovered. The remaining cycle slip was 

removed only when the Kalman filter was used, as shown in Figure 5.11. 
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Figure 5.11: Cycle slip detection using Kalman filter 

5.4.4 Field kinematic test 

In order to assess the reliability improvement method in real dynamic conditions, a field test 

was carried out using two grades of GPS receivers.  The high-end system consisted of two 

NovAtel BeelineTM receivers and four NovAtel 501 antennas, while the low-grade system 

consisted of four CMC Allstar receivers and four AT575-70 antennas. Two antenna frames 

were mounted with similar geometry on the roof of a minivan, to create the mobile platform 

in this test, as shown in Figure 5.12. The antenna configuration used was the same as in the 

above simulation test (Figure 5.8).  The raw GPS measurements from both attitude systems 

were logged using a 10-Hz data rate.   

 

 
Figure 5.12: Test vehicle 
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The test field was carried out on the major streets near the University of Calgary. The 

selected roads usually included trees and houses on the either side, which caused some GPS 

signal blockage during the test. The azimuth and elevation DOPs and the number of satellites 

tracked are shown in Figure 5.13. During the test, the number of satellites tracked was mostly 

around six to seven, except in some cases where there was heavy foliage near the road, and 

the satellite numbers dropped to five or less. 

 
Figure 5.13: DOPs and SV numbers during vehicle test 

During data processing with the standard version of HeadRT+TM, it was found that the Chi-

square test in the ambiguity resolution was too sensitive with the presence of large 

measurement errors using low-cost CMC units in kinematic mode. Most of times, false 

alarms for cycle slips resulted from this check led to very low availability in the attitude 

estimation. Therefore when estimating the attitude parameters using low-cost sensors, this 

Chi-square test was deactivated to allow for the high availability of attitude output. As a 

result, the attitude system may be insensitive to the small cycle slips in carrier phase 

measurements.  
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Figures 5.14 and 5.15 show the RMS values of the double difference residuals at every epoch 

in the inter-antenna vector solutions. The means of the RMS values are given in Table 5.3.  

The CMC units have larger double difference residuals since their carrier phase 

measurements are more affected by multipath and antenna phase centre errors than those of 

the BeelineTM units. 

 
Figure 5.14: Residual RMS in vector solutions using BeelineTM receivers 

 
Figure 5.15: Residual RMS in vector solutions using Allstar receivers 
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Table 5.3 :Residual RMS (mm) for BeelineTM and CMC receivers 
Vector BeelineTM 

Units 
CMC Units 

1 5 17 
2 5 12 
3 5 15 

 

The three Euler attitude parameter estimates using the BeelineTM units are shown in Figure 

5.16, 5.17 and 5.18.  The blue dots are the least squares attitude estimates and their 3-sigma 

standard deviation envelopes, while the red dots are the corresponding estimates from the 

Kalman filter with the quality control method turned on. 

 

Using least squares estimation, wrong attitude parameter estimates were output when heavy 

satellite blockages occurred. The reason for this is that the least squares estimation was 

severely affected by incorrect vector solutions in such circumstances. Once the base satellite 

was lost, the double difference ambiguities had to be resolved at the next epoch. The 

performance of ambiguity resolution is highly correlated to the number of visible satellites 

and their geometry. In a heavy signal blockage area with strong multipath and phase centre 

variations, ambiguity resolution is more likely to produce an incorrect solution, which leads 

to erroneous attitude parameter estimates. The large 3-sigma standard deviation envelopes 

show the errant performance of least squares estimation due to these incorrect inter-antenna 

vector solutions and can be discreetly used to indicate the quality of attitude estimates.  

 

Then the angular contraint scheme was implemented in the ambiguity resolution and Kalman 

filtering with the quality control replaced the least squares method to estimate the attitude 
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parameters. Using these reliability improvements, the wrong inter-antenna vector solutions 

were detected and excluded from the solution.   This eliminated erroneous attitude 

parameters from the output. The Kalman filter 3-sigma standard deviation envelopes are 

slightly smaller than those from the least squares method due to the filter constraints. As can 

be seen in the figures, the standard deviation improvement was more significant in pitch and 

roll than in heading.  

 
Figure 5.16: Heading estimates using the BeelineTM system 
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Figure 5.17: Pitch estimates using the BeelineTM system 

 
Figure 5.18: Roll estimates using the BeelineTM system 

The CMC data was then processed with the two different versions of HeadRT+TM to examine 

the reliability improvements. As the carrier phase measurements from the low-cost CMC 

receivers are inferior to that from high-performance BeelineTM, the sigma of CMC carrier 

phase observation was increased from 4 cm2 to 6 cm2 to represent larger multipath, antenna 

phase centre variations and receiver noise. The attitude results are shown in Figures 5.19, 
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5.20 and 5.21. The overall attitude estimation accuracy was slightly lower than that obtained 

with the BeelineTM units. Using the Kalman filter augmented with the quality control method, 

erroneous vector solutions, which caused wrong attitude estimates in the least squares 

approach, were successfully identified and rejected from the attitude estimation. As the phase 

measurements are more vulnerable to multipath, phase centre errors and cycle slips, 

erroneous inter antenna vector solutions were frequently determined. When the incorrect 

solutions were rejected by the Kalman filter, the availability of attitude estimates degraded 

due to the reduction of correct “quasi-observables”.  The lower number of vector solutions 

involved in attitude estimation, coupled with the larger carrier phase errors, caused large 

variations in the estimation accuracy of the Kalman filter. 

 
Figure 5.19: Heading estimate using the CMC system 
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Figure 5.20: Pitch estimate using the CMC system 

 
Figure 5.21: Roll estimate using the CMC system 

Figure 5.22 and 5.23 show the external statistical reliability, that is the impact of the 

maximum measurement errors that could occur and go undetected, on the attitude estimates, 

for both systems. This statistical reliability measure is a function of the quality of carrier 

phase measurements and of the number of valid estimated inter-antenna vectors in the 

Kalman filters. The external statistical reliability of the BeelineTM system is fairly consistent 

during the test except during times of poor geometry. The corresponding statistical reliability 
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of the CMC system is much lower due to changes in the number of estimated inter-antenna 

vectors and the larger sigma of carrier phase observations in the Kalman filtering, which 

represents the higher multipath and antenna phase centre variations. This relatively low 

statistical reliability indicates that the quality control in the Kalman filter is insensitive to 

small cycle slips with the presence of large measurement errors using low-cost GPS sensors.  

Thus, one can conclude that the CMC units have reached their limit in term of accuracy 

performance, if one assumes that the choice of antennas is limited to current low-cost units.  

In order to increase attitude component estimation performance, higher performance, but 

more expensive antennas could be used.  The use of longer inter-antenna distances would 

also improve accuracy, but at the cost of a lower portability.  Aiding with external sensors is 

another alternative. 

 

 
Figure 5.22: External reliability of the BeelineTM system 
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Figure 5.23: External reliability from the CMC system 
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CHAPTER 6                                                                                         

DEVELOPMENT OF A LOW-COST GPS/GYRO ATTITUDE SYSTEM 

 

 

As discussed in the previous chapter, high data rate measurements, angular constraints as 

well as the implementation of a quality control system in a Kalman filter can effectively 

improve the reliability of attitude estimation using low-cost GPS sensors. However, large 

carrier measurement errors, namely multipath, antenna phase centre variations and cycle 

slips, result in some limitations in reliability performance using the above techniques. In 

order to overcome such problems, low-cost rate gyroscopes are integrated in the GPS-based 

attitude system. The performance of this low-cost GPS/gyro attitude determination system is 

probed both in static mode and under kinematic conditions in this chapter.  

6.1 Advantages of GPS/gyro integration 

The performance of a GPS-based attitude determination system is highly related to carrier 

integer ambiguity resolution. For the case when low-cost GPS sensors are employed in the 

attitude system, large carrier phase measurement errors may lead to incorrect ambiguity 

resolution as well as false alarms of cycle slips when the tolerance selected is too small. The 

erroneous ambiguity result and the large amounts of time required for ambiguity search 

deteriorate both the reliability and availability of attitude estimation. 
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The gyroscope is an instrument used to measure the rate of rotation and integrated attitude 

change of a platform in a single dimension (Savage 1978). With a triad of gyros that are 

orthogonally mounted, the 3D rotation of the platform can be continuously measured. The 

attitude increments and Euler angles can be obtained by integrating the gyroscope angular 

velocity measurements and the initial attitude angle. Based on operation principles, the 

gyroscope types are spinning mass gyro, optical gyro and vibrating gyro. For this research, 

the piezoelectric vibrating rate gyro has been selected for its low-cost ($10 - $20 per unit in 

large quantities) and reasonable performance.  

 

With the introduction of low-cost rate gyroscopes, the overall performance of GPS-based 

attitude determination can be significantly improved. From the accuracy aspect, vibrating 

gyros have good accuracy for short intervals, so the platform dynamics can be precisely 

sensed by gyro rates and the filtering process in the Kalman filter is enhanced with the 

angular rate data. The noise behavior of attitude estimates can then be effectively decreased 

by integrating the angular rate data into attitude estimation. During GPS outages, the attitude 

parameters can be directly computed from gyro measurements until the GPS antenna vector 

solutions recover. The availability of the integrated attitude system can theoretically increase 

to 100% accordingly. With continuous attitude results, the search region for a secondary 

antenna can be specified as a small cube near the estimated position from the attitude 

information. With fewer candidate ambiguity combinations, the identification in the 

ambiguity resolution process becomes much simpler and faster. Furthermore, with the 

introduction of direct angular rate measurements, the Minimum Detectable Blunder (MDB) 
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of the quality control system can be diminished and the Kalman filter attitude estimation is 

strengthened as well. These two improvements in ambiguity resolution and attitude 

estimation enhance the overall reliability of the integrated attitude determination system.  

6.2 Methodology  

As discussed in Chapter Two, the attitude estimation in HeadRT+TM is carried out in two 

phases: antenna vector estimation and attitude determination. Since the vector estimation 

process is nothing more than ambiguity resolution and coordinate transformation, and no 

attitude information (except the ambiguity search space definition) is involved in this phase, 

the data fusion of GPS/gyro system is implemented in the attitude determination phase after 

the antenna vector estimation. As the rate gyros can only provide the relative angular rates of 

rotation, the absolute orientation of the platform has to be calculated from carrier phase 

measurements when GPS is available. When the GPS antenna vector solution is not 

obtainable, the rotation of the platform since the last GPS outage can be obtained by 

integrating the estimated attitude rate over time. Figure 6.1 depicts the integration scheme of 

the attitude system using GPS and rate gyro sensors. After data synchronization, the antenna 

vector components are estimated in the local level frame, provided the double difference 

ambiguities are correctly determined. Then the antenna vector solutions from GPS are fused 

with rate gyro measurements in a Kalman filter to estimate the attitude parameters as well as 

attitude rates and gyro biases. If the ambiguities are not fixed, the search process has to be 

triggered to determine the true ambiguity set for the antenna vectors before attitude 

estimation. If the ambiguities cannot be correctly determined within the current epoch, the 

attitude angles and their angular rates are estimated from angular rate data only.  
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Figure 6.1: Attitude estimation in the integrated system 

6.3 Rate gyro 

The low-cost gyroscope type selected in this research is the Murata ENV-05D-52 Gyrostar. 

This sensor is designed to measure the angular rate using the Coriolis force. The Coriolis 

force is a fictitious force exerted on a body when it moves in a rotating reference frame 

(Motta 2000). For example, if we create a resonant motion with a velocity of v  in a direction 

(X) perpendicular to the axis of rotation (Z), the Coriolis force induces motion in the third 

direction(Y). Given a mass of m and the angular velocity of Ω ,  the expression for the 

Coriolis force is (Motta 2000): 

)(2 Ωv ×= mFCoriolis                                                                                                              (6.1) 

Note that the Corliolis force in the above equation is proportional to the angular velocity of 

Ω . If this Corliolis force is converted to a voltage by the detector element and signal 
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conditioning circuitry, the angular velocity is easily derived since the mass of the structure 

and the vibration velocity of the bar are both known quantities. 

 

Inside the Murata piezoelectric rate gyro, there is a triangular metal prism (Figure 6.2), which 

is forced to vibrate by a piezoelectric ceramics with the feedback loop at a frequency of 7 

kHz. In the case of no rotation around the axis, the other two ceramics detect equal signals. 

When the prism is turned, the ceramics detectors are excited and receive different signals as 

shown in Figure 6.3. The signal difference is compared and examined by the internal 

analogue circuits and output as a voltage proportional to the angular velocity. This equilateral 

triangle design of this piezoelectric gyroscope greatly simplifies the circuit, makes frequency 

adjustment easier, and provides the highest sensitivity among vibrators having the same 

volume (Murata 2000). These features account for its widespread use in the car navigation 

system and video movie markets. In this project, three Murata ENV-05D-52 rate gyros are 

used to sense the angular rates around three axes of the platform body frame. These 

gyroscopes were chosen for their low-cost (around $50 for single quantity and $15 with a 

large quantity purchase) and their satisfactory performance compared to other MEMS gyro 

sensors within this price range. The specifications of this vehicular version of the gyroscope 

can be found in Table 6.1.  
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Figure 6.2: Metallic triangular prism vibrator (Murata 2000) 

 

 
Figure 6.3: Difference of the left and right detection signals (Nakamura 1990) 
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Table 6.1: Specifications of Murata ENV-05D-52 Gyroscope 
Characteristic ENV-05D-52 Gyroscope 

Gyro type Piezoelectric vibratory 
Resolution 0.1 deg/sec 

Bias Stability 9 deg/sec 
Scale Factor 22.2 ± 1.8 mV/deg/sec 

Angular Velocity -80 -+80deg/sec 
Supply Voltage 4.5-5.5 v 

Output Voltage at Zero Rate 2.2-2.8 v 
Raw Data Rate 2K Hz 

Dimension 18X30X41 mm 
 

The output from the Murata piezoelectric gyroscope is the analog voltage proportional to the 

sensed angular rate at the frequency of 2 kHz. The voltage output at the zero rate is unit-

dependent and ranges from 2.2 to 2.8 V with a mean of 2.5 V. With the increase of angular 

velocity, the variation of the voltage can reach 1.5 V in each direction.  

 

The performance of the Murata piezoelectric gyroscope suffers from its limited stability in 

gyro bias drifting and the scale factor as well as the high frequency noise. Previous research 

(Stephen 2000, Hayward et al 1997) has shown that the magnitude of the first two error 

sources is related to the external temperature and it is very difficult to calibrate them 

simultaneously in navigation mode. The gyro bias drifts over time due to self-heating in the 

hardware. In this work, the biases are estimated and updated online in the filter when GPS 

measurements are available. During GPS outages, the bias estimates remain fixed and are 

used to compensate their effects on angular rate output. Compared with the gyro bias, the 

scale factor is not so sensitive to temperature and the values are very close to 22 mV/°/s 
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within a range of 30 degrees. For this reason, it can be determined once and used for the 

entire navigation mission, since the temperature does not usually change greatly over several 

hours. The high frequency noise in the angular velocity data can be easily suppressed when 

averaging the high frequency gyro data to 10 Hz for data synchronization. The gyro has also 

shown limited endurance to shock and vibration. In vehicular attitude determination mode, 

the vibration of the platform varies significantly depending on the engine velocity, 

temperature and many other factors (Stephen 2000) and it is very hard to develop a valid 

model to compensate for the angular rate measurement errors caused by the vibration of the 

platform.  

6.4 System design 

Figure 6.4 shows the system setup of the low-cost GPS/gyro integrated attitude determination 

system in detail. The sensors used include CMC Allstar receivers and Murata ENV-05D-52 

gyroscopes. At least three Allstar sensors and corresponding AT575-70 antennas are used to 

set up a multi-antenna attitude system. Raw carrier phase measurements from the receivers 

are logged into the computer with a data rate of 10 Hz. Three orthogonally-mounted rate 

gyros are rigidly mounted in a box to sense the rotations around three axes in the platform 

body frame. The misalignment between the axis of the rate gyro and that of body frame is 

within one or two degrees due to alignment errors. This small misalignment can be 

considered negligible due to the poor estimation accuracy of the rate gyros. The output from 

the rate gyros is the voltage pulse with a sampling rate of 2 kHz. It is digitized in an Analog 

to Digital converter, namely DAQPad-MIO-16XE-50. As the measurement data is post-

processed, time tagging of the gyro data is necessary for data synchronization. Precise GPS 



 

 

110

time is provided by a NovAtel OEM receiver temporarily for convenience. At the start of the 

data logging, a pulse from the A/D converter is sent to the time mark pin of OEM4 to record 

the GPS time as shown in Figure 6.5. The rate gyro data is then tagged with the 1 PPS 

generated by the OEM4 receiver. The precise GPS time of the PPSs can be obtained by 

estimating the time interval ( T∆ ) between the startup and the first PPS. Since the time-tags 

generated by the PPS by GPS receiver are co-incident with each 2000th sample, the gyro data 

is then time tagged with the GPS time with the use of PPSs.  

 
Figure 6.4: System design of low-cost GPS/gyro integrated system 

After the data digitization, the 2 kHz angular rate measurements are averaged into 10 Hz for 

synchronization with GPS carrier phase measurements. The high measurement noise in gyro 

data is thus effectively suppressed throughout the averaging process. The time tagged 

GPS/gyro data is then input into the modified HeadRT+TM to estimate the attitude 

parameters.  
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Figure 6.5: Time tag of gyro data 

6.5 Filtering algorithm 

The data fusion for the GPS/gyro integrated attitude system is realized in an extended 

centralized Kalman filter similar to the one described in Chapter Five. The advantages of 

using the centralized Kalman filter instead of the de-centralized one are the tight data fusion 

and the better error detection. As mentioned above, after determining the double difference 

ambiguities and the inter-antenna vectors, the observables from GPS are the inter-antenna 

vector components in the local level frame. The measurements from the rate gyros are the 

angular rates around the three axes in the body frame ( xω , yω , zω ). The state vector in 

Kalman filter consists of three gyro biases, three Euler attitude parameters and their angular 

rates.  

( )T
yxzX δωδωδωϕθψϕθψ &&&=                                                                                             (6.2) 

Similar to that in the GPS alone Kalman filter, the design matrix for the GPS vector 

components are the partial derivative of the rotation matrix with respect to the state vector: 

X
RH

∂
∂=

× gpsn 93
                                                                                                                                                   (6.3)                        

where n  is the number of antenna vectors estimated from the GPS measurements.  
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The relation of the angular rates, the attitude angles and the gyro biases is given below, in 

which ()s  and ()c  denote the sine and cosine functions.  

















+















⋅
















−

−
=

















y

x

z

y

x

z

s
ccs
scc

δω
δω
δω

ϕ
θ
ψ

θ
ϕθϕ
θθϕ

ω
ω
ω

&

&

&

10)(
0)()()(
0)()()(

                                                                                (6.4) 

Then the design matrix for the angular rate measurements can be formed as 
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A random walk model is used to predict the angular rates and gyro biases in the Kalman 

filter. Therefore, the transition matrix Φ  can be derived from the dynamics model as 
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The process noise of the dynamic model in the Kalman filter, which is represented by the Q  

matrix, has to be precisely modeled in order to achieve the high accuracy estimation of the 

attitude parameters. The mathematical expression of the process noise is 
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As discussed in Chapter Five, the variance of attitude rates in the above equation depends 

largely on the dynamic constraint in the Kalman filter.  The numerical value of the variance 

of the gyro bias estimated here represents the stability of the bias drift.  

 

A quality control system based on innovation sequences, which has been successfully 

implemented in the unaided GPS attitude determination system in Chapter Five is also 

employed in the filtering process for GPS/gyro integration. With the introduction of angular 

rate measurements from rate gyros in the Kalman filter, a more robust estimation of the 

attitude rates can be obtained, which improves the sensitivity of error detection of the quality 

control system as well.  

 

During GPS outages, no antenna vector solutions are available and the attitude parameters 

are estimated solely from the rate gyro data.  The rotation of the platform can be determined 
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by integrating the estimated attitude rates over the sampling rate. With the knowledge of the 

initial orientation of the platform since the last GPS outage, the three Euler angles are 

calculated as 
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The attitude rates are computed directly from the gyro data after compensating for the gyro 

biases using  
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From this equation, one can see that the estimation of attitude rates is related not only to the 

rate gyro measurements, but to the gyro bias and attitude parameter estimation as well.  

 

The performance of attitude estimates during GPS outage also rests on the length of the GPS 

outages. Since there is no GPS data to update the gyro bias online during the outage interval, 

the gyro bias estimates are kept fixed and degraded due to bias drift over time. The 

compensation for the gyro biases is less effective with an increase of the GPS outage period, 

which leads to a drift in the attitude parameters as well.  

6.6 Gyro aiding ambiguity resolution 

In the GPS/gyro integrated attitude determination system, the attitude parameters are 

continuously obtainable during the navigation process. In the case of resolving double 
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difference ambiguities, the apriori knowledge of the platform orientation can be used to 

specify the search region as a small cube near the location of the secondary antenna instead 

of the entire spherical search space. The use of external attitude information significantly 

improves the reliability of the ambiguity resolution since the smaller search region makes the 

ambiguity identification process much easier (Lu 1994). This is especially true when low-

cost GPS sensors are involved. The carrier phase measurements from such units are noisier 

than those from high-performance GPS receivers and the smaller number of candidate 

ambiguity sets can largely prevent incorrect ambiguities set from being identified in the 

search process.  

 

Once the double difference ambiguities are correctly determined at the beginning of the 

mission, the attitude parameters can be obtained from either the integrated Kalman filter 

solution or the gyro-only solution at each epoch. With the knowledge of the antenna array 

configuration, the inter-antenna vector 3D components in the local level frame can be 

calculated based on the approximate attitude information as  
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where 

      ll
bR  is the rotation matrix from the body frame to the local level and is the transpose of 

b
llR . 

 



 

 

116

After transforming the antenna vector from the local level into the earth-fixed frame, the 

coordinates of the secondary antenna in WGS-84 with respect to the primary antenna can 

easily be estimated. As shown in Figure 6.6, the search space for the secondary antenna can 

be defined as a cube with the origin at the estimated secondary antenna location and the size 

given by the estimation uncertainty. All the double difference ambiguity combinations that 

fall in this region are then formed and tested in identification tests in the ambiguity resolution 

procedure. The estimated relative location of the secondary antenna can be further used as an 

extra constraint to select the correct ambiguity set.  

 

One challenge that may occur when implementing the cubic search method is the 

determination of the side length. If the cube is set to give a fairly small search region, the 

limited candidate combinations lead to a quick ambiguity search, but there is an increased 

risk that systematic errors may cause the correct ambiguity set to fall outside of the search 

zone. In the case that a large size is selected, the expanded search region has a good 

possibility of including the correct ambiguity set; however, the increased candidate 

ambiguity combinations make the ambiguity search process less reliable and slower due to 

the large measurement errors using low-cost GPS sensors (Schleppe 1996). In this project, 

the size of the cube is determined by the standard deviation of attitude estimates multiplied 

by a certain expansion factor. The expansion factor here is conservatively selected as five in 

order to allow for severe systematic multipath and antenna phase centre variation effects on 

attitude estimation accuracy.   
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Figure 6.6: Cubic search region method 

 

The gyro-aided ambiguity resolution scheme is very powerful as it can largely reduce the 

candidate ambiguities compared to the sphere region definition. A stationary test was 

conducted to investigate the efficiency of the cubic search method using two CMC Allstar 

receivers. The double difference ambiguities were intentionally reset every 120 seconds to 

obtain the statistics of time to fix ambiguities. The ambiguity fixing ratio was set to three and 

the MTTFA is zero in HeadRT+TM. With an inter-antenna vector of one metre, the number of 

ambiguity combinations that fall in the sphere is about 1400. The number decreases to 12-20 

using the cube definition with a side of 20 cm. As shown in Figure 6.7, with such a small 

number of candidate combinations, all the ambiguity sets can be correctly determined within 

one second. However, using the sphere search region, some of the ambiguities take more 

than five seconds to resolve and the success rate of determining the correct one is 97%.  
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Figure 6.7: Time to fix ambiguity using different search regions using 10 Hz data 

6.7 Static test 

The purpose of the test is to examine the performance of the low-cost integrated system, 

especially the low-cost rate gyros, in static mode. The integrated methodology and the 

filtering algorithm described in the previous sections for attitude estimation are also 

investigated under this benign condition.  

6.7.1 Test description 

The static test for the low-cost integrated attitude system was conducted on October 31st, 

2002. The GPS sensors used in the test were three CMC Allstar receivers. Three low-cost 

AT575-70 antennas were deployed in an L-shape in the horizontal plane with inter-antenna 

distances of 0.8 and 0.6 metres as shown in Figure 6.8. The three orthogonally-placed Murata 

ENV-05D-52 rate gyros were rigidly mounted in an aluminum box to sense the angular 

velocity of the platform body frame. The low-cost attitude determination system shown in 

Figure 6.9 was placed on the roof of Engineering Building at the University of Calgary. Due 



 

 

119

to the reflections from a nearby concrete wall and a metal tower adjacent to the location of 

antennas, the location of this test was considered a high multipath environment.   

Primary Ant
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0.6mPrimary Ant
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Secondary Ant 1

0.8m
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Figure 6.8: Antenna configuration in static test 

The overall test lasted 45 minutes. The number of satellites and DOP values during the test 

are depicted in Figure 6.10. In most cases, there were eight satellites above the masking angle 

and the large El-DOP during the test led to the low accuracy of attitude estimation in pitch 

and roll directions. All the raw data from the integrated system were logged into the 

computer and then processed to estimate the attitude parameters in post mission mode.  

AT575-70 Ant
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Figure 6.9: GPS/gyro attitude platform 
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Figure 6.10: Satellite number and DOPs in static test 

6.7.2 Static test results 

First, the data from CMC Allstar receivers were processed in the Kalman filter based 

HeadRT+TM described in Chapter Five. The estimated attitude parameters and the attitude 

rates are shown in Figure 6.11 and 6.12, and the statistics of those estimates are listed in 

Table 6.2 and 6.3 respectively. The attitude parameter estimates show the low frequency 

variation, which is due to the effect of multipath and antenna phase centre variations. The 

Kalman filter had a positive effect on reducing the random receiver noise in the carrier phase, 

but did not work on the low frequency multipath and antenna phase centre variations. 

However, the filter process could not entirely remove the high noise level in the attitude 

estimates, as the short inter-antenna distances did not dilute the receiver noise effect on 

attitude estimates. The estimated attitude rates from the Kalman filter using GPS data only 

have a random noise behavior and the RMS values of three rates were 0.06, 0.09 and 0.09 
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deg/sec respectively. As the platform remained stationary during the test, the estimated non-

zero attitude rates were estimation errors, which are caused mainly by the receiver noise.  

 
Figure 6.11: GPS attitude estimates in static test 

Table 6.2: GPS attitude estimate statistics –Static test (Unit: degrees) 
 Heading Pitch Roll 

Mean 268.60 1.08 2.68 
STD 0.19 0.53 1.37 
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Figure 6.12: GPS attitude rate estimates in static test 

Table 6.3: Attitude rate estimate statistics using GPS only (Unit: deg/s) 
 Heading Rate Pitch Rate Roll Rate 

Mean 0.00 0.00 0.00 
RMS 0.06 0.09 0.09 

 

The measurements from the rate gyros were then integrated with the GPS data in the 

modified GPS/gyro integration Kalman filter. During the process, it was found that the gyro 

bias estimates were not stable due to the high noise level in the angular rate measurements 

even after gyro data downsampling to 10 Hz. A smoothing process with a window length of 

20 seconds was introduced to decrease the noise effect on these estimates since gyro bias 

always drifts smoothly over time.  

 

Even though the Murata gyroscope suffers severely from a large drift of gyro bias over time, 

it has a good accuracy in the attitude velocity measurement over very short intervals. 
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Therefore, the use of gyro measurements can decrease the noise of the attitude estimates. As 

a result, the estimated attitude component noise level, shown in Figure 6.13, is significantly 

smaller than when using GPS data only. However, since the rate gyros can only sense 

angular rates and the integrated attitude errors from gyro data-only grow rapidly with time, 

the absolute attitude parameters are primarily derived from GPS. As the attitude statistics in 

Table 6.4 show, the low frequency variations due to multipath and phase centre variations 

cannot be removed using rate gyro aiding, as anticipated. This is why the standard deviations 

given in Table 6.4 are quite similar to those given in Table 6.2. 

 
Figure 6.13: Integrated system attitude estimates in static test 

Table 6.4: Integrated system attitude estimate statistics in static test (Unit: degrees) 
 Heading Pitch Roll 

Mean 268.60 1.08 2.67 
STD 0.17 0.43 1.32 
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The attitude rate estimates from the integrated system are shown in Figure 6.14 and the 

corresponding statistics are listed in Table 6.5. During the test, the attitude rates have a zero 

mean and random noise behaviour. The magnitude of the attitude rates here are always 

within 0.2 deg/sec, and the RMS values for angular velocity in heading, pitch and roll are 

0.03, 0.04 and 0.04 deg/sec accordingly, which are much lower than those from the GPS-

only solution. With the aid of rate gyro measurements, the attitude rate estimates have been 

improved by nearly 50 %.  

 
Figure 6.14: Integrated system attitude rate estimates in static test 

Table 6.5: Integrated system attitude rate estimate statistics (Unit: deg/s) 
 Heading Rate Pitch Rate Roll Rate 

Mean 0.00 -0.01 0.00 
RMS 0.03 0.03 0.03 

 

The gyro coasting capability during GPS outages is heavily dependent on the estimation of 

the gyro biases in the Kalman filter. Therefore precise estimation of the gyro bias is always 
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required for this low-cost GPS/gyro integrated attitude determination system.  In this test, as 

the platform was kept stationary, the variations of voltage output were solely due to the drift 

of the gyro biases and measurement noise. Figure 6.15 shows the variation pattern of gyro 

output that has been scaled into angular rate and the estimated gyro bias from the Kalman 

filter.  The blue lines represent the variation patterns of the actual gyro biases contaminated 

with noise, and the red lines represent the corresponding estimates from the Kalman filter. 

After smoothing with a window of 20 seconds, the noise in the three estimated gyro biases 

has been successfully decreased and tightly coincide with the true values. It also can be seen 

that in the case of the pitch gyro, there is a sudden jump in voltage output, which may be 

caused by the instability of the power supply. Since the smoothing process is implemented to 

estimate the gyro bias, the abnormal output leads to a larger gyro bias estimation error.  

 
Figure 6.15: Gyro bias estimation 
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With the aid of rate gyros, the accuracy as well as the reliability of the attitude rate estimates 

in the Kalman filter is significantly improved. The enhancement of attitude rate estimation 

increases the accuracy of the innovation sequence testing and therefore leads to smaller 

Minimum Detectable Blunders (MDB) in the reliability analysis. The statistical external 

reliability, which represents the effect of potential maximum undetected errors on the 

estimated parameters, has been enhanced as well. In Figure 6.16, the blue lines show the 

maximum undetected attitude estimation errors due to the limitation of MDB using the GPS 

data only and the red lines indicate the corresponding values for the integrated system. By 

introducing the rate gyro measurements, the external reliability of attitude parameters 

improves distinctly. The measurement redundancy provided by the rate gyros is therefore 

quite significant. Note that the improvement in roll is more apparent than that in the other 

two dimensions, mainly because the accuracy of roll parameters from GPS is inferior to the 

heading and pitch estimates. When the angular velocity measurements are available from 

low-cost rate gyros, the improvement in roll rate is therefore much more significant than in 

the other two dimensions. Referring to the satellite information in Figure 6.10, it can also be 

seen that the error detection capability is correlated with the number of satellite observables. 

The variation of the external reliability in the last part of test is still dependent on the satellite 

constellation during that time.  



 

 

127

 
Figure 6.16: External reliability in static test 

In order to examine the coasting capability of rate gyros when no GPS solutions are available, 

five GPS outages with different lengths ranging from 20 to 60 seconds were simulated in this 

data set. The start epochs and durations of GPS outages are listed in Table 6.6. During these 

GPS outages, the attitude parameters were directly estimated using the angular rate 

measurements from the rate gyros. The attitude estimates during the entire test are shown in 

Figure 6.17. During the outages, the attitude rate estimates are biased due to the inaccuracy in 

gyro bias compensation, and this led to a drift in the attitude parameters. Compared with the 

attitude results from the integrated system without GPS outages, the differences shown in 

Figure 6.18, which are indicative of the estimated errors due to the free run of the gyroscopes, 

are within one degree over 60 seconds for heading and pitch. The roll differences are slightly 

larger and grow to more than two degrees in one 60-second outage.  The accuracy of gyro 

bias estimates, as well as the length of the outages affects the coasting performance of the 

rate gyros. In this test, the roll difference for the first 60-second outage (second gap in Figure 

6.18) is larger than the attitude drift in the second 60-second outage (fifth gap), which 
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indicates that the gyro bias estimate in the fifth gap is somehow better than during the second 

gap. 

Table 6.6: GPS outages during static test in GPS time (Unit: second) 

Outages Start Epoch End Epoch Duration 
1st 428000 428020 20 
2nd 428500 428560 60 
3rd 429100 429120 20 
4th 429300 429340 40 
5th 429700 429760 60 

 

 

Figure 6.17: Attitude estimates with GPS outages 
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Figure 6.18: Attitude differences 

6.8 Kinematic test 

After achieving satisfactory results in the static test, a kinematic test with the low-cost 

integrated system was conducted with a 2001 Dodge Grand Caravan test vehicle to assess the 

performance under higher dynamic conditions. The test description and results are shown 

below. 

6.8.1 Kinematic test description 

The kinematic test was carried out on Jan 29th, 2003. The test area consisted of selected 

streets near the University of Calgary. In order to achieve measurement redundancy for GPS 

attitude estimation, a fourth GPS unit was added to the system. The baseline lengths for the 

three inter-antenna vectors were 0.6, 0.8 and 1.0 metre, respectively. A medium-performance 

GPS/INS system, namely the NovAtel BlackDiamond™, was used with the SAINTTM 

(Satellite and Inertial Navigation Technique) software developed by the University of 

Calgary (Petovello 2003) during the test to provide independent and accurate reference 
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values for attitude parameters. The standard deviations of the attitude estimates from 

SAINT™ software were always within three arc minutes during the test. Also, a high-

performance GPS multi-antenna attitude system using NovAtel Beeline™ receivers and 501 

antennas was used to allow further comparisons using different GPS receiver grades. Due to 

installation limitations, the attitude platforms were not perfectly parallel and the 

misalignments between the attitude systems were always within 1-2 degrees. The antenna 

and receiver setups on the test caravan are shown in Figure 6.19 and 6.20.  

 
Figure 6.19: Antenna setup in kinematic test 

 
Figure 6.20: Hardware layout in the vehicle 
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During the test, the vehicle initially remained static for 20 minutes and was then driven in 

high dynamics for the precise alignment of BlackDiamondTM/SAINTTM system. After that, 

the vehicle was driven on main streets around Nose Hill for about 17 minutes. Then it was 

parked in static mode for another five minutes before the end of the test. The velocity of the 

test caravan during the run was around 70-90 km/hr, which introduced some vibration and 

jerk on the platform. The trajectory of the test vehicle for the test is depicted in Figure 6.21. 

John Laurie BV

14 th Street

Country Hill BLVD

 
Figure 6.21: Trajectory of the kinematic test 

6.8.2 Determination of misalignment angle 

Due to the lack of precise alignment of the various instruments during the hardware 

installation process, the different attitude platforms involved in this test were not perfectly 

parallel, and small misalignment angles existed between the attitude systems. These angles 

have to be precisely determined prior to the comparison of the estimated attitude results from 
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the systems. According to the cascade property of rotation (Wertz 1978), the attitude 

parameters with respect to Body Frame A can be transformed into those with respect to Body 

Frame B using the following equation  if the misalignment angles between A and B are 

known:  

ll
a

a
b

ll
b RRR ⋅=                                                                                                                      (6.11) 

where a
bR  represents the rotation matrix from Body frame B to A, which is a function of the 

misalignment angles. 

 

At the end of the test, the vehicle was kept in stationary mode for about 5 minutes. Therefore 

it was possible to average the attitude results during this period to obtain the best estimation 

of the misalignment angles between the attitude platforms. The following steps were taken to 

determine the misalignment angles: First, the average attitude parameters from different 

attitude determination systems were calculated during the static mode to reduce the effect of 

multipath and phase centre variations as well as receiver noise. Then, the averaged attitude 

parameters were used in Equation 6.12 to calculate the misalignment angles. After that, the 

estimated attitude parameters from HeadRT+TM were rotated by the misalignment angles. 

The converted attitude results were then compared with the reference provided by SAINTTM 

to calculate the estimation errors. 
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6.8.3 Test results 

After the data collection, the GPS data from the two grades of GPS sensors were 

independently fused with the gyro data in the modified HeadRT+TM, as discussed in Section 

6.5. The attitude results from the integrated system during the dynamic mode were then 

compared with the references from the SAINTTM system. The number of satellites was no 

less than seven, which provided good geometry during the test run.  

 

The attitude parameters estimated from the SAINTTM are shown in Figure 6.22. The standard 

deviations of the attitude parameters are always within three arc minutes for heading and 0.5 

arc minutes for pitch and roll.  

 

Figure 6.22: Attitude reference in kinematic test 

During the data processing phase, the carrier phase measurements from the BeelineTM units 

were found to be quite good, and the true double difference ambiguities were solved 

instantaneously at the start of the test. No cycle slips occurred or were detected and the 
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integer ambiguities for the three antenna vectors were correctly fixed during the entire test 

run. The attitude results from the BeelineTM based integrated system are shown in Figure 6.23. 

After misalignment angle compensation, the estimated attitude parameters were then 

compared with the reference results from the SAINT™. The estimated attitude errors are 

then shown in Figure 6.24 and the resulting statistics can be found in Table 6.7. The small 

mean values of attitude estimates indicate that estimation accuracy is only affected by the 

small measurement errors introduced by multipath and antenna phase centre variations. The 

RMS for heading error is 0.37 degrees and the corresponding values for pitch and roll are 

about 0.52 and 0.85 degrees, respectively. Taking the short inter-antenna distances into 

account, the estimation accuracy is satisfactory.  

 

Figure 6.23: Integrated system attitude estimates -Kinematic test using Beeline™ units 
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Figure 6.24: Attitude estimation errors –Kinematic test dusing BeelineTM units 

Table 6.7: Attitude estimation error statistics - Kinematic test using Beeline™ units  
Unit: degrees Heading Pitch Roll 

Mean -0.01 -0.01 0.00 
RMS 0.37 0.52 0.85 

Max (abs) 1.15 2.53 2.98 
 

The gyro bias estimation in the BeelineTM based integrated system is shown in Figure 6.25. 

As the continuous accurate attitude estimates are available with this system, these gyro biases 

from the centralized Kalman filter should be precisely estimated. Such estimates will be used 

as the reference when examining the gyro bias estimation in the low-cost integration solution.  
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Figure 6.25: Gyro bias estimation--Kinematic test using BeelineTM units 

As may be expected, carrier phase measurements using the low-cost CMC receivers and 

AT575-70 antennas are more affected by multipath and antenna phase centre variations as 

well as cycle slip occurrences. In this test, it was found that the double difference residuals 

reached 7-8 cm even though the integer ambiguities were correctly determined. Such noisy 

carrier phase measurements not only result in a poor estimation accuracy of attitude 

parameters, but also can lead to difficulties in ambiguity resolution and cycle slip detection. 

Under high dynamics, some small cycle slips with the magnitude of half or one cycle were 

found in the carrier phase measurements. Figure 6.26 shows the double difference phase of 

antenna vectors in the kinematic test. The sudden change of phase combination with a 

magnitude of 0.1 m is caused by a half cycle slip. The large carrier phase measurement errors 

due to antenna effects in kinematic condition make the residual check for cycle slip detection 

too sensitive if the tolerance selected is as small as the default criteria in HeadRT+TM used 

for the Beeline™ system. However, choosing a higher threshold for the residual check is 
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very risky as it may lead to a wrong ambiguity combination passing through the ambiguity 

distinguishing process as well as the insensitivity of small cycle slips. In this test, the 

tolerances used in the residual check were 5.5 cm for a single DD residual and 3.5 cm for a 

group in order to reject any incorrect ambiguity set since the rate gyros can ensure 

availability in the case of no GPS solutions. As a result of choosing small thresholds, the 

fixed double difference ambiguities were frequently identified as erroneous, and ambiguity 

resolution restarted very often for the large double difference phase residuals. Even though 

false alarms have occurred, they do not affect the attitude estimation performance provided 

the correct double difference ambiguities can be resolved again instantaneously. However, 

when the sphere search volume was used in ambiguity resolution, the entire search process 

took 10-20 seconds to determine the integer ambiguity sets, 20 % of which were identified as 

erroneous by the quality control system. This kind of long time to fix ambiguities resulted in 

large estimation errors in the attitude parameters because the coasting capability of rate gyros 

degraded due to vibration in high dynamics. Compared with the sphere volume method, the 

cube search region significantly reduced the search volume and the number of candidate 

ambiguities, which resulted in fast and reliable ambiguity resolution.  In this test, the integer 

ambiguities could be correctly selected in less than one second in 91% of the cases.  
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Figure 6.26: DD phase in kinematic test using Allstar units 

 
Figure 6.27 shows the attitude parameters estimated using CMC Allstar units integrated with 

rate gyros. Compared with the attitude results using high-end Beeline™ units, the 

performance are much poorer, as anticipated. Using phase measurements from low-cost 

CMC Allstar sensors, the GPS inter-antenna vector solutions are not always available. In this 

test, 88.4 % of the attitude solutions are estimated from GPS/gyro measurements and the 

other 11.6% are obtained from rate gyro measurements only. The low availability of GPS 

vector solutions is caused by the large carrier phase measurement errors, such as multipath 

and antenna phase centre variations and the tight threshold used for the residual test. The 

longest coasting period using gyro data only is 12.9 s, which leads to a 2-degree error in each 

attitude component. The gyro coasting capability degrades compared with the performance in 

the static test, because the low-cost gyros suffer from vibration and jerk introduced by 

platform motion.  
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Figure 6.27: Integrated system attitude estimates - Kinematic test using Allstar units 

The differences between attitude estimates from the low-cost integrated system after the 

misalignment compensation and the attitude reference obtained from SAINT™ are shown in 

Figure 6.28, and the corresponding statistics are listed in Table 6.8. Compared with the 

corresponding statistics of BeelineTM based attitude solutions, the RMS values grow to 0.73, 

1.46 and 1.74 degrees for heading, pitch and roll. Even though most of the attitude errors are 

within a two-sigma limit, the maximum heading, pitch and roll differences reached 3.38, 5.50 

and 7.26 degrees, respectively. These large estimation errors are mainly due to low frequency 

carrier phase measurement errors introduced by multipath and antenna phase variations. 

Cycle slip occurrences can be successfully identified using the phase prediction method, 

residual check as well as the innovation sequences since the dramatic changes in residuals or 

vector solutions due to cycle slips are easy to detect by the above methods. However, the 

quality control system based on innovation sequence is insensitive to low frequency antenna 

phase centre variations and multipath. Using a smaller tolerance in the residual check may 
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have an impact on rejecting GPS antenna vector solutions contaminated by strong multipath 

and large antenna phase centre variations in attitude estimation; however the resulting lower 

availability of GPS solutions can lead to larger errors in the attitude parameters, as the rate 

gyro errors grow quickly without GPS update.  

 
Figure 6.28: Attitude errors using the integrated Allstar based attitude system 

Table 6.8: Integrated attitude estimation error statistics of kinematic test using Allstar 
units 

Unit: degrees Heading Pitch Roll 
Mean -0.04 0.03 -0.01 
RMS 0.73 1.46 1.74 
Max 3.38 5.50 7.26 

 

The gyro bias estimation from the Allstar based integration system is shown in Figure 6.29. 

Compared with the gyro bias estimates from BeelineTM based attitude system, the estimates 

have similar drifting trends but are not as smooth as those from the integrated solution using 

the BeelineTM units. The differences in gyro bias estimates between the two attitude systems 

are mainly caused by inaccurate attitude estimation and the low availability of GPS vector 
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solutions in the Allstar based integrated system. The poor estimation of gyro biases in the 

low-cost integrated system therefore leads to significant estimated attitude parameter drifts 

during the GPS outages.  

 
Figure 6.29: Gyro bias estimation from Allstar based integration system in kinematic 

test 



 

 

142

 

CHAPTER 7                                                                                        

CONCLUSIONS AND RECOMMENDATIONS 

 

 

In this research, the performance of a low-cost GPS based attitude determination system was 

extensively investigated. The concept of attitude determination using multiple closely spaced 

GPS antennas was reviewed. The error sources in carrier phase measurements and other 

factors that affect attitude estimation have been examined with the help of a Spirent STR-

4760 hardware simulator. Low-cost CMC Allstar receivers were used in the attitude 

determination system and the impact of low-cost receivers and antennas on attitude 

estimation has been explored at length. The estimation error introduced by the misalignment 

between the low-cost receiver clocks has been assessed in static mode. Some reliability 

improvement measures, namely using a higher data rate, angular constraints and a quality 

control system in a Kalman filter, have been tested to improve the reliability of the low-cost 

attitude determination system under kinematic conditions. Due to the limitations of the 

standalone GPS low-cost attitude system, three Murata rate gyros were used to sense the 

angular velocity of the platform. A centralized Kalman filter has been developed to fuse the 

data of the low-cost GPS/gyro integrated system. The integrated attitude system was tested 

both in static mode and under kinematic conditions to gauge the performance under different 

dynamics.  
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Based on the results and findings obtained from the above work, the following specific 

conclusions can be drawn: 

1. The low-cost CMC Allstar receiver has fairly good receiver noise performance in a 

benign environment. Without multipath and antenna phase centre variation effects, 

the attitude estimation from the Allstar receivers can achieve performance similar to 

those of high performance NovAtel OEM4 receivers. In high dynamics, the low-cost 

receiver suffers from cycle slip occurrences.  

 

2. The antennas have significant effects on the accuracy of attitude estimation, as the 

main error sources are the multipath as well as antenna phase centre variations in GPS 

attitude determination. Multipath usually is the dominant error source that plagues the 

performance of low-cost attitude determination systems. In order to mitigate this error 

source, a clear antenna site with no reflector in the vicinity should be selected to 

avoid the high multipath environment, whenever possible. Antenna phase centre 

variations are highly dependent on antenna type. The calibration of this error source 

for the low-cost antennas is very complicated in that it is nearly impossible to isolate 

antenna phase centre variations from the carrier phase multipath error under normal 

field operating conditions.  

 

3. Using low-cost GPS sensors, the reliability of ambiguity resolution in attitude 

determination is severely degraded due to the noisier carrier phase measurements and 
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cycle slip occurrences. The use of higher data rate measurements can improve 

ambiguity resolution as well as dynamic modeling in the Kalman filter. The angular 

constraint test can effectively detect erroneous ambiguity combinations and wrong 

inter-antenna vector solutions. The quality control system based on the innovation 

sequences in the Kalman filter estimation can effectively identify incorrect antenna 

vector solutions. Due to the high carrier phase measurement errors and the change in 

the number of valid estimated inter-antenna vectors, the above measures have 

limitations in the low-cost GPS alone system. 

 

4. The employment of low-cost piezoelectric vibrating gyros in the low-cost attitude 

system enhances the overall attitude estimation performance. With the aid of 

continuous angular rate measurements, the high frequency noise in attitude estimates 

can be reduced, since the low-cost rate gyros have satisfactory short-term accuracy 

after smoothing. Another advantage of the integrated system is the coasting ability of 

rate gyros. During GPS outages, the rotation of the platform can be determined by 

integrating the sensed angular rate measurements over time and the absolute attitude 

output can be maintained. Since the direct measurements of angular velocity are 

available, the prediction process in the Kalman filter is enhanced compared with the 

GPS-only system, which improves error detection capability in the quality control 

system. 
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5. Compared to the sphere search region definition, the specific cube search volume 

based on attitude information decreases the number of candidate ambiguity 

combinations. The reliability of ambiguity resolution as well as the time to fix 

ambiguities can be improved with fewer candidate ambiguity combinations. 

 

6. Small cycle slip occurrences are very difficult to detect in the low-cost attitude 

determination data. Since the CMC Allstar receiver does not output raw phase 

velocity (i.e. Doppler) measurements, the phase prediction method is ineffective to 

detect small cycle slips with a magnitude of half or one cycle. With the existence of 

large measurement errors due to multipath and antenna phase centre variations as well 

as increased receiver noise, the large double difference residuals lead to numerous 

false alarms resulting from  the residual check in cycle slip detection algorithm. 

 

7. As gyro biases drift randomly, the long-term accuracy of the low-cost rate gyro 

degrades significantly with time. The absolute attitude parameters are mainly 

estimated from the GPS carrier phase measurements. The low frequency multipath 

and antenna phase centre variation effects on attitude estimation cannot be removed 

with the aid of low-cost rate gyros.  

 

8. The performance of gyro coasting is highly correlated with the estimation of gyro 

biases as well as with the lengths of GPS outages. In order to achieve the best 

estimation of gyro biases, highly accurate carrier measurements from GPS sensors are 
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required. The limitations of the low-cost GPS units used herein lead to the 

ineffectiveness of the ambiguity resolution process. Without the update of GPS 

solutions, the gyro bias estimation degrades accordingly, which ultimately results in a 

poor bridging capability. 

 

More work needs to be done to improve the performance of low-cost GPS-based attitude 

determination systems. Based on the above work, the following are recommendations for 

future research in this area: 

 

1. The quality of carrier phase measurements from CMC Allstar receivers has to be 

investigated in high dynamics. Using the GSS simulator, only the impact of the high-

dynamic GPS signals on tracking loops can be examined. When the low-cost receiver 

experiences high velocity or acceleration, performance degradation of the oscillator is 

expected. The impact of the above factor on carrier phase measurements is not fully 

investigated here..  

 

2. The investigation of carrier phase multipath mitigation in kinematic conditions is 

highly recommended for attitude determination. With the use of low-cost antennas, 

carrier phase measurements severely suffer from multipath. The accuracy and 

reliability of GPS-based attitude systems can be significantly improved if the carrier 

phase multipath can be mitigated. In addition, calibration of the antenna phase centre 

variations should be investigated.    
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3. The implementation of a real time GPS/gyro integration system should be carried out. 

The major modification in the attitude software would be raw data conversion and 

synchronization in real time.  

 

4. Investigation into the use of other types of MEMS-based rate gyros in the low-cost 

integrated attitude system is recommended. With well-modeled gyro bias estimation, 

the performance of attitude determination of an integrated system could be 

significantly improved.  

 

5. The use of Doppler measurements in attitude determination should be investigated as 

some low cost receivers output such measurements. The inclusion of Doppler can 

enhance the estimation of attitude rate in Kalman filter and improve the accuracy of 

GPS-only and GPS/Gyro attitude system. 

 

6. A larger inter-antenna spacing configuration should be tested for this low-cost 

integrated system. With the extension of inter-antenna distances, estimation accuracy 

using GPS measurements can be effectively upgraded, which will enhance accuracy 

performance. 

 

7. The low-cost integrated attitude determination system should be further tested in 

different environments and dynamics. As expected, the low-cost attitude system 
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tested herein shows a lot of promise. Considering the stronger multipath and lower 

dynamics in marine applications, the performance of this low-cost attitude 

determination system in this special environment should be extensively investigated.  
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APPENDIX A: 

DOUBLE DIFFERENCE RESIDUALS OF SELECTED SATELLITE PAIRS 

 

The double difference residuals for different time misalignments are intentionally offset by -1 

cm in the following plots.  

 
Figure A.1: Double difference residuals for PRN24--PRN5 

Table A.1: Statistics of double difference residuals (PRN 24-- PRN 5) 

 Mean (cm) STD (cm) RMS (cm) MIN (cm) MAX (cm) 
Synchronized 0.3 0.2 0.4 -0.4 0.9 

0.1 s offset 0.3 0.2 0.4 -1.0 1.0 
0.2 s offset 0.2 0.2 0.3 -1.4 0.9 
0.5 s offset -0.1 0.3 0.3 -0.9 0.9 
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Figure A.2: Double difference residuals for PRN24--PRN6 

 

Table A.2: Statistics of double difference residuals (PRN 24-- PRN 6) 

 Mean (cm) STD (cm) RMS (cm) MIN (cm) MAX (cm) 
Synchronized 0.5 0.4 0.6 -0.8 1.7 

0.1 s offset 0.4 0.4 0.6 -0.9 1.7 
0.2 s offset 0.4 0.4 0.6 -0.8 1.7 
0.5 s offset 0.2 0.5 0.5 -1.0 1.6 
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Figure A.3: Double difference residuals for PRN24--PRN10 

 

Table A.3: Statistics of double difference residuals (PRN 24-- PRN 10) 

 Mean (cm) STD (cm) RMS (cm) MIN (cm) MAX (cm) 
Synchronized 0.1 0.3 0.3 -0.7 1.7 

0.1 s offset 0.0 0.2 0.2 -0.8 1.7 
0.2 s offset -0.1 0.2 0.2 -0.9 1.7 
0.5 s offset -0.4 0.5 0.6 -1.3 1.6 
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Figure A.4: Double difference residuals for PRN24--PRN30 

 

Table A.4: Statistics of double difference residuals (PRN 24-- PRN 30) 

 Mean (cm) STD (cm) RMS (cm) MIN (cm) MAX (cm) 
Synchronized 0.1 0.3 0.3 -0.9 1.2 

0.1 s offset -0.2 0.3 0.4 -1.1 1.0 
0.2 s offset -0.4 0.3 0.5 -1.4 0.7 
0.5 s offset -1.1 0.3 1.2 -2.4 -0.1 
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