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Abstract

Three-dimensional range cameras are the state-of-the-art range imaging technology which

has potential for various close-range high-precision metric applications. One of such appli-

cation is measuring the structural deformation under external loading condition.

The SR4000 range camera was used for beam deflection measurement because it is less

prone to scene-dependent errors such as the scattering artefact. The deformation test was

conducted on two concrete beams with and without the steel-reinforced polymer sheets in an

indoor testing facility. The measurement precision and accuracy for the 65 mm deformation

test for both the concrete beams are within 1 mm. Further test on the concrete beam

with the steel-reinforced polymer sheets has shown that even 3 mm deformation can be

reliably detected with measurement precision of 0.3 mm and accuracy of 0.4 mm. These

results clearly indicate the high metric potential of 3D range cameras in spite of their coarse

imaging resolution and low single point accuracy.
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Chapter 1

Introduction

“Our future discoveries must be looked for in the sixth place of decimals”, said by Albert A.

Michelson, a Nobel laureate who precisely measured the speed of light.

All that remains in photogrammetry is to work towards more and more precise measurement.

That is the ultimate goal of this thesis.

1.1 Background

Three-dimensional (3D) range imaging camera systems are a recent development for close-

range terrestrial photogrammetric applications. They operate based on the phase-shift prin-

ciple to determine the distance between the target and the camera. Each pixel in the sensor

frame independently measures distance and amplitude information of the scene which is

realized through CCD/CMOS lock-in pixel technology (Lange, 2000). Unlike 3D laser scan-

ners, a range camera does not need to sequentially scan its field of view to collect spatial

and radiometric information. The range and the amplitude information are obtained simul-

taneously by sampling the returned modulated optical signal at every element location of

the solid-state sensor.

After the advent of the 3D range cameras the range based applications have gained sub-

stantial research interest due to the ease of obtaining the 3D information of the imaging

environment. Three-dimensional range cameras have been used in imaging applications in

various fields ranging from facial recognition to robotic vision. The use of range cameras

has been reported in various fields of applications such as robotic and machine vision in

the field of mobile robotic search and rescue (Wiedemann et al., 2008; Ellekilde et al., 2007;
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Bostelman et al., 2005), gesture recognition for human-computer interaction (Lahamy and

Lichti, 2010; Li and Jarvis, 2009; Kollorz et al., 2008; Breuer et al., 2007; Hansen et al.,

2007), 3D sensing for automated vehicle guidance and safety system, and wheelchair assis-

tance (Bostelman and Albus, 2007; Bostelman et al., 2006), outdoor surveillance (Falie and

Buzuloiu, 2008b), and biometrics application such as for facial recognition through enhanced

depth mapping (Hansen et al., 2007).

The downside of the range imaging technology is that this device is still in its infant stage,

which means that the technology is not completely evolved in terms of the software and

hardware developments. The miniaturized silicon sensors are not completely able to ac-

count for dubious signals caused by signal attenuation due to multipath or scattering errors.

Besides, the range camera also suffers from standard lens distortions and rangefinder er-

rors. Like any other optical measuring devices, the observations of the range camera are

biased by geometric and radiometric distortions, which need to be accounted for through

a calibration process. The methodology of camera calibration is well established for all 2D

imaging cameras, however, the 3D range cameras are not able to be calibrated efficiently

using traditional approach due to the complicated systematic biases such as scattering effect

on the range measurements. Nevertheless, research is underway for developing a calibration

procedure for the range cameras by incorporating range measurements in a self-calibration

approach (Lichti et al., 2010; Robbins et al., 2009; Lichti, 2008; Karel, 2008) or by separately

modelling the range distortions beside performing standard digital camera calibration in a

two-step calibration process (Boehm and Pattinson, 2010; Beder and Koch, 2007; Lindner

and Kolb, 2006; Reulke, 2006).

1.2 Motivation

Three-dimensional range cameras such as the latest generation MESA Swissranger SR4000

is highly accurate measuring device. It can be potentially explored for high-precision metric

applications such as for measuring the structural deformation under external loads. The

structural deformation measurements are particularly important for civil engineering in order

to assess the strength of the structural members under different loading environments. More

importantly, the structures used in buildings and bridges are subject to fatigue while exposed

to various environmental conditions leading to deterioration of member strength and other

structural properties. Therefore it is necessary to continually monitor the health of the

structures in order to mitigate any impending danger as a result of the structure failures.

One method of assessing the health of the structures is by measuring the beam deflection

under external forces in laboratory settings.
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So far, the deflection measurements were measured using a 1D laser transducers and bulky

photogrammetric and terrestrial systems such as the multiple system of digital cameras

and the terrestrial laser scanners respectively. The use of miniaturized range cameras for

structural deformation measurement is superior to the terrestrial laser scanner because the

range camera is a compact system which facilitates faster field operation and accessibility

even in congested sites, and it is many times cheaper than the scanner system. Additionally,

it can capture the 3D scene in a few seconds of exposure time whereas the laser scanners

have to scan the whole imaging scene which is more time consuming. The range camera

is advantageous over the photogrammetric multiple camera system because it can directly

obtain the 3D information of the scene using only one camera without having to undergo

tedious processing steps required for the stereo-photogrammetry. Lastly, the range cameras

is a viable alternative to the 1D laser transducer because it can provide dense point cloud

of the surface unlike the point based measurement system of the laser transducers.

The RIM technology in the SR4000 range cameras acquires three dimensional measurements

of the scene thus facilitating accurate modelling of the captured surface. Additionally, RIM

cameras acquire area-based images at a high acquisition speed capturing up to 54 frames

per seconds which can be used for capturing dynamic scenes for kinematic applications

that are not possible with any of the prevailing beam deflection measurement systems.

Such potential of the non-contact sensors like 3D range camera presents new avenues of

application in static and dynamic scene analysis for structural deformation measurements,

which certainly deserves further research attention in this technology.

However, a ToF camera suffers from significant geometric errors (Mure-Dubois and Hugli,

2007; Guomundsson et al., 2007; Kahlmann et al., 2006), which have to be rectified in order

to achieve high measurement accuracy. The modelling of systematic errors can be achieved

in a self-calibration approach where all the model parameters comprising of both lens and

range related error terms are estimated simultaneously. Such a robust calibration method is

perhaps more accurate than a un-integrated calibration approach because it accounts for the

composite structure made of various components. Nevertheless, the self-calibration method

is biased because it portrays a high correlation between the model parameters that are sup-

posed to be independent of each other. Additionally, the problem of over-parameterization

is a big issue in model identification when many highly-correlated parameters are involved

in the system. So there is a need to accurately select the best model parameters for self-

calibration of the 3D range cameras. Hence, an Akaike Information Criterion method of

model identification has been proposed to solve the ambiguity posed by the correlated model

parameters.
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The self-calibration method of the range cameras does not account for the range errors caused

by the scene-dependent scattering artefact because these range errors are difficult to model

accurately using a general physical model. In the 3D range cameras, the scattering artefact

is caused by the secondary reflections occurring between the lens and the image plane.

The reflected beam from the foreground objects undergoes multiple reflections within the

camera device thereby introducing parasitic signals that bias the late-arrival, backscattered

signals from the background targets. These additive signals cause degradation of the depth

measurements for the farther objects thus limiting the use of such camera for high precision

close-range photogrammetric applications. Experimental results from the SR3000 range

camera show range bias of up to 2500 mm on the background range image in presence of the

foreground object. Such scattering-induced range bias prohibits the use of range cameras

for various metric applications.

Only few attempts had been made to quantify the scattering effect caused by the multiple

signal attenuation. Mure-Dubois and Hugli (2007) and Kavli et al. (2008) have published

results on compensation of the scattering bias using inverse filtering approach, where they

basically use a trial and error method of defining the inverse filter based on Gaussian or

empirically defined PSF approximation. Nonetheless, the linear system model presented by

them is questionable because the scattering effect is non-linear and highly scene-variant.

Such scene-dependent errors are highly variable and complex which necessitates further

definition and investigation. In the absence of strong physical basis, the only alternative is

to empirically formulate the range distortions through exhaustive experimentations.

1.3 Literature Review

1.3.1 Geometric Distortions

Like any other digital imaging sensors, the 3D range cameras are biased with radiometric

and geometric distortions. The systematic errors of the ToF cameras range from standard

camera distortions like radial and decentring lens distortions to more complicated range

biases due to surface reflectivity (Falie and Buzuloiu, 2008a; Oprisescu et al., 2007), incidence

angle (Karel et al., 2007), scattering artefact (Jamtsho and Lichti, 2010; Chiabrando et al.,

2010; Karel et al., 2010; Kavli et al., 2008; Mure-Dubois and Hugli, 2007), internal camera

temperature and integration time (Kahlmann et al., 2006), multipath (Guomundsson et al.,

2007), amplitude attenuation (Jaakkola et al., 2008) and internal electronic noises (Falie and

Buzuloiu, 2007; Lange and Seitz, 2001; Lange, 2000).
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The measurement accuracy of the range cameras defines the applicability of such cameras

for various applications. Due to the infancy of the 3D ranging and imaging technology, as

of yet, it has not been able to realize the full potential of the range sensors owing to range

distortions. However, research is underway to enhance the camera potential through rigorous

calibration process. Chiabrando et al. (2009) investigated two aspects of the calibration of

SR4000 range camera: first part deals with the range measurements as a function of warm up

time period and incidence angle; and second part deals with the amplitude calibration as a

function of range. Beder and Koch (2007), Reulke (2006) and Santrac et al. (2006) focussed

on estimating the standard camera parameters such as principal distance, principal point

offset and lens distortions. Kahlmann et al. (2006) investigated calibrating the distance of

one central pixel as a function of range between the camera and the target, integration time,

and internal and external temperature. Fuchs and May (2007), Lindner and Kolb (2006) and

Du et al. (2005) used two step calibration process: standard camera calibration to quantify

the intrinsic camera parameters; and depth calibration to quantify the systematic range

distortions. The other calibration processes deals with integrated self calibration method

such as by Lichti et al. (2010), Robbins et al. (2009), Lichti (2008) and Karel (2008).

1.3.2 Scattering Distortion

Mure-Dubois and Hugli (2007) and Kavli et al. (2008) discuss the scattering artefact in

the ToF cameras and the correction model based on shift-invariant linear system model for

compensating the scattering effects on the range measurements. According to Mure-Dubois

and Hugli (2007), the scattering problem is loosely expressed as a convolution of the input

signal with the impulse response of the system in presence of the scattering bias. For the

scattering phenomenon occurring in the 3D range cameras, the measured signal in every pixel

is equal to the convolution of the input signal and the point-spread function of the camera

including the scattering bias. The solution to this problem explicitly requires modelling of

the scattering PSF of the camera so that a method of deconvolution can be employed to

undo the effect of the scattering. They used a linear shift-invariant system model to quantify

the scattering bias using a blind-deconvolution approach where the point-spread function of

the camera including scattering bias is plausibly defined by a trial and error method using a

Gaussian approximation. This method is limited due to the non-idealization of point source

of light from the camera for measuring the point-spread function, which is fundamental in

the linear-system model.

Kavli et al. (2008) uses the same approach of linear system model to compensate for the

scattering distortions in ToF cameras using “generally shaped empirical models” for the
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point spread function. Plus the size of PSF is the same as the image, unlike a maximum

size of 64 by 64 kernel used in the former method. The filtering process is solved by using

the forward model iteratively with the compensation model moving from the brightest part

to the dimmest parts subtracting the scattering effects from the measurements sequentially.

The authors claim to have gained more than 60% improvement in the distorted range image

using their technique. However this method is too computationally intensive with the filter

size as same as the size of the image, and the PSF model is still plausibly defined.

1.3.3 Structural Deformation Measurements

Measuring devices such as total station, CCD digital and video cameras, terrestrial laser

scanners and GPS receivers are most commonly used for structural deformations measure-

ments either in laboratory or real world test sites. Lin et al. (2009) uses digital video camera

and electronic distance measurement device capable of automatic 3D measurement by scan-

ning mechanism to investigate the dynamic behaviour of as-built membrane roof structures.

Other examples of the use of photogrammetric methods for detecting deformations include

Jauregui et al. (2002), Whiteman et al. (2002), Wiggenhagen (1997), Fraser and Riedel

(2000) and Niederost and Maas (1997). The use of the terrestrial laser scanners for defor-

mation measurements are presented in Ronnholm et al. (2009), Lovas et al. (2008), Gordon

and Lichti (2007), Park and Lee (2007) and Tsakiri et al. (2006).

The following three papers are reviewed further due to their relevance to the proposed

use of the 3D range cameras for the deformation studies. Gordon and Lichti (2007) com-

prehensively studied the application of the terrestrial laser scanners for precise structural

deformation of timber and concrete beams. They have demonstrated the viability of the

coarse resolution laser scanners for use in structural deformation measurements using dense

point clouds. A detailed physical model of the beam deflection is described. Fundamentally,

beam deflection is a problem of solving the linear differential equations. Further mathemati-

cal simplification of the differential equations of a simply supported loaded beam constrained

with the boundary conditions of the beam deflection results in a low order polynomial func-

tion. Hence the beam deflection problem is a simple problem of curve fitting where unknown

coefficients are solved using a constrained least squares adjustment.

Park and Lee (2007) also investigated the usability of the terrestrial laser scanners for health

monitoring of the structures in buildings or bridges for the purpose of safety and serviceabil-

ity. The choice of TLS is advantageous over other deformation monitoring devices such as

linear variable differential transducers and GPS antenna because TLS allows measurements

of entire surface of the structures unlike the point based measurements of the other devices.
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Thus TLS provides accurate surface deformation model which facilitates better understand-

ing of the health of the structural members and connections. They perform similar indoor

beam deflection experiment like Gordon and Lichti (2007), but using an I-shaped steel beam

simply supported at two ends. Like the first paper, the point-clouds of the deformed beam

are fitted with a low order polynomial from which the vertical displacement is computed and

compared to LVDT measurements. They reported that the TLS deflection estimations are

within 1.6 % of the LVDT measurements and the strain component is also in close agreement

with the measurements from the long gage fibre optic sensors.

Ronnholm et al. (2009) compares four different sensors for deformation measurements. A

terrestrial laser scanner, an off-the-shelf digital camera, a total station and a dial gauges

were used for measuring deformations of the simply supported concrete T- and rectangular-

section beams under different load conditions. The deflection measurements were computed

point wise and also by fitting low order polynomial using the measured points from all the

sensors. For the laser scanner, an additional surface based component was used to compute

the deflection of the beams. The deflection measurements of a total station, camera and laser

scanner were compared to the more precise dial gauge measurements. They reported that

deflection measurements of all the sensors were agreeable within 0.5 mm. Thus concluding

that the laser scanners are viable technology to replace or compliment other measuring

devices for use in the structural deformation measurements in buildings and bridges.

These three papers exclusively prove that the laser scanners could be deployed for the struc-

tural deformation measurements. However, the laser scanners are bulky and very expensive.

Additionally, the TLS is a scanning device that collects data in horizontal and vertical

increments thus only reliable for static scene capture. The dynamic scene measurement

is important in structural deformation measurements in order to profile dynamic response

of the beams under stress, thus enable the complete understanding of the characteristics

of the structural members and their connections. Therefore there is a need for relatively

inexpensive imaging device which can measure both static and dynamic scenes for struc-

tural deformation application. Only 3D range cameras which are the state-of-the-art range

imaging technology fulfills such a need.

1.4 Research Objectives

The first objective of this thesis deals with the geometric modelling of the 3D range camera,

where the method of self-calibration encompassing both lens distortions and the rangefinder

errors is implemented either in an integrated approach or in a two-step photogrammetric
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adjustment. A large number of model parameters are involved in the self-calibration, which

causes ambiguity in the definition of the calibration model. This ambiguity necessitates a

search for a viable method of model identification. An AIC method is proposed to qualita-

tively select the best model amongst many candidate models in order to solve the problem of

over-parameterization. Additionally, the scene-dependent scattering artefact, which causes

amplitude and range biases is studied elaborately using a simple two-planar objects experi-

ment. The geometric modelling component has the following objectives:

• To propose the use of AIC method for model identification in the self-calibrating bundle

adjustment

• To compare one step self-calibration method and the two step photogrammetric ad-

justment for calibrating the 3D range cameras

• To characterize the scattering artefact of the time-of-flight cameras specifically for the

SR3000 and SR4000 SwissRanger cameras.

• To design and conduct exhaustive experimentation on the scattering phenomenon.

• To empirically model the scattering effect of the range cameras through analytical

curve-fitting methods.

• To use empirical scattering compensation model to compensate for the scattering af-

fected image for a two planar surfaces scattering scene.

The second objective of this thesis deals with the application of the 3D range camera for

the structural deformation measurements in a laboratory test site. Especially, the SR4000

range camera is used for investigating the use of the range camera for precise engineering

applications such as for the structural deformation measurements. The use of the SR4000

is conducive for high-precision metric applications because it is less prone to the scene-

dependent scattering errors, unlike the earlier generation SR3000 range camera which is

very susceptible to scattering artefact. As far as the author is concerned, there has been no

publications of any work until now that deals with measuring beam deflection using the 3D

range cameras. This component has the following objectives.

• To design an experiment for the structural deformation measurement in a laboratory

test field.

• To develop an automatic point-cloud processing methods for analysing structural de-

formation scenes.
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• To quantify the beam deflections due to the external loading using static scene analysis.

• To develop a methodology for the beam deflection measurements for the static defor-

mation scenes which can be used for the processing of the dynamic scenes in future

projects.

1.5 Outline

Chapter 2 deals with the background information of the 3D range camera which has been

exclusively used for all the experiments conducted in this research. It includes description

of the time-of-flight principle of the range imaging cameras and the method of CCD/CMOS

demodulation process. Further a comparison between the 3D range imaging system and

the conventional 3D stereo-vision system is discussed. This chapter ends with a short re-

view of geometric and radiometric systematic errors of the range cameras followed by brief

assessment of the three widely used range cameras.

Chapter 3 discusses the calibration of the 3D range cameras. An AIC method of model iden-

tification is proposed to solve the problem of over-parameterization in the self-calibration

bundle adjustment. The integrated self-calibration method incorporates the geometric mod-

els of the standard digital camera calibration model and the rangefinder error models. Fur-

ther, both one-step self calibration and two-step photogrammetric adjustment for calibrating

3D range cameras have been exclusively studied and presented. The calibration process is

crucial for any sensors where the raw measurements are affected by the unmodelled system-

atic distortions. Mainly, the range observations of the 3D range cameras are significantly

affected by systematic error components which needed to be modelled using either a phys-

ical or empirical models. An empirical high-order polynomial range correction model was

used to correct for the range bias for the scattering experiments as only range information

is crucial for scattering scene analysis. On the other hand for the structural deformation

analysis, the one-step self-calibration parameters were used to calibrate the 3D coordinates

in order to measure an accurate 3D scenes in object space.

Chapter 4 exclusively deals with the scattering phenomenon observed in the 3D range cam-

eras which affects the range measurements significantly. The scattering artefact is caused

by multiple internal reflections occurring inside the camera system when a light from the

foreground objects arrives at the camera earlier than the light from the background ob-

jects, thereby attenuating the late-arrival signals. Since this phenomenon is highly scene-

dependent a general physical correction model is difficult to realize. So only a simple two

planar-objects experiment has been conducted to study and quantify the scattering induced
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range and amplitude biases for both the SR3000 and the SR4000 range cameras. Further, an

analytical spline compensation model based on the two-planar objects experimental scene

is proposed to rectify for the range distortions due to the scattering artefact.

Chapter 5 looks into the use of the 3D range camera in measuring the deflection of struc-

tural members under external loading conditions. An in-house laboratory test field is set up

to conduct the deformation test using concrete beam with and without the steel-reinforced

polymer sheets. Only the SR4000 range camera is used for structural deformation mea-

surements because this particular range camera has high SNR and is very resistant to the

scene-dependent errors thus meeting the sensibility of the deformation analysis. A differenc-

ing method was used to compute the deflection values at a given measurement epoch. That

is the deflection measurement at subsequent epochs are subtracted from the deflection mea-

surement at the zero load state. So even if the systematic biases exists, the first difference

method ensures that the biases are nullified. This is true only if the measurement biases

at different loading epochs are same as the bias for the zero load state, which is explicitly

assumed. The range camera measurements are compared to the measurements of the ter-

restrial laser scanner because the later technology has been well adopted for measuring the

beam deflections.

Chapter 6 presents concluding remarks and recommendations for future tasks.
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Chapter 2

Background: 3D Range Camera

The SR3000 and SR4000 are third- and fourth- generation ToF miniature cameras produced

by MESA in Switzerland, whereas the PMD Camcube 3.0 is the recent range camera pro-

duced by PMDTec in Germany. These range cameras provide both range and intensity

images achieved by a complex design of CCD/CMOS pixel technology. Unlike laser scan-

ners, they do not require mechanical motors to scan the scene to obtain spatial and intensity

information. Every pixel, a so called smart lock-in pixel, is designed to measure range and

intensity of the objects simultaneously from the radio-frequency modulated near-infrared

(NIR) signals transmitted by the camera and backscattered by the surrounding objects. The

range measurement is based on the principle of the continuous wave time-of-flight method.

Sections 2.1 and 2.2 describe the time-of-flight principle and the demodulation process of the

lock-in-pixel technology of the range camera. Section 2.3 describes two different methods of

computing the phase, amplitude and intensity offset of the modulated returned signal using

phase-shift method. Section 2.4 discusses some integral aspects of the range camera ranging

from the active light source system to the systematic effects observed in the measuring device.

Section 2.5 presents the differences between the conventional 3D stereo-vision system and

the recent 3D range camera system. Finally, the differences of the three different range

camera systems are presented in tabular form in Section 2.6.

2.1 Time-of-Flight Principle

Range sensors are mainly based on interferometry, triangulation or time-of-flight mechanisms

(Lange, 2000). Interferometry and triangulation techniques are mostly confined to near-field

ranging applications whereas most medium and long range 3D sensors are based on the ToF
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principle. It is possible to measure the absolute distance if the time delay or the phase-shift

can be measured accurately as the speed of the light is precisely known. Three different

variations of ToF exist, which are pulsed-based, continuous wave and pseudo-noise method.

Pulsed modulation is the most common ToF system where highly accurate timing device is

used to measure the two way time-of-flight of the pulsed light. The common drawback of

the pulsed system is that it requires short pulses with extremely rapid rise and fall times

in order to achieve high range resolution. Even the laser scanners which are the common

optical devices that produce short pulses with high optical power suffer from low repetition

rates, and thus are not able to be used for capturing moving objects.

Figure 2.1: Principle of continuous-wave time-of-flight measurement

The RIM cameras are based on the continuous wave time-of-flight principle with alternative

modulation, demodulation and detection method (Lange, 2000). In CW modulation, the

phase shift of the transmitted and received signals is measured rather than the time of

transmission of the signal directly. The emitted light is reflected by the objects in the scene

and travels back to the camera, where the returning RF-modulated signal is demodulated

by each pixel of the image sensor, producing a per-pixel range and intensity measurements.

Figure 2.1 shows the schematic representation of continuous-wave ToF principle of the 3D

range camera.

2.2 CCD/CMOS Demodulation Pixel Technology

A non-scanning 3D ToF sensor requires an array of specialized pixels known as demodulation

pixels which are capable of measuring the phase and amplitude of the modulated signal as

well as the background brightness. These pixels are based on CMOS active pixel sensor
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(APS) architecture fabricated with CCD technology. The CCD option facilitates a noise-free

photon detection, whereas the CMOS circuitry ease the readout process of the demodulation

sensor (Oggier et al., 2004). The integration of CCD and CMOS technologies makes use of

dual advantages: random pixel access due to CMOS APS which enable to set the region

of interest (ROI) within the sensor frame; and noise-free addition of optically generated

electrons plus directed transportation and storage of the optical electrons into defined storage

sites in the semiconductor due to CCD principle (Oggier et al., 2004).

(a) Generation of electron-hole pair (b) Fast separation of charges

(c) Repeated and accurate addition of
charges

(d) Storage of charges separately

Figure 2.2: Demodulation process

These lock-in CCD/CMOS pixels compute the time-of-flight distance of the object from the

camera by synchronously sampling an optically modulated sinusoidal signal as described in

Section 2.3. In order to achieve such demodulation, each pixel has to perform four important

tasks - conversion of photons into electrons, a fast separation of charge, a repeated addition

of noise-free optically generated electrons, and storage of the optical electrons in the pixel

(Lange and Seitz, 2001). These four tasks of the pixels is realized by CCD/CMOS integration

which is schematically represented in Figure 2.2.
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Firstly, the detector converts the impinged photons into electron-hole pairs. The perfor-

mance of this conversion is determined by the quantum efficiency of the semiconductor and

the optical fill factor of the pixels. Quantum efficiency (QE) is defined as the percentage

of photons impinging on the surface that will produce an electron-hole pair whereas the

optical fill factor is the ratio of the light sensitive area to the total pixel area. Secondly, the

optically generated electro-hole pairs have to be separated and transported to defined sites

within each pixel quickly. This shutter mechanism of the pixel is dependent on the demod-

ulation contrast of the pixel which is defined as the ratio of the demodulated amplitude to

the intensity offset of the received signal according to Equation 2.1.

Cdemodulation =
A

B
(2.1)

Thirdly, the pixel has to perform repeated addition of noise-free signal charges accumulated

per modulation period so that the total charge within an integration time can be used

for demodulating into phase and amplitude information of the scene. It is important to

note that for a 20MHz modulation frequency corresponding to modulation period of 50 ns,

only a few photons impinge on the surface of the detector which produce a few electrons,

typically even less than one electron per modulation period (Oggier et al., 2004). Therefore,

it is necessary to add charges repeatedly over many modulation periods in order to obtain

credible 3D information from the modulated optical signal. Fourthly, the repeated additions

of the charges within each pixel have to be done correctly for all the sampling points thus

enabling faster and efficient read-out process and demodulation of the signal.

2.3 Continuous Wave Phase-shift Measurement: De-

modulation and Sampling Process

Unlike pulsed-based ToF where high precision clocks are required, the phase-shift measure-

ment employs a more complex and integrated sensor design for signal processing (Lange,

2000). The camera emits an amplitude modulated signal and the transmitted signal under-

goes modulation in phase and intensity due to interaction with the target scene. The phase

modulation is caused by the distance of the target from the range camera. The reflected

signal from the scene is received by the camera sensor via a centrally located aperture fo-

cused through an optical lens system. Each pixel in the sensor board has a unique ability to
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demodulate the returned signal into amplitude and range component. Two different meth-

ods of measuring the amplitude, phase and intensity offsets are described in the following

sections.

2.3.1 Cross-correlation Method

The demodulation of the received signal is achieved by correlating it with the original mod-

ulated signal by using a cross-correlation method. The received modulated signal, s(t) and

the original modulated signal, g(t) are used to compute the cross-correlation function c(τ)

at a given phase location using Equation 2.2.

c(τ) = s(t)⊗ g(t) =
A

2
· cos(ϕ+ ωτ) (2.2)

where,

s(t) = 1 + A · cos(ωt− ϕ) , g(t) = cos(ωt), A = amplitude of the modulated signal

and ϕ = phase of the signal

The correlation function is computed at four sample locations (ωτ0 = 0◦, ωτ1 = 90◦, ωτ2 =

180◦, ωτ3 = 270◦) with equal length, ∆t per modulation period, T (1/λmod). Figure 2.3

shows the modulated sinusoidal signal sampled at four locations per modulation period.

Figure 2.3: Cross-correlation method

As the received signal also contain some background light, the correlation function is simply

modified by adding an offset value, B as given in Equation 2.3.
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C(τ0) = c(τ0) +B =
A

2
· cos(ϕ) +B

C(τ1) = c(τ1) +B = −A
2
· sin(ϕ) +B

C(τ2) = c(τ2) +B = −A
2
· cos(ϕ) +B

C(τ3) = c(τ3) +B =
A

2
· sin(ϕ) +B





(2.3)

The amplitude (A), phase-shift (ϕ) and intensity offset (B) are calculated as given in Equa-

tions 2.4, 2.5 and 2.6 respectively.

A =

√
[C(τ0)− C(τ2)]2 + [C(τ1)− C(τ3)]2

2
(2.4)

ϕ = atan

[
C(τ0)− C(τ2)

C(τ1)− C(τ3)

]
(2.5)

B =
C(τ0) + C(τ1) + C(τ2) + C(τ3)

4
(2.6)

The amplitude is a measure of the depth resolution achieved and it is also used to obtain

the grayscale image by multiplying it with the square of the distance (as the illumination

decreases as a square of the distance) and correcting for the unevenness of the LEDs illu-

mination over the field of view. The intensity offset determines the saturation level of the

sensor and provides the 2D intensity image.

2.3.2 DFT Method

The DFT method can be used to compute the phase-shift measurement parameters by sam-

pling the modulated sinusoidal signal with a sampling function (Lange, 2000). A sampling of

the signal refers to convolving the input signal with an impulse or sampling function. In the

context of the periodic signal, the DFT can be used to calculate the phase and the amplitude

of the base frequency and its harmonics. For N sampling points, DFT can only determine
N
2
− 1 frequency components. As only four sampling points are used in the case of the

range camera, DFT can determine one frequency component i.e. base frequency, without

any harmonics. Such selectivity of only one discrete frequency is a well known property of

CCD lock-in amplifiers, therefore the demodulation pixels are also known as lock-in pixels

(Lange and Seitz, 2001).
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The time domain form of the received modulated signal with background offset is defined by

a raised cosine function as given in Equation 2.7 which can also be expressed as a complex

signal in a frequency domain as shown in Equation 2.8

s(t) = A · cos(2πfot− ϕ) +B (2.7)

S(f) =

[
A

2
δ(f-fo) +

A

2
δ(f+fo)

]
eiϕf +Bδ(f) (2.8)

where t and f are the time and frequency in time domain and frequency domain respectively

for the continuous signal, and the δ is the delta or impulse function.

The DFT and inverse DFT (IDFT) of the signal, s(t) is given by Equations 2.9 and 2.10

respectively

S(ν) =
1

N

N−1∑

τ=0

s(τ)ei
2πντ
N . (2.9)

s(τ) =
N−1∑

ν=0

S(ν)ei
2πντ
N . (2.10)

where τ and ν are the sampling interval in time domain and frequency domain for the

discrete case. Equivalently, Equation 2.9 can be expressed as a complex sinusoid as shown

in Equation 2.11.

S(ν) =
1

N

[
N−1∑

τ=0

s(τ) cos
(

2πτ
ν

N

)
+ i

N−1∑

τ=0

s(τ) sin
(
−2πτ

ν

N

)]
(2.11)

The magnitude of the νth coefficient of the discrete signal (Mν) is equal to the square root

of the sum of squares of the real and imaginary parts of the complex signal of Equation

2.11, and corresponding amplitude of the harmonic component (Aν) is equal to twice its

magnitude as shown in Equation 2.13. The offset B which is measured at ν = 0 is given

by Equation 2.14. The phase of the signal is equal to the arc tangent of the ratio of the

imaginary and real parts of the complex signal as given in Equation 2.15.

Mν =
1

N

√√√√
[
N−1∑

τ=0

s(τ) cos
(

2πτ
ν

N

)]2

+

[
N−1∑

τ=0

s(τ) sin
(
−2πτ

ν

N

)]2

(2.12)

Aν = 2 ·Mν =
2

N

√√√√
[
N−1∑

τ=0

s(τ) cos
(

2πτ
ν

N

)]2

+

[
N−1∑

τ=0

s(τ) sin
(
−2πτ

ν

N

)]2

(2.13)
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B = Aν=0 =
1

N

N−1∑

τ=0

s(τ) (2.14)

ϕ(ν) = atan

[
−
∑N−1

τ=0 s(τ) sin
(
2πτ ν

N

)
∑N−1

τ=0 s(τ) cos
(
−2πτ ν

N

)
]

(2.15)

A generic version of above equations for the phase, amplitude and intensity offset of the

modulated sinusoidal signal can be rewritten in the form of harmonic coefficients of the four

sampling points with equal interval of ∆t as follows,

A =
η

∆t · sin(η)

√
[A3 − A1]2 + [A2 − A0]2

2
(2.16)

ϕ = atan

[
A3 − A1

A2 − A0

]
(2.17)

B =
A0 + A1 + A2 + A3

4 ·∆t (2.18)

where η = π∆t/T , T is the modulation period and η
∆t·sin(η)

is the attenuation factor that

dampens the measured amplitude to about 90% of the real amplitude. Figure 2.4 illustrates

the parameters involved in measuring amplitude, phase and offset of the sinusoidal signal

using DFT method.

Figure 2.4: DFT method

The integration of charges at four phase locations per modulation period can be accumu-

lated over many modulation periods within an integration time (Spirig and Seitz, 1995).
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This means that the resultant signal charge over many modulation periods is equal to the

product of the number of modulation periods and the charge packet per modulation period.

The integration of charges over many modulation period helps to increase the SNR of the

system by sharpening the sensitivity of the sensor, lowering the sensitivity to spurious fre-

quency components and increasing the signal strength (Lange, 2000). Thus this integration

process also enable to measure even the low intensity signals reflected from dimly illuminated

surfaces.

The phase delay of the received signal is directly proportional to the distance of the object

from the camera, which is computed according to Equation 2.19

R = Ru ·
ϕ

2 · π , Ru =
c

2 · fmod
(2.19)

where Ru is the unambiguous range, fmod is the modulation frequency and c is the speed of

light. The unambiguous range of the camera is determined by the modulation frequency of

the signal used. For a 20MHz modulation frequency, the non-ambiguous range is 7.5 metres.

In the SR3000 and SR4000, the calculation of a meaningful range value from the 16 bit

integer-valued range output is done as given in Equation 2.20. The division of the 16-bit

unsigned integer range value, ρint, by four is needed since its two least significant bits must

be ignored. Doing so scales the integer distance into the range 0 to 0x3FFF (16383). It can

be easily accomplished with the right bitwise shift operator.

ρ =
2−2ρint

0X3FFF
· 2

fmod
(2.20)

2.4 Some Other Important Aspects of the RIM Cam-

eras

Some other important aspects of the range cameras are briefly described in the following

sections which will provide insight into the active lighting facility of the range camera,

theoretical limit of the range measurement accuracy, effects of the background lighting and

integration time, pinhole projective coordinate system, and random and systematic errors

effecting the ranging accuracy.
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2.4.1 Light Source

Three-dimensional range cameras are active sensors that emit its own light by using arrays

of LEDs (light emitting diodes). LEDs are inexpensive emitter and the emitted light from

such device can be modulated up to 100MHz with high linearity. The LEDs are available in

wide range of wavelengths from blue light to mid-infra red spectrum with an optical power

ranging up to few hundred milliwatts, which is sufficient for the phase-based ToF ranging

system. Additionally the low power of LEDs facilitates safe operation of the camera as

the emitted light power is within the eye safety limits. LEDs are only limited by the total

power available, and therefore they are not used for pulse-based system where modulation

is required up to several GHz.

The performance of the emitter is a function of its modulation frequency, the modulation

contrast and the total power output. With higher modulation frequencies, the accuracy of

the depth resolution is increased but at the cost of a shorter unambiguous range measure-

ments. The visible and the invisible infra-red spectrum are the most suitable wavelengths

for the silicon based sensors because of the high spectral sensitivity of the silicon detectors

for these wavelengths. The quantum efficiency of the semiconductor is high for the visible

and the infra-red spectrum. The range cameras which are based on the solid-state silicon

sensors use wavelength in the near infra-red spectrum as it is more safe for human environ-

ments than the colour wavelengths. The carrier wavelength is modulated with a frequency

up to few tens of megahertz. For instance, the SR4000 range cameras emits light with wave-

length of 850 nm which can be modulated with different frequencies of 29/30/31 MHz for

the standard FOV range camera and 14.5/15/15.5 MHz for the wide FOV range camera.

2.4.2 Range Resolution

The 3D ToF camera suffers from internal system noises such as photon shot noise, photon-

charge conversion noise and quantization noise thereby limiting the range resolution of the

system (Lange, 2000). Of the three noises, only shot noise cannot be reduced or eliminated

either by software or hardware improvement. Thus photon shot noise is the ultimate theo-

retical range resolution limit. Shot noise is statistically defined as the Poisson distribution

of the photons impinging on the photoactive area of the pixel. The standard deviation of

the photon noise is equal to square root of the average number of photons or photoelec-

trons generated. The magnitude of the shot-noise increases with the intensity of the light,

so the SNR of the system is very large for higher illumination levels. This indicates that
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by increasing the power of transmitted light alone will not improve the performance of the

system.

Oggier et al. (2004) have shown that the range error of the photon-shot noise is within 1

cm even for the impinging photon with the minimum amount of energy required for the

generation of the electrons for reliable measurement of the range to the objects from the

sensor. Their result indicates that the range accuracy of within 1 cm is achievable using

the range cameras as the photon-shot noise is the theoretical limit for the range resolution

of the RIM cameras. With more photons, even better performance of the range camera is

realized. In accordance to Lange (2000), the range resolution limited by the shot-noise is

given by Equation 2.21

δR =
Ru√

8
·
√
B

2 · A (2.21)

whereRu is the unambiguous range, B is the intensity offset i.e. the number of photoelectrons

per pixel and sampling points generated by the background light and the mean value of the

modulated light reflected from the actual scene, and A is the demodulation amplitude i.e.

the number of photoelectrons per pixel per sampling point generated by the modulated

light source. The intensity offset is dependent on the background illumination as well as the

RF-modulated light. Background illumination can be avoided by imaging in the dark or it

can be reduced by using spectral filters that only transmit the modulated light, whereas the

modulation amplitude is dependent on the total emitted optical power of the modulated light

source, the modulation depth, demodulation contrast of the pixel, the distance to the target

and the reflectivity of the target. It is important to note that the optical power density

of the light decreases with increasing distance to the target, hence the range accuracy is

greater for the small distance measurement which is crucial for application in navigation

where short distance measurements are desired (Lange, 2000).

However Equation 2.21 is not the practical limit of the range resolution. There are other

internal noise sources such as thermal noise, reset noise, 1/f noise, and quantization noise

that need to be considered. By adding pseudo-electrons Np to the offset B in Equation

2.21, a better measure of the range resolution is obtained as given in Equation 2.22. As per

Equation 2.22, a distance confidence map can be obtained from the range camera.

δR =
Ru√

8
·
√
B +Np

2 · A (2.22)
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2.4.3 Background Illumination

One big problem of a range camera is the effect of the background light thereby limiting

its use for only indoor environments. This problem has not been able to be solved even

for the SR4000 range camera which is evident from the fact sheet recommending only to

be used for indoor purposes (MESA, 2010). Background light causes addition of electrons

causing biased range measurement, or otherwise lead to the saturation of the pixels. The

pixel saturation is curtailed to a certain extent by using an optical bandpass filter in the

camera mount, which allows only the central wavelength of the emitted light to enter the

lens. Yet, the background illumination still reaches two orders of magnitude higher than

the actual signal (Buttgen et al., 2005). Other method such as modified circuitry has been

implemented in the SR3000 to suppress the background light.

A pixel-level background light suppression method is implemented in the SR4000 to decrease

the effect of the background illumination on the accuracy of the range measurements (MESA,

2010). Theoretically, it can be considered that the background illumination adds equal

amount of electrons to all the samples. Which means that the differencing of A3-A1 and

A2-A0 for the phase-shift measurement nullify the effect of additional electrons due to the

background light (Buttgen et al., 2005). They have shown that the the accuracy of the real

distance measurements closely agrees with the theoretical expectation predicted based on

the physical limitation of the photon shot noise. Their experiment further suggests that the

use of enhanced in-pixel background light suppression method has curtailed the problem of

background lighting even while the background illuminations exceeds well over 150 times

that of the actual signal strength.

However, as described in Section 2.4.2 the photon shot noise increases with the increase of

photon-generated electrons thereby degrading the SNR of the system which leads to lower

accuracy for the range measurements. The background light does add more photons to the

process which lead to degrading the SNR of the system. That is why it is recommended to

use the range cameras within indoor environments in order to obtain the best performance

of the 3D range measurement system.

2.4.4 Integration Time

One important parameter of a RIM camera is the integration time. The integration time

is the time allowed to integrate the photon-generated electrons per modulation period over

many cycles. It typically ranges from 0 to 255 (8-bit integer value) which corresponds

to 0.2 to 52.1 ms for the SR3000 and 0.2 to 28.4 ms for the SR4000 range cameras. It
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Figure 2.5: SR3000: Range (R) and amplitude (L) bias as a function of the integration
time

Figure 2.6: SR4000: Range (R) and amplitude (L) bias as a function of the integration
time

is crucial to use the right integration time for a scene as a lower integration time would

compromise the accuracy of the distance measurement while a higher integration time will

lead to saturation of the pixels due to the increase in the amplitude of the measured signal.

Generally, a higher integration time is recommended to be used to achieve a high distance

measurement accuracy. On the other hand, a higher integration time will also decrease the

data capture rate as the time of acquisition increases with the integration time. For dynamic

scene capture, a lower integration time may have to be used depending on the nature of the

dynamics.

A range and amplitude bias as a function of the integration time is mapped in Figures 2.5

and 2.6. A surface wall of uniform colour was imaged using SR3000 and SR4000 at different

integration times. For the SR3000, the full integration time range was used as the saturation

of pixels was not observed at the given distance for the imaged target. For the SR4000, a



Chapter 2: 3D Range Camera 24

shorter distance to the wall was used to accommodate the larger FOV of the camera and

only integration time up to 180 16-bit integer values was used to avoid pixel saturation.

The left images of both the figures show a plot of the orthogonal distance measured from

the camera’s perspective to the fitted plane against the integration times, whereas the right

images show the plot of the amplitude values of the six different pixel locations (chosen at

a few locations diagonally away from the center of the image towards the periphery of the

image) against the integration times.

It can be clearly seen in both the figures that the range and amplitude monotonically in-

crease with the integration time. However, the range measurement for the SR3000 increases

rather erratically as a function of the integration times as oppose to a proportional increase

observed in the case of the SR4000. Further, the decrease in amplitude from the central

pixel towards the peripheral pixels for the SR3000 range camera is greater than the SR4000

camera which indicates that the power distribution of the LEDs in the SR4000 is more

uniformly distributed across the field-of-view of the camera.

2.4.5 3D Coordinate Measurement

The output of the RIM cameras consists of many variables such as amplitude, intensity, range

map, distance confidence map and Cartesian coordinates – X, Y and Z. It is important to

know how the projected object coordinates are computed for metric use. Typically for a 3D

measurement system, the X, Y and Z coordinates of the object points are computed based

on a simple pinhole camera model as given in Figure 2.7 (Kahlmann, 2007).

Figure 2.7: Pinhole Camera Model
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The important parameter for the 3D system is the range value which is measured indepen-

dently at every pixel in the sensor frame. The origin of image plane coordinate system, O

is the intersection of the optical axis and the image plane which is commonly referred to as

the principal point or image center. C (0, 0, c) is the perspective center which is commonly

assumed to be a focal length away from the origin of the image plane. The focal length

is assumed to be equal to the principal distance (c). The inverted image of the point P

(Xp,Yp,Zp) is formed on the image plane at Q (−xq,−yq, 0). The image plane coordinate

system is defined by x- and y- axes with z values equal to zero for all the image points.

The object space coordinate system is defined by X-, Y- and Z-axes, with X- and Y- coor-

dinate axes are assumed coincident with the image plane system and Z-axis runs along the

optical axis. The measured range (ρ) is the distance from the image point (Q) towards the

corresponding object (P) in the 3D space. Based on the pinhole camera model, the object

point coordinates of P is calculated using known image coordinates of Q in accordance to

Equation 2.23. The derivation of Equation 2.23 is as follows.

~QC = ~OC − ~OQ

~QC =




0

0

c


−



−xq
−yq

0


 =



xq

yq

c




and

~QP =
∣∣∣ ~QP

∣∣∣ · ~QC · 1∣∣∣∣ ~QC
∣∣∣∣

= ρ · ~QC · 1∣∣∣∣ ~QC
∣∣∣∣

since ~OP = ~OQ+ ~QP

⇒



Xp

Yp

Zp


 =



−xq
−yq

0


+



xq

yq

c


 · ρ√

xq2 + yq2 + c2
(2.23)

The mapping from 3D (object scene) to 2D coordinates (image) described by a pinhole

camera is a perspective projection followed by a 180◦ rotation in the image plane. For a

digital system the pixels are read in a different order so that it becomes rotated.
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2.4.6 Systematic Errors

There are two kinds of systematic errors that affects the range camera observations, namely

scene-independent and scene-dependent errors. The scene-independent errors of the the 3D

range cameras range from standard camera distortions like radial and decentring distortions

to more complicated range biases due to range-finder errors, which comprises of range-finder

offset, scale factor error, cyclic and clock skew errors (Lichti, 2008). The scene-dependent

errors which varies from one imaging scene to the other are due to scattering artefact (Mure-

Dubois and Hugli, 2007), incidence angle error (Karel et al., 2007) and multipath effect

(Guomundsson et al., 2007).

2.5 Comparison of the Stereo Vision and 3D Time-of-

Flight Systems

The traditional photogrammetric method of 3D image acquisition is achieved by the principle

of stereo vision where at least two cameras are used to capture a common object. This system

of depth measurement is still in use for many ranging applications because it obtains high

resolution range image. However, a stereo vision system is limited due to small FOV and

the problem of correspondence (Hussmann et al., 2008). The FOV of the SV system refers

to the overlapping region of the two images where range image can be obtained. A matching

of point correspondences in an SV system is tedious and most times it is difficult to find the

point correspondences for homogeneous surfaces.

With the advent of the 3D ToF system such as SwissRanger and PMD range cameras where

3D measurements are obtained directly, the problem of depth detection is nearing to an

end. It has sparked renewed interests in the research community for various range-based

applications using ToF imaging systems. Stereo vision systems may soon become outdated.

However the RIM cameras are still in infancy as the system hardware and functionalities

are not fully developed to provide desired range accuracy for most range-based applications.

Nevertheless, the outlook of RIM cameras is promising with the rapid development of the

semiconductor technology. With miniaturization of the semiconductor, the RIM cameras

will only become more effective and accurate.

A common SV system consists of two cameras aligned in such a way to capture an object

with desired overlap. A corresponding point in the two images is matched and intersected to

obtain the depth information by the method of triangulation. Figure 2.8 (left) shows the SV

method of obtaining the range information. For complex scenes, the processing may take
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longer or even fail to find correspondences. The process of stereo measurement is tedious and

time consuming. In the case of 3D ToF system, there is no requirement to search for point

correspondences and the FOV of the range camera is larger than the SV system. Figure

2.8 (right) shows the schematic representation of ToF system where range measurement is

achieved by measuring the two-way time-of-flight of the signal directly. The process of range

measurement is instantaneous.

Figure 2.8: Principle of SV (Left) and 3D ToF (Right) systems

Figure 2.9: Processing steps of SV (Left) and 3D ToF (Right) systems
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A comparison of the two systems for obtaining the 3D coordinates of the object is shown

in Figure 2.9. Despite the fact that ToF system can obtain 3D point coordinates of the

object instantaneously, yet the accuracy of the range measurement is lower than the SV

system due to scene-dependent systematic biases. As for now, the stereo vision system is

more developed than the 3D ToF system.

2.6 Comparison of RIM Cameras

Two cameras used in this project are SwissRanger SR3000 and SR4000 which are developed

by Centre Suisse d’Electronique et de Microtechnique SA (CSEM) in Zurich. The SR4000 is

the recent fourth generation range camera which has replaced the SR3000 model. Another

range camera with similar working principle as the SwissRanger’s is produced by PMDTec in

Germany. PMD Camcube 3.0 is the recent generation of PMD models, which are photonic

mixing device built completely in a CMOS process. The comparison of few characteristics

of these cameras are provided in Table 2.1.

Table 2.1: Specifications of three RIM cameras
SR4000 SR3000 PMD Camcube 3.0

Pixel Array Size 176 (h) x 144 (v) 176 (h) x 144 (v) 200 (h) x 200 (v)
Field of View 43.6◦ x 34.6◦ 47.5◦ x 39.6◦ 40◦ x 40◦

Focal length 10 mm 8 mm 12, 8 mm
Illumination
Wavelength

850nm 850nm 870nm

Modulation Fre-
quency

29, 30, 31 MHz or
14.5, 15, 15.5 MHz

20MHz 20MHz

Measurement
Range

0.3 to 5.0 meters 7.5m 0.3 to 7 m

Distance accu-
racy

±1cm 1 % of range

Absolute accu-
racy

± 10mm @ 100%
reflectivity

Repeatability < 5mm within 2 m
range

< 3mm at 4m distance, 75
% reflectivity

Frame rate Up to 54 fps 25 fps 40 fps at 200x200 pixels,
60 fps at 176x144 pixels,
80 fps at 160x120 pixels

Communication
interface

USB 2.0 USB 2.0 USB 2.0

Power consump-
tion

0.8 A @ 12V 12 V 12V ± 10%

Camera Housing 65x65x68 (mm3) 50x67x42.3 (mm3) 60x60x60 (mm3)
Illumination unit 24 LEDs 55 LEDs LEDs
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The image resolution of the PMD camera of 200 by 200 pixels is higher than the Swissranger

cameras with 144 (rows) by 176 (columns) pixels. All three devices have a similar carrier

frequency at NIR wavelength. The SR3000 and the PMD Camcube 3.0 operates at 20 MHz

modulation frequency which provides an unambiguous range measurements up to 7.5 metres

whereas the SR4000 provides two sets of modulation frequency groups with first set (29, 30

and 31 MHz) can measure unambiguous range up to 5 metres and the second set (14.5, 15

and 15.5 MHz) can measure up to 10 metres. However the longer the distance measured,

the lower is the accuracy of the range measurements as described in Section 2.4.2.

While the SR4000 provides measurement precision and accuracy explicitly, the other two

only states a general sense of measurement precision. For the SR3000, the accuracy of the

range measurements is 1 percent of the range which means that the expected accuracy of the

range measured at 4 m is about 4 cm. For the PMD Camcube, the expected measurement

precision is about 3 mm at a distance of 4 m with a target having reflectivity greater than

75%. For the SR4000, the range measurement precision is less than 5 mm for a distance

within 2 m. The distance accuracy of the SR4000 is ± 1 cm within the unambiguous range

and the absolute accuracy achievable is also about ± 1 cm with 100% reflectivity. The

SR3000, PMD Camcube and SR4000 can capture dynamic scenes with a maximum frame

rate of 24, 60 and 54 frames per seconds (fps) respectively. Additionally, the PMD Camcube

can capture up to 80 fps with image resolution of 160 by 120 pixels thus enabling 3D scene

capture of higher dynamics than the other two devices. They all have a USB 2.0 and ethernet

communication interfaces.

Figure 2.10: SR 3000 (Left) and SR4000 (Right) range cameras

Figure 2.10 shows the SR3000 and SR4000 range cameras exclusively used in this project.
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2.7 Summary

The RIM cameras are the state-of-the art imaging technology where 3D information of the

scene is captured without the use of any rotating system like used in the terrestrial laser

scanners. Such a technology is possible because of the miniaturization of the semiconductor

technology and the evolvement of the CCD/CMOS processes that can be implemented

independently for each pixel where range to the target is measured by a phase-shift time-

of-flight method. Such camera can not only capture static scene but is also able to capture

dynamic scene at video rate which has been not possible with the laser scanning system.

With such range measurement system, it is possible to achieve various static and dynamic

range-based applications which were not possible with the 2D imaging system or at least it

proves to be a simple and direct alternative to using the conventional stereo-vision system

for 3D imaging applications. However these cameras suffers from significant geometric and

radiometric distortions due to the presence of noises and scene-dependent errors thereby

limiting their use so far to only for low accuracy metric applications. Nonetheless the future

of the RIM cameras looks brighter due to further progress in the semiconductor technology

and ever increasing research interest with respect to these cameras. Few calibration methods

are available for dealing with the geometric errors of the range cameras which will be explored

in further details exclusively in Chapter 3.
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Chapter 3

Calibration of the Range Camera

The 3D range cameras suffer from geometric and radiometric distortions. Most importantly,

the range observations of the range cameras are biased by the scene-dependent errors which

makes it difficult to calibrate the rangefinder system. Often the range measurement biases

are plausibly modelled using a rangefinder error model or often simply modelled by using

an empirically based high-order polynomial or splines.

Sections 3.1 to 3.3 describe the theoretical and mathematical estimation aspects of the the

self-calibration free-network bundle adjustment with respect to the RIM cameras. Section

3.4 describes the optimal design of the calibration experiment and the extraction of the

target points using intensity based edge detection algorithm respectively. A range camera

calibration can be achieved either in one-step self-calibration approach or two-step pho-

togrammetric adjustment which is described in Section 3.5 and 3.6 respectively. In a self-

calibration adjustment, there are a large number of model parameters involved which leads

to the problem of model identification. Section 3.5.1 proposes the use of Akaike Information

Criterion to resolve the ambiguity caused by over-parametrization.

3.1 Mathematical Models

The collinearity equation is the basis of the functional model used in the self-calibration

of the range cameras where the parameters comprise the interior orientation parameters

(IOPs), the exterior orientation parameters (EOPs), and the coordinates of the 3D features

in the object space. The self-calibration bundle adjustment is achieved by a free network

adjustment which solves the problem of network datum deficiency minimally. The stochastic
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model is defined based on the Gauss-Markov assumption of no correlation between the

observation errors having a mean zero and a unit a-priori variance factor.

3.1.1 Functional Model

The collinearity equations are modified to accommodate the systematic error terms of the

camera lens as defined by the standard camera lens systematic errors of the digital cameras

(Fraser, 1997). The range equation augmented with the rangefinder error terms defines the

range observation equation. Thus for every point of observation, there are two collinearity

observation equations (Equations 3.1 and 3.2) and one range observation equation (Equation

3.3)

xij = xpj − cj
Uij

Wij

+ ∆x (3.1)

yij = ypj − cj
Vij
Wij

+ ∆y (3.2)

ρij =
√

[Xi −X◦j ]2 + [Yi − Y ◦j ]2 + [Zi − Z◦j ]2 + ∆ρ (3.3)

where,

[x, y, ρ]ij are the observables

[xp, yp, c]j are the basic IOP parameters

Uij = r11(Xi −X◦j ) + r21(Yi − Y ◦j ) + r31(Zi − Z◦j )

Vij = r12(Xi −X◦j ) + r22(Yi − Y ◦j ) + r32(Zi − Z◦j )

Wij = r13(Xi −X◦j ) + r23(Yi − Y ◦j ) + r33(Zi − Z◦j )

∆x,∆y,∆ρ are the systematic error terms

r’s are the elements of the rotation matrix, R

[ω, φ, κ,X◦, Y ◦, Z◦]j are the EOPs

R =




cos(φ)cos(κ) −cos(φ)sin(κ) sin(φ)

cos(ω)sin(κ) + sin(ω)sin(φ)cos(κ) cos(ω)cos(κ)− sin(ω)sin(φ)sin(κ) −sin(ω)cos(φ)

sin(ω)sin(κ)− cos(ω)sin(φ)cos(κ) sin(ω)cos(κ) + cos(ω)sin(φ)sin(κ) cos(ω)cos(φ)



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The systematic error terms for x and y are described by the standard camera model param-

eters consisting of radial, decentring and affinity distortion terms in accordance to Equation

3.4.

∆x = x(K1r
2 +K2r

4 +K3r
6) + P1(r2 + 2x2) + 2P2xy + A1x+ A2y

∆y = y(K1r
2 +K2r

4 +K3r
6) + P2(r2 + 2y2) + 2P1xy





(3.4)

where,

x = xij − xpj

y = yij − ypj

r2 = x2 + y2

(K1, K2, K3) are the radial lens distortion terms

(P1, P2) are the decentring distortion terms

(A1, A2) are the affinity terms

The range bias term, ∆ρ consists of offset term (D0), scale error(D1), cyclic components

(D2, .., D7), clock-skew errors (E1 and E2) and empirical terms (E3, ..., E11) as defined in

Equation 3.5.

∆ρ = D0 +D1ρ+
3∑

k=0

[
D2k sin

(
2kπ

Ru

ρ

)
+D2k+1 cos

(
2kπ

Ru

ρ

)]

+ E1x+ E2y + E3r + E4r
2 +

3∑

m=2

m∑

n=0

E3m+n−1x
m−nyn (3.5)

Scale is implicitly defined by the range observations. However spatial distances can be used

as an additional observations to determine the scale error (D1) explicitly. For every distance

observation between the two points (dpq), one equation is obtained as in Equation 3.6

dpq =
√

[Xq −Xp]2 + [Yq − Yp]2 + [Zq − Zp]2 (3.6)

where p and q are the two different points.
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In all, there are 26 additional model parameters involved in the functional model defined

above. Most of the terms are pertaining to the systematic bias of the range observations.

However the significance of majority of model parameters are negligible in the context of

this camera system as observed by Lichti (2008), so only few of the model parameters will

be considered in this project which shall be determined empirically or statistically using the

AIC method.

3.1.2 Stochastic Model

Based on the Gauss-Markov theorem, the observation errors are assumed to be uncorrelated

with a mean of zero and a-priori variance factor greater than zero and less than infinity

(Luhmann et al., 2006). An a-priori variance factor (σ2
0) of 1 for the observational errors is

implicitly assumed. The stochastic model is explicitly defined by the measurement precision

of the observations. For instance, in the self-calibration experiment performed in this project

the precision of the edge detection and the ellipse fitting method is used as the standard

deviation of the image coordinates observations. A more detailed description of the edge

detection and ellipse fitting measurement technique is given in Section 3.4.2. For the range

observations, the manufacturer’s quote of the range measurement precision is used. Hence,

the error of observation is given by ê ∼ (0, σ2
0

∑−1), with the variance-covariance matrix

(
∑

) defined as:

∑
=




σ2
1,1 0 · · · 0

0 σ2
2,2 · · · 0

...
...

. . .
...

0 0 · · · σn,n




where σi,j are the standard deviations of the observations and n is the number of observations.

This error model is implemented in the estimation method using a weighted parametric least

squares adjustment. Thus the noise of the range camera system is stochastically modelled

in the least squares estimation method which is described in Section 3.3.

3.2 Free Network Adjustment

The datum of a network is the minimum number of parameters needed to define the position,

orientation and scale of a network within the given space. For instance, in a 3D network
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there are seven parameters needed to define a datum (three for position, three for orientation

and the scale factor). The datum problem arises because the image point co-ordinates are

arbitrarily defined without any information about the object space datum. The image point

co-ordinates are basically direction observations which only defines general shape of the

object network but not scale, position or orientation. So there is a datum defect in the

network which causes singularity in the normal equations matrix. Mathematically, the rank

deficiency of the normal matrix, N is given by Equation 3.7, where u and d are the number

of unknown parameters and datum defect respectively.

rank(N) = u− d (3.7)

Generally in a photogrammetric adjustment, the datum problem is solved by using fixed

or weighted control points. The minimally constrained adjustment is achieved by providing

minimum amount of datum information in the adjustment: such as for the 3D adjustment,

two full control point and one coordinate of the third point is used. Extra datum informa-

tion results into an over constrained adjustment, which is undesirable for the close-range

photogrammetric network adjustment.

There is another method of achieving minimal constraint adjustment without using the

control points where only image information and the intersection condition are used to

reconstruct the bundles of rays from multi-image orientation (Luhmann et al., 2006). There

are no control points required to define the datum of the network explicitly. Such a method

of adjustment is called free-network adjustment. In a free-network adjustment the datum

defect is removed by simply transforming the arbitrarily defined network of the image point

cloud to object space network using a similarity or Helmert transformation which is given

in Equation 3.8. As the initial point coordinates of the targets form a network of point

cloud, the similarity transformation will neither change the shape of the point cloud, nor

affect its geometry. This method is implemented in self-calibrating bundle adjustment by

imposing a set of inner constraints on the object point parameters only. For the range

camera adjustment where additional range observations are available, the datum defect is

six as the scale parameter is defined implicitly by the range observation.



Xi

Yi

Zi


 = R



X0
i

Y 0
i

Z0
i


+



Tx

Ty

Tz


 (3.8)
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By taking the partial derivatives of the linearized form of the Equation 3.8 with respect to

six parameters, an inner constraint design matrix for the object points is obtained, i.e.

GT
o(d,uo)

=




1 0 0 1 0 0 . . .

0 1 0 0 1 0 . . .

0 0 1 0 0 1 . . .

0 Z0
1 −Y 0

1 0 −Z0
2 −Y 0

2 . . .

−Z0
1 0 X0

1 −Z0
2 0 X0

2 . . .

Y 0
1 −X0

1 0 Y 0
2 −X0

2 0 . . .




where d is the number of datum defects and uo is the number of unknown object points. This

constraint is imposed on all the object points such that there is no change to the network

position and orientation.

The EOP inner constraint design matrix is given below, where ue is the number of EOP

parameters.

GT
e(d,ue)

=




1 0 0 0 0 0 . . .

0 1 0 0 0 0 . . .

0 0 1 0 0 0 . . .

0 Z0
c1
−Y 0

c1
1 0 0 . . .

−Z0
c1

0 X0
c1

sin(ω)0
1tan(φ)0

1 cos(ω)0
1 −sin(ω)0

1sec(φ)0
1 . . .

Y 0
c1
−Xo

c1
0 −cos(ω)0

1tan(φ)0
1 sin(ω)0

1 cos(ω)0
1sec(φ)0

1 . . .




So the full inner constraint takes the form as shown in Equation 3.9

[
GT
e(d,ue)

GT
o(d,uo)

] [ δ̂e

δ̂o

]
= 0 (3.9)

where δ̂e and δ̂o are the correction vectors for the EOP and object point parameters.

3.3 Parametric Least Squares Adjustment

The parametric least squares functional model is shown in Equation 3.10

l = f(x) + ê (3.10)
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where l is the vector of n observations, f is the vector of m functions, x is the vector of

u unknowns and ê is error of the observations. The linearised form of the least squares

observation equation (3.10) is given in Equation 3.11,

An,uδ̂u,1 + ŵn,1 = r̂n,1 (3.11)

which can be equivalently represented in hyper-matrix form as shown in Equation 3.12 by

including all the observations that are described in Section 3.1.1




Axe Axa Axo

Aye Aya Ayo

Aρe Aρa Aρo

0 0 Ado






δ̂e

δ̂a

δ̂o


+




ŵx

ŵy

ŵρ

ŵd




=




r̂x

r̂y

r̂ρ

r̂d




(3.12)

where Aij is the Jacobian matrix of partial derivatives taken for i observation group w.r.t

the j set of unknown parameters, ŵi is the misclosure vector of the observations and the r̂i

is the residual vector of the observations, and δe, δa and δo are the correction vectors for the

EOPs, IOPs and object points parameters respectively.

Subject to the full inner constraints, the least squares objective function is obtained by

combining Equations 3.11 and 3.9 and is given in Equation 3.13

φ = r̂TP r̂ + 2k̂TGT δ̂ (3.13)

where P is the weight matrix (
∑−1) and k̂ is the Lagrange multipliers. Lagrange multipliers

are commonly used as a strategy to find the solution of the optimization problem in the

presence of constraints by introducing the same number of Lagrange variables as the number

of constraints involved in the system.

In the case of a free-network adjustment where the datum defect is solved by imposing

inner constraints on the EOP and object points parameters, the pseudo-inverse (which is

most commonly referred as the Moore-Penrose inverse) of the rank deficient normal matrix

is sought rather than the Cayley inverse (Kuang, 1996). Equation 3.14 shows the solution

vector for the bordered normal equations

[
δ̂

k̂

]
=

[
(ATPA)+ G(GTG)−1

(GTG)−1GT 0

][
ATPŵ

0

]
(3.14)
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where (ATPA)+ is the pseudo-inverse. The pseudo-inverse can be computed in many

ways: by singular value decomposition (SVD) method (Gill and King, 2004); by eigenvalue-

eigenvector decomposition method (Layton, 1997); and directly or indirectly as given in

Equations 3.15 and 3.16 respectively (Kuang, 1996).

(ATPA)+ = (ATPA+GGT )−1 −G(GTGGTG)−1GT

= (ATPA+GGT )−1 −G(GTG)−1(GTG)−1GT (3.15)

(ATPA)+ = (ATPA+GGT )−1ATPA(ATPA+GGT )−1 (3.16)

Additionally, two important points is noted below for optimal processing of the least squares

method in a free-network adjustment.

• Reduction of the network co-ordinates to the centroid as given in Equation 3.17

X
o

i = Xo
i −X

Y
o

i = Y o
i − Y

Z
o

i = Zo
i − Z





(3.17)

where (X,Y , Z) are centroid of the approximate coordinates of m datum points cal-

culated as follows.

X = 1
m

∑m
i=1X

o
i , Y = 1

m

∑m
i=1 Y

o
i and Z = 1

m

∑m
i=1 Z

o
i

• The bordered normal equations matrix is not positive-definite, so the use of Cholesky

decomposition is not possible but the Crout reduction method (Kraus, 1987) can be

used to solve the system of linear equations.

3.4 Calibration Experiment

3.4.1 Data Collection

Optimal design of the calibration experiment is necessary to accurately obtain the calibration

parameters from the bundle adjustment. Some factors of considerations for the quality

assurance of the calibration experiment are test field design, image configuration, target

design and data redundancy.
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An indoor planar test field, a large surface wall of dimension 6.40 m by 4.57 m inside a squash

court in the Kinesiology complex was used for this experiment. High contrast circular targets

(white circle on black background) as proposed by (Lichti et al., 2010) were rigidly fixed

on the surface wall. The circular targets with three different diameters (45, 150 and 280

mm) were used so that the targets at different distances can be resolved unambiguously to

facilitate the intensity based extraction of the target coordinates. Figure 3.1 shows the test

field of the calibration experiment.

Figure 3.1: Target Field

In order to avoid scattering and multipath induced errors, the imaging network is carefully

framed only to image the planar test field. There were two sets of images captured – the

normal and the convergent images. Normal images were captured from locations perpen-

dicular to the centre of the target field whereas the convergent images were captured from

either side of the normal line. The use of convergent images in a calibration network assist in

de-correlation of the IOPs from the EOPs (Lichti et al., 2010). The imaging geometry of the

calibration experiment is shown in Figure 3.2. In total there were 27 images for the SR3000

network and 20 images for the SR4000 network. Additionally, 4 extra images for the SR3000

and 6 for the SR4000 were captured for evaluating the accuracy of the self-calibration, which

are also shown in Figure 3.2.

The camera’s optical axis corresponds to the Y-axis of the local coordinate system, which is

aligned perpendicular to the planar target field. At each camera location for the convergent

imaging, two images were captured: a landscape image with κ = 0◦ and a portrait image

with κ = 90◦, where κ is the rotation angle about the Z-axis. It was not completely possible

to avoid imaging the floor for the portrait format imaging from the convergent imaging

locations as the targets at the lower part of the test field were quite close to the floor. So

only the image point co-ordinate observations made from these images were included in the

self-calibration adjustment. The convergent images were captured from 1 m up to the limit
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Figure 3.2: Geometry of the imaging network

of the side wall at a 0.5 m interval. As for the normal imaging, the images were acquired

every 0.5 m starting at 1.0 m from the target field to 6.5 m.

The selection of integration time is crucial for data acquisition because of proportional de-

pendency between the accuracy of the range measurements and the saturation of the pixels

with the integration time. For the SR3000, pixel saturation is not observed even at the

highest integration time because of the built-in bandpass filter in the optical system of the

camera which cuts off the background lighting. However, in the SR4000 the saturation of

the pixels is observed for high reflective targets at short distance for high integration times.

A high integration time is desired to achieve high accuracy range measurements, but the

saturation of the pixels needs to be avoided thus requiring to compromise between pixel

saturation and the achievable accuracy of the range measurements. An integration time of

51.2 ms and 4.3 ms was used for the SR3000 and SR4000 range cameras respectively. Fur-

thermore, both the cameras were warmed up for about an hour prior to the experimentation

in order to attain optimal operating internal temperature of the device.

3.4.2 Target Extraction

Automatic extraction of image space coordinates of the targets is necessary to determine

the 3D coordinates precisely from the range and amplitude images. The measurement of

the image co-ordinates of the target is performed in three steps (Lichti et al., 2010). Firstly,

the edge of the ellipse (circular targets are projected as ellipse in a perspective projection)
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is identified in the amplitude imagery using the Canny edge detection operator (Gonzalez

and Woods, 2008). Secondly, a least squares ellipse fitting is used to determine the center of

the ellipse, which is then corrected for biases due to ellipse eccentricity (Ahn et al., 1999).

Thirdly, the range measurement of the center of the target is computed from those of the

four neighbouring pixels using bi-linear interpolation method. MATLAB edge detection and

ellipse fitting algorithm written by Denis Rouzaud (Rouzaud, 2008) which is based on the

above steps was used to obtain the target coordinates as shown in Figures 3.3(a) and 3.3(b).

(a) Edge detection (b) Ellipse fitting

Figure 3.3: Extraction of the target coordinates

3.5 Integrated Bundle Adjustment

An integrated self-calibration bundle adjustment of the range camera has been proposed by

Lichti et al. (2010), Robbins et al. (2009), Westfeld et al. (2009), Lichti (2008) and Karel

(2008). For the integrated approach, one-step calibration is used to determine both standard

camera calibration parameters and rangefinder systematic error terms. Such a method ac-

count for the functional dependencies between the parameters in the system concerning with

different components of the measuring device. The aforementioned research has indicated

the need for an integrated approach in order to accommodate the combined effects of differ-

ent components involved in an imaging device. In this project, an integrated self calibration

bundle adjustment approach proposed by Lichti et al. (2010) is used for calibration of the

SR3000 and SR4000 range cameras. The FEMBUN program by Dr. Derek Lichit was used

for the calibration of the range cameras.
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3.5.1 Model Identification

Any physical laws and principles are defined through mathematical models which are ex-

pressed as a function of parameters that can be estimated using least squares (LS) or max-

imum likelihood estimation (MLE) methods. The math model may be too cumbersome in

some cases such as in the photogrammetric self-calibration bundle adjustment, where for

instance the functional model for the 3D range camera calibration is plausibly defined with

twenty-six additional parameters. In such case, the fundamental problem lies in the model

identification.

3.5.1.1 What is Model Identification?

Many parameters are involved in the self-calibration model, some of which may or may not

define the governing principle of the range camera at a particular time of experimentation. It

is a complicated process to identify the exact number of parameters that builds the structure

of the model, which as of now has been primarily achieved through subjective judgement

and hypothesis testing on the significance of the estimated parameters. However, such a

procedure of model identification is quite inconclusive. Thus model identification is still the

most daunting task in mathematical estimation.

This project proposes to use the statistical inference criterion of Akaike (1974), a statistician

who proposed the well known model selection method called the Akaike Information Crite-

rion which is based upon the principle of maximum likelihood estimation method. An AIC

model consists of two parts. The first component defines the loss function of the estimated

parameters given by a log likelihood term. The second component defines the penalty term

defined by the number of parameters used in the model. The AIC is quite elegant in the

sense that it is simple to implement and has been successfully used as statistical model

fitting criteria such as from regression analysis to the autoregressive model fitting in various

fields of engineering and scientific applications (Akaike, 1974; Schwarz, 1978; Blais, 1981).

3.5.1.2 Theory of AIC

The observables obtained through experimentation are a subset of a population which ex-

hibits a unique probability density function (pdf), f(X/θ), where X is the observable and θ

is the parameter (Myung, 2003). Each probability distribution is associated with a certain

number of parameters involved in the system model. A set of different parameters will pro-

duce a different probability distribution. So any physical or empirical model is defined as
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the family of probability density functions each with their own set of parameters. Therefore

the goal of parameter estimation is to find the parameters that best describe the desired

probability distribution. One way of achieving this is to seek for the value of the param-

eter vector that maximizes the likelihood function, L(θ/X). Often the log of likelihood,

lnL(θ/X), is used over the likelihood as the two functions are related monotonically. The

parameter vector obtained by maximizing the log-likelihood function is commonly called as

the Maximum Likelihood Estimate.

It has been shown by Akaike (1974) that the problem of identification is closely related to

the maximum likelihood estimation because of the fact that the “MLE estimates are, un-

der certain regularity conditions, asymptotically efficient shows that the likelihood function

tends to be a quantity which is most sensitive to the small variations of the parameters

around the true values”. This deduction leads to the formulation of AIC model with two

terms - one which is a loss function of the estimated parameters that is equivalent to the

goodness of fit of the model in terms of the error variance and the other is a penalty term

for the complexity of the model (Blais, 1981) as given in Equation 3.18

AIC = −2 ln
θ̂

X
+ 2K (3.18)

where K is the number of model parameters and θ̂ is the estimated parameter.

An AIC is a criterion of fit of the model. That is, the AIC is not an indicator of the absolute

correctness of the model, but only provides the relative strength among the candidate models

in consideration. Increasing the number of free parameters to be estimated improves the

goodness of fit, regardless of the true number of free parameters involved in generating the

observations (Blais, 1981). Nevertheless, the AIC not only rewards goodness of fit but also

includes a penalty that is an increasing function of the number of estimated parameters

which discourages over-parameterization. The model that has the minimum AIC value is

the most likely model.

The other way of seeking the value of parameter vector is by least squares estimation ap-

proach which, unlike the MLE method does not have a strong statistical basis. Nonetheless,

the least squares method is practically efficient and proven equivalent to MLE estimate for

the most symmetric distribution case such as the normal distribution, which is the most

commonly encountered problem. Hence Equation 3.18 is reduced to 3.19 with the likelihood

term of Equation 3.18 replaced by the error variance or root of the sum of squared residuals

(RSS).

AIC = n ln
RSS

n
+ 2K (3.19)
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Although the AIC method produces a relatively optimal model in the sense of an information

theoretic aspect, it is not always practical when dealing with a finite set of observations

(Schwarz, 1978). Due to this complication involved in finite dimensional models, the original

AIC model has been modified by many others to suit different aspects of model identification

by altering the penalty term. Equations 3.20 and 3.21 show the AIC biased criterion (AICc)

and Bayesian Information Criterion (BIC) respectively. For this project, the AIC method

given by Equation 3.19 is used for model selection in self-calibration bundle adjustment of

the 3D range camera because even the AICc method produced similar results as the AIC

method.

AICc = n ln
RSS

n
+ 2K +

2K(K + 1)

n−K − 1
(3.20)

BIC = n ln
RSS

n
+K lnn (3.21)

3.5.1.3 Candidate Models and AIC computation

The huge number of parameters involved in the self-calibration model of the 3D range camera

poses a problem in identifying even the candidate models comprising of finite number of likely

parameters. Several combinations of parameters are grouped together to form the candidate

models whose relative strength in a group is tested based on the AIC weighting method.

It is impossible to test all the combinations of the model parameters, therefore, the group

formation is selectively focussed on certain significant parameters. Table 3.1 and 3.2 shows

the candidate models with 10 and 30 models for the SR4000 and the SR3000 range camera

respectively.

Table 3.1: SR4000: Candidate Models
Model No Candidate Models No. of APs
B1 K1 K2 D0 D2 D3 D4 D5 D6 D7 E1 E2 E3 E4 13
B2 K1 K2 D0 D3 D4 D5 D6 D7 E1 E2 E3 E4 12
B3 K1 K2 D0 D3 D4 D5 D6 D7 E1 E2 E3 11
B4 K1 K2 D0 D2 D3 D4 D5 D6 D7 E1 E2 11
B5 K1 K2 D0 D2 D3 D4 D5 D6 D7 9
B6 K1 K2 A1 A2 P1 P2 D0 D2 E1 9
B7 K1 K2 A1 A2 P1 P2 D0 7
B8 K1 K2 P1 P2 D0 D2 E1 7
B9 K1 P1 P2 E1 E2 5
B10 K1 K2 P1 P2 D0 5

A special set of observation points is used for the self-calibration bundle adjustment in order

to optimize the accuracy of the calibration method. This set of observation comprises of
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Table 3.2: SR3000: Candidate Models
Model No Candidate Models No. of APs
A1 K1 K2 K3 P1 P2 A1 A2 D0 D2 D3 D4 D5 D6 D7 E1 E2 E3 E4 18
A2 K1 K2 K3 P1 P2 A1 A2 D0 D2 D3 D4 D5 D6 D7 E1 E2 16
A3 K1 K2 K3 P1 P2 A1 A2 D0 D2 D3 D4 D5 D6 D7 E1 E3 16
A4 K1 K2 K3 P1 P2 A1 A2 D0 D2 D3 D4 D5 D6 D7 E2 E4 16
A5 K1 K2 K3 P1 P2 A1 A2 D0 D2 D3 D4 D5 D6 D7 E2 15
A6 K1 K2 D0 D2 D3 D4 D5 D6 D7 E1 E2 E3 E4 13
A7 K1 K2 D0 D2 D3 D4 D5 D6 D7 E1 E2 E3 12
A8 K1 K2 D0 D2 D3 D4 D5 D6 D7 E1 E2 E4 12
A9 K1 K2 D0 D2 D3 D4 D5 D6 D7 E1 E4 11
A10 K1 K2 D0 D2 D3 D4 D5 D6 D7 E2 E3 11
A11 K1 K2 D0 D2 D3 D4 D5 D6 D7 E1 E3 11
A12 K1 D0 D2 D3 D4 D5 D6 D7 E2 E3 10
A13 K1 D0 D2 D3 D4 D5 D6 D7 E1 E2 10
A14 K1 D0 D3 D4 D5 D6 D7 E2 E3 9
A15 K1 K2 D0 D4 D5 D6 D7 E2 E3 9
A16 K1 K2 D0 D3 D5 D6 D7 E2 E3 9
A17 K1 D0 D2 D4 D5 D6 D7 E2 E3 9
A18 K1 K2 D0 D2 D3 D4 D5 D6 D7 9
A19 K1 D0 D3 D5 D6 D7 E1 E2 8
A20 K1 D0 D4 D5 D6 D7 E2 E3 8
A21 K1 D0 D3 D4 D6 D7 E2 E3 8
A22 K1 D0 D2 D5 D6 D7 E2 E3 8
A23 K1 K2 D0 D3 D5 D7 E2 E3 8
A24 K1 D0 D2 D4 D6 D7 E2 E3 8
A25 K1 D0 D2 D5 D6 D7 E2 E3 8
A26 K1 D0 D3 D5 D6 D7 E2 E3 8
A27 K1 D0 D4 D6 D7 E2 E3 7
A28 K1 D0 D3 D5 D6 E2 E3 7
A29 K1 D0 D3 D5 D6 D7 E2 7
A30 K1 D0 D4 D5 D6 D7 6

3D coordinates (x,y and ρ) of orthogonally- oriented images and only 2D coordinates (x

and y) of non-orthogonal images as per the findings of Lichti et al. (2010). Such a set of

observations minimizes error due to scattering effect and incidence angle of the reflected

light from the scene thus improving the accuracy of the modelling. The sum of squares of

the residuals obtained from the bundle adjustment is used to compute the AIC value of each

candidate models which is then used to compute Akaike weights as per Equation 3.22,

wi =
exp(−0.5 ∗∆i)∑R
i=1 exp(−0.5 ∗∆i)

(3.22)

where ∆i = AICi−AICmin ,the numerator term is the relative likelihood of the given model

i, the denominator term is the sum of the relative likelihoods of all the candidate models,

and R is the number of candidate models. The Akaike weights indicate the relative strength

of the candidate model within a group. The wi is interpreted as the probability that model i

is the best model, given the data and set of the candidate models (Burnham and Anderson,

2002).
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3.5.1.4 RMSE computation

In order to assess the accuracy of each model the RMSE values are computed based on the

differences in coordinates of the check points obtain from the range image and the total

station survey. The absolute coordinates of the target points are calculated from the range

image in accordance to Equation 3.23,
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where
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and R is the rotation matrix and the other parameters involved in the above equation is

described in Section 3.1.1. The second component of the right hand side of Equation 3.23

is the EOPs of the jth image which are calculated from the set of independent images by

resection method using the interior orientation and additional parameters obtained from the

self-calibration bundle adjustment. The independent images are the set of extra images that

were captured for the purpose of accuracy assessment.

3.5.1.5 Selection of the Most Likely Model for the SR3000

The 30 candidate models shown in Table 3.2 have been used for self-calibration adjustment

of the SR3000 range camera. The relative strength of every candidate model has been

assessed by computing the Akaike weights from their AIC values. Plus, the RMSE of the

check points are computed for all the models in consideration. Table A.2 in Appendix A

shows the AIC parameters and the RMSE values for all the candidate models in the SR3000

case. For instance the Akaike weights in Table A.2 indicate that Model A12 is (0.652/0.184)

= 3.5 times more likely to be the best model than the Model A26. Generally, the consensus

set of candidate models include models with Akaike weights that are within 10% of the

highest value. Model A12, A26 and A14 with 10, 8 and 9 APs respectively are selected as

the likely models based on AIC criterion as their Akaike weights are above ten percent of
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the highest value of Model A12 i.e. 0.065 (0.652 *0.1). Remaining models can be excluded

from further analysis as their Akaike weights are outside the threshold.

Table 3.3: Estimated parameters and standard errors for SR3000
Model A12 (in mm) Model A14 (in mm) Model A26 (in mm)

Parameters Values Std. Errors Values Std. Errors Values Std. Errors
xp 0.0277 0.0072 0.0274 0.0072 0.0274 0.0072
yp -0.0621 0.0077 -0.0624 0.0077 -0.0626 0.0077
c 8.1656 0.0086 8.1656 0.0086 8.1657 0.0086
K1 -0.0018 0.0000373 -0.0018 0.0000372 -0.0018 0.0000372
D0 109.1273 10.8566 88.7268 3.3883 88.6345 3.3834
D2 -11.6723 6.0249 NA NA NA NA
D3 9.3256 2.1071 7.4271 1.8735 7.0715 1.7448
D4 -3.2702 2.3653 0.643 1.2309 NA NA
D5 -23.4628 1.8482 -25.361 1.5239 -25.4994 1.5008
D6 9.8731 1.1927 10.2775 1.1707 10.1406 1.1407
D7 26.2166 1.1808 26.4361 1.1681 26.4083 1.1668
E2 -4.1488 0.7363 -4.1463 0.7393 -4.1406 0.7392
E3 4.5687 0.9556 4.5603 0.957 4.5854 0.9558

Table 3.3 shows the estimated parameters and their standard errors of the three selected

models. These three models are equally valid as per the AIC model selection method.

One way to solve this uncertainty is to use AIC weighting method to compute the new

parameter estimates and variances (i.e., standard errors) where a contribution is made from

each model according to their relative Akaike weights. Model-weighted parameter estimates

are only calculated for those parameters that are included in the likely models. For the

three likely models selected in this case, there are 10 unique model parameters which has

to be considered. An example of computing the combined model parameter and standard

error of one parameter, xp by Akaike weighting method is illustrated in Tables 3.4 and 3.5

respectively. The weighted value of the xp is the sum of the individual weighted values of

each model(entries of the column “New Parameter Contribution”),which are obtained by

multiplying their corresponding weights (wi) and the actual parameter values (entries of the

column “Actual Parameter”).

Table 3.4: Akaike estimate of the parameter (xp)

Model AIC exp(0.5 ∗∆i) wi =
exp(0.5∗∆i)∑3

i=1
exp(0.5∗∆i)

Actual Pa-
rameter

New Parameter
Contribution

A12 -177.953 1 0.709 0.0277 0.01964
A14 -175.426 0.283 0.200 0.0274 0.00548
A26 -173.849 0.128 0.091 0.0274 0.00249

New Value = 0.027613

The Model Selection Variance in Table 3.5 is the square of the difference between the com-

bined estimated parameter (0.027613) and the least squares estimate (entries of column
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Table 3.5: Akaike estimate of the standard errors for xp

Model
Actual Pa-
rameter

Conditional
Variance

Model
Selection
Variance

√
CV + MSV wi Unconditional

Weighted
Parameter

A12 0.0277 0.0072 7.63721E-09 0.00720053 0.709 0.005102989
A14 0.0274 0.0072 4.52025E-08 0.007203138 0.200 0.001442444
A26 0.0274 0.0072 4.52025E-08 0.007203138 0.091 0.000655858

New value = 0.007201

Table 3.6: Combined estimated parameters and their standard errors for the SR3000
range camera

Model Parameters Values (mm) Standard Errors (mm)
xp 0.027613 0.007201
yp -0.06221 0.007702
c 8.165609 0.0086
K1 -0.00183 3.7E-005
D0 103.1762 13.10557
D2 -8.27212 7.312559
D3 8.740182 2.227826
D4 -2.18882 2.660787
D5 -24.0284 1.966502
D6 9.978438 1.195423
D7 26.27801 1.180906
E2 -4.14755 0.737169
E3 4.568538 0.955919

“Actual Parameter”). The new standard error value is the sum of the individual weighted

values contributed by each model (entries of the column “Unconditional Weighted Param-

eter”) which are obtained by multiplying their weights (wi) and the corresponding entries

of the column “
√
CV +MSV ”. Table 3.6 shows the combined estimates of the parameters

and their standard errors computed using Akaike weighting method.

3.5.1.6 Selection of the Most Likely Model for the SR4000

The 10 candidate models shown in Table 3.1 has been used for self-calibration adjustment

of the SR4000 range camera. Table A.1 in Appendix A shows the AIC variables and RMSE

of the check points for all the models used for the SR4000 calibration tests.

Model B8 and B6 with 7 and 9 APs respectively are selected as the most likely models based

on their relative AIC value as their Akaike weights are above 10% of the minimum AIC

value. Table 3.7 shows the least squares estimates of the two likely models for the SR4000

range camera. Like in the case for the SR3000, the two likely models for the SR4000 is

combined using Akaike averaging method to obtain a combined estimates of the parameters
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Table 3.7: Estimated parameters and standard errors of two likely models for the SR4000
range camera

Model B6 (in mm) Model B8 (in mm)
Parameters Values Std. Errors Values Std. Errors
xp 0.0651 0.0312 0.0968 0.0308
yp 0.2324 0.0304 0.2204 0.0292
c 10.0175 0.017 10.0188 0.0124
A1 0.000076 0.000669 NA NA
A2 0.001025 0.000575 NA NA
K1 -0.007835 0.000141 -0.00790 0.000139
K2 -0.000273 0.000008 -0.00027 7.5E-006
P1 0.000003 0.000145 -0.00030 0.000144
P2 -0.000438 0.000138 -0.00033 0.000136
D0 -18.3333 5.8234 -18.2746 5.8102
D2 7.9651 2.9639 8.092 2.9611
E1 1.4125 0.5102 1.5422 0.5075

Table 3.8: Combined estimated parameters and their standard errors for the SR4000
range camera

Model Parameters Values (mm) Standard Errors (mm)
xp 0.0837 0.0346444
yp 0.2253 0.030271
c 10.0183 0.014308
A1 0.00003 0.000295
A2 0.0004 0.000591
K1 -0.0079 0.000143
K2 -0.0003 0.000008
P1 -0.0002 0.000206
P2 -0.0004 0.000147
D0 -18.2988 5.815708
D2 8.0397 2.962911
E1 1.4888 0.512596

and their standard errors. Table 3.8 shows the combined estimates of the parameters and

their standard errors computed from the least squares estimates of the Model B6 and B8.

3.5.2 Results and Analysis

The mathematical models presented in Section 3.1 are the basis of the integrated approach.

However, only few significant parameters are considered in the functional model as most

of the error terms involved in the full model has been observed to be trivial. An Akaike

Information Criteria has been used to select the significant parameters to avoid the problem



Chapter 3: Calibration of the Range Camera 50

of over-parameterization. Based on the Akaike model selection method, three likely models

are selected as the most likely models with 8, 9 and 10 APs for the SR3000. The high

accuracy of these models is proven by their low RMSE values of the check points

The 10-parameters model have the highest Akaike weight and also the highest RMSE accu-

racy, but 9- and 8- parameters model have one and two parameters respectively less, plus

RMSE accuracy is very similar to the 10-parameters model. This uncertainty is best solved

by averaging the model parameter by using Akaike weights as described in Section 3.5.1.5.

Thus the optimal SR3000 additional parameter set includes first term of the radial lens

distortion model (K1), the rangefinder offset (D0), five cyclic-error terms (D2, D3, D4, D5,

D6 and D7) and two clock-skew error terms(E2 and E3). Table 3.9 shows the RMSE of the

checkpoints computed based on the combined model which indicate a slight improvement

in accuracy when compared to the RMSE values of the three likely models shown in Table

A.2.

Table 3.9: RMSE of the checkpoints using combined model for the SR3000

RMSEx (mm) RMSEy (mm) RMSEz (mm)
7.9 20.4 5.0

For the SR4000 case, two candidate models are selected as the most likely models as per the

Akaike criterion. The optimal APs of the SR4000 comprises of first two terms of the radial

lens distortion terms (K1 and K2), two affinity terms (A1 and A2), decentring distortion

terms (P1 and P2), the rangefinder offset (D0), one cyclic error term (D2) and a clock skew

error term (E1). Table 3.10 shows the RMSE of the checkpoints computed using combined

model parameters which does not indicate any improvement in accuracy when compared

with the RMSE values of the two parent models shown in Table A.1.

Generally, the accuracy in X- and Y- coordinates are lower than the Z-coordinate because

of the scale factor error, which is discussed in Section 5.10. The lower accuracy in Y-axis for

the SR3000 range camera may have been caused by the small depth variation of the targets

in this direction as targets were located on a planar surface.

Table 3.10: RMSE of the checkpoints using combined model for the SR4000

RMSEx (mm) RMSEy (mm) RMSEz (mm)
18.4 14.1 4.9
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3.6 Two Step Photogrammetric Calibration

Unlike the one step self-calibration bundle adjustment, the two-step photogrammetric cal-

ibration of the range camera is done by firstly performing the standard digital camera

calibration using bundle adjustment and then correcting separately for the systematic bias

in the range observations using empirical or physical model. This method avoids the prob-

lem of correlation between the parameters which is the sole disadvantage of the one step

self-calibration adjustment. Figure 3.4 shows the correlation values between the rangefinder

offset term (D0) and the perspective center y-coordinate (Y ◦) of 11 images obtained from

self-calibration of the SR3000 range camera. The high correlation values between these pa-

rameters questions the numerical integrity of the self-calibration approach as high correlation

indicates that the two values are highly dependent on each other which is practically not

the case as these two parameters are involved in two different models as described in Section

3.1.1. In order to avoid the aforementioned correlation problems between the parameters,

the calibration for the range camera can be done in two separate steps.

Figure 3.4: Correlation between D0 and Y ◦

The two-step method is a kind of bootstrapping process similar to the one used by Boehm

and Pattinson (2010). The processing involves two steps: firstly, the Euclidean distance

of each of the targets for all the images are computed from the target coordinates and

the camera’s perspective center which are determined from the standard camera calibration;

secondly, the differences between the Euclidean distances and the measured distances obtain

from the cameras range image are modelled using a high-order polynomial. Instead of a

physical model defining the range error, an empirical high order polynomial function is used

to model the scene dependent range bias. The high order polynomial is chosen because
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the range observations of the range cameras are significantly affected by unmodelled scene-

dependent errors which causes deviations from the perceived physical model such as the

rangefinder error model used in the integrated self-calibration method.

Only SR3000 observations are used for analysis because the range observations from this

camera portray high order range bias than the SR4000. Both the normal and convergent

images were used for this calibration. Two sets of model parameters were used for comparing

between the one step self-calibration method and the two step photogrammetric adjustment.

Table 3.11 shows the two models used for the two step calibration method. Figures 3.5(a)

and 3.5(b) show the range correction using 10th order polynomial.

Table 3.11: Two-step calibration method
Model No 2D Calibration: Stan-

dard Lens Distortion
Parameters

Range Calibration

C1 K1 K2 K3 A1 A2 P1 P2 10th order polynomial
C2 K1 10th order polynomial

(a) Before range error correction (b) After range error correction

Figure 3.5: Modelling of range error using 10th order polynomial

Table 3.12 shows the two models used for the one step self-calibration method. The test

data for the one step self-calibration method comprises of 3D coordinates (x,y and ρ) of

target points from both orthogonally oriented images and convergent images.

Table 3.13 shows the RMSE comparison of the one- and two-step calibration methods. This

result indicates that the two methods are not significantly different from each other. For
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Table 3.12: One-step self-calibration method
Model No Model Parameters No. of Range

error terms
C1 K1 K2 K3 A1 A2 P1 P2

D0 D2 D3 D4 D5 D6 D7

E1 E2 E3 E4

11

C2 K1 D0 D2 D3 D4 D5 D6

D7 E1 E2 E3 E4

11

the modelling of the scattering distortion which is discussed in Chapter 4, the two-step

calibration is used as only independent range calibration is necessary.

Table 3.13: RMSE comparison of the one-step and two-step calibration
One-step calibration (in mm) Two-step calibration (in mm)

Model No RMSEx RMSEy RMSEz RMSEx RMSEy RMSEz
C1 8.9 25.3 5.4 8.7 22.9 5.3
C2 9.0 25.5 5.5 8.8 23.0 5.3

3.7 Summary

The calibration of the range camera is still a hot topic in the research community because

of the infancy of the RIM cameras and its huge potential for many close-range photogram-

metric applications. The range camera suffers from various systematic and random biases,

which comprises of scene-independent and scene-dependent errors. The standard camera

lens distortions can be easily modelled using photogrammetric bundle adjustment, however

the range measurement biases are difficult to accurately model because of the presence of

the scene-dependent errors. Nonetheless some range finder biases like the rangefinder offset,

cyclic and clock skew errors can be modelled using a physical model or empirically based

high-order polynomial. Numerous researches are underway for developing a RIM camera

calibration model either using a one step self-calibration approach or a two-step photogram-

metric adjustment. This chapter has successfully shown that both methods can produce

similar accuracy for the calibration of the range camera in spite of the fact that the corre-

lation between the model parameters are a cause of concern for estimation of parameters in

the integrated self-calibration method. Additionally, an AIC method is proposed for model

identification in the integrated self-calibration bundle adjustment where a large number of

model parameters are involved in the physical model that causes ambiguity in the selection

of the model parameters.
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Chapter 4

Modelling Scattering Distortion

In Chapter 3, the calibration of the range cameras was presented where some aspects of

the geometric errors that are defined by a prevailing physical model such as the standard

digital camera lens distortions and the rangefinder error models were incorporated in the

self-calibration method. This integrated calibration model does not include other systematic

range errors reported by Kavli et al. (2008) and Mure-Dubois and Hugli (2007), specifically

the scattering artefact that is the main cause of the scene-dependent errors observed in the

range cameras. It is important to investigate the nature of the scattering distortions in

depth in order to understand the systematic behaviour of the scene-variant errors which are

quite difficult to model with a general physical model because of their highly dependence

on the imaging environment. This chapter is limited to only investigating the effects of

the scattering bias on the range and amplitude observations in a simple two planar-objects

imaging environment.

The outline of this chapter is as follows. Section 4.1 presents a brief description of the

principle of the scattering effect in the 3D range cameras. Section 4.2 discusses the limi-

tation of the shift-invariant linear system model for compensating the scattering distortion

errors. Section 4.3 describes the experiments used for measuring scene-dependent scattering

errors using a two-planar objects experiment and also presents some important results of

the scattering-induced range and amplitude bias as a function of different parameters for the

SR3000 and SR4000 range cameras. Sections 4.4 and 4.5 presents the methodology of the

scattering compensation model using an analytical curve-fitting approach and the results of

the two compensation models respectively.
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4.1 Principle of the Scattering Effect

In the time-of-flight cameras, the range information is obtained from measuring the time

delay of the modulated received signal. The phase-shift of the amplitude-modulated signal

corresponds to a time delay of the signal received by the sensor. The range of the object

from the sensor is calculated using Equation 4.1, where ρ is the range for a given pixel, λ

is the modulation frequency, ϕ is the phase delay of the received signal, and i, j is the pixel

location.

ρ(i, j) =
λ

4π
· ϕ(i, j) (4.1)

The phase-shift for the closer objects will be smaller than the phase-shift for the farther

objects as shown in Figure 4.1, where A, B and C are the angular phase offsets, and the

ρQ , ρQ′ and ρO are the corresponding ranges of the point Q, Q’ and O respectively. The

Figure 4.1: Angular phase-shift and range measurement

point Q’ is the displaced point Q when a brighter closer object O is present in the imaging

scene which causes range bias on the background object point due to the scattering artefact.

The scattering effect is caused by the occurrence of multiple internal reflections between the

optical lens system and the image plane where the early-arrival signals from the foreground

object attenuate the late-arrival weak signal from the background object thus lowering its

angular phase offset causing a shortened range measurement. However, the exact nature

of multiple internal reflections of the signals is difficult to describe with a physical model

because of the scattering phenomenon is highly scene dependent.

Figure 4.2 shows a schematic representation of how multiple internal light reflections from the

closer object attenuates the actual signal from the farther object. For instance, a point P can

be attenuated with multiple signals due to internal reflections. The difficulty of measuring

the signal attenuation by an unknown number of internal reflections poses a limitation on

any perceived physical model of the scattering artefact.
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Figure 4.2: Internal light reflection

4.2 The Linear System Model and its Limitations

According to Mure-Dubois and Hugli (2007), the scattering problem is expressed as a con-

volution of the input signal with the impulse response of the system in the presence of the

scattering bias. For the scattering phenomenon occurring in the 3D range cameras, the

measured signal, g(i, j) in every pixel is equal to the convolution of the input signal, f(i, j)

and the PSF of the camera including the scattering bias, h(i, j) as given in Equation 4.2.

g(i, j) = f(i, j) ∗ ∗h(i, j) (4.2)

The solution to this problem explicitly requires modelling of the scattering PSF of the

camera so that deconvolution can be employed to undo the effect of the scattering. The

linear system model typically requires defining or measuring the PSF accurately in order

to successfully undo the filtering operation. They define the point-spread function of the

camera including scattering bias plausibly by a trial and error method using a Gaussian

approximation. They reported correcting scattering errors in the range image from 30% to

90% using their method.

The main problem of the linear system model is that the direct measurement of the scattering

PSF is impossible because of the non-idealization of a point scattering object. Often the line

spread function (LSF) or the edge spread function (ESF) is measured to deduce the PSF

indirectly which is equal to the derivative of the scattering ESF. An experiment using two

planar objects was conducted to measure the ESF of the scattering effect. The range camera

was placed at 1 m from the scattering object (plane board) and 2.5 m from the background

object (wall). Multiple image frames were captured with and without the presence of the

scattering object.
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(a) Intensity image

(b) Superimposed point clouds of with and without
the scattering object

Figure 4.3: Measurement of the scattering ESF

Figure 4.3(a) shows the intensity image of the ESF experiment and Figure 4.3(b) shows

the superimposed point clouds of the scattering scene with and without the presence of the

foreground scattering object. The long linear band of points is the point cloud of only the

background object when the scattering object is not present, whereas the step-like band of

points is the point cloud of both the background and the scattering object. The displacement

of the background wall towards the camera due to the presence of the foreground object is

caused by the scattering phenomenon.
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Figure 4.4 shows the superimposed theoretical and measured ESF obtained from the scat-

tering experiment. The dotted line represents expected theoretical ESF, whereas the solid

line represents the measured ESF obtained by fitting a curve on one row of pixels of the

step-like band of points shown in Figure 4.3(b). The measured ESF does not conform to the

Figure 4.4: ESF profile of a scattering distortion

expected theoretical ESF of the scattering distortion profile. This indicates that the scat-

tering range bias deviates from the linearity assumption of the linear shift-invariant system.

It is shown in the following section that the scattering effect is non shift-invariant because

the scattering bias is highly dependent on the position of the foreground scattering object.

Perhaps the linear system model does not accurately describe the scattering phenomenon

in a 3D range camera. In the absence of a concrete physical scattering model, it is impera-

tive to explore the empirical methods of modelling scattering distortion through exhaustive

experimentation, which is the subject of this chapter.

4.3 Measurement of the Scattering Effect

4.3.1 Two Planar Objects Experiment

The SR3000 and SR4000 range cameras were used for modeling the scattering artefact. A

planar wall was imaged with and without the presence of another highly reflective foreground

planar object. A white projector screen of size 2.4 m by 2.4 m was used as a foreground

scattering object. Figure 4.5 shows the experimental set up for the scattering imaging scene.



Chapter 4: Modelling Scattering Distortion 59

Figure 4.5: Set up for the scattering experiment

Five forward distance (longitudinal) positions were chosen at 1.4 m to 3.8 m with a 0.4 m

interval from the range camera. Nine lateral positions were chosen at each forward distance

location where images were taken with different percentage of surface area of the foreground

object from 10% to 90% at a 10% intervals. The 10% occlusion means that the only 10%

of the surface area of the scattering object is within the field-of-view of the camera thus

90% of the surface area of the background object is in the field-of-view of the camera. The

scattering edge is defined as the location of the edge of the foreground object, where the

edge of the foreground object overlaps with the background object. Figure 4.6 shows the

schematic representation of the 10% and 90% occlusion states of the scattering imaging

scene.

The experiment was conducted only up to 3.8 m of the camera’s range because of the

unavailability of a sufficiently large foreground planar object which is required to cover

the whole sensor frame with the foreground object. Figure 4.7 shows the geometry of the

scattering scene captured at all longitudinal and lateral positions of the foreground scattering

object. At each imaging location, 20 frames were captured to average out the random noise

of the system. Images were captured at four different integration times at 50, 120, 180 and

255 8-bit quantized values, which correspond to 10.2 ms, 24.2 ms, 36.2 ms and 51.2 ms

respectively for the SR3000 and 5.3 ms, 12.3 ms, 18.3 ms and 25.8 ms respectively for the

SR4000.
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Figure 4.6: Field-of-view coverage at 10% and 90% occlusion

Figure 4.7: Geometry of the scattering experiment

4.3.2 Scattering Effect on the Range and Amplitude Observation

4.3.2.1 SR3000 SwissRanger Camera

The scattering artefact in the range cameras is portrayed in the form of range and amplitude

biases on the background object. The measured range and amplitude for the background

objects in the presence of a scattering foreground object are lower than the measurements

without the presence of a scattering object. Hereafter, the x-coordinate refers to the image
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space of the camera. Figure 4.8 shows the range and amplitude bias of one central row of

pixels as a function of the surface area of the scattering object.

Figure 4.8: Range and amplitude biases as a function of surface area of the scattering
object

The camera and the background object were fixed at 3.8 m with the scattering object placed

at different lateral positions at a distance of 1.8 m from the camera. The trend is clearly

visible where the range and amplitude bias are increasing monotonically as a function of the

surface area of the scattering object. This is expected because when the surface area of the

scattering object is larger, more scattering is occurring inside the camera causing greater

attenuation of the signals from the background object. It is also observed that the range

bias gradually decreases from the scattering edge towards the center of the image and then

exponentially increases towards the periphery of the image. The scattering edge is located

at the right end of the curves. Some portion of this additional bias at the periphery can

be attributed to the power loss due to the vignetting effect of the lens. However, the range

biases at the edges are not homogenous throughout the image frame, which indicates that

there are other system errors influencing the scattering distortion.

Further observation exposed the proportional dependence between the range and amplitude

bias. It has been reported by Mure-Dubois and Hugli (2007) that the phase-shift due to the

scattering effect is proportional to the ratio ∆A/A. From Equation 4.1, it can be seen that

the range bias is proportional to the phase-shift, therefore the range bias is also proportional

to the ratio ∆A/A. Figure 4.9 is the range and amplitude bias dependency plot using un-

normalized and normalized amplitude bias. The amplitude bias(∆A) is normalized with the

amplitude (A) of the signal from the background object.

The left image of Figure 4.9 is a linear fit of individual data of corresponding range and

amplitude bias and the right image is the superimposed of linear and polynomial fits of all

data at different surface area of scattering object seen in Figure 4.9. It can be observed

that the proportional dependency of range and amplitude bias is true for the lower range
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Figure 4.9: Amplitude and range bias dependency plots

biases but exhibits a monotonically increasing low-order polynomial relationship for the

larger range biases.

Figure 4.10: Range and amplitude biases as a function of the integration time

Figure 4.10 shows the range and amplitude bias as a function of the integration time. This

image is taken with a range camera placed at 1.8 m and 3.8 m from the scattering and back-

ground object respectively with 50% occlusion of the background object. All four different

integration times for the same scattering scene show a very similar range biases. This sug-

gests that the scattering effect on range measurements is invariant to the integration time.

However, the amplitude bias due to scattering is dependent on the integration time. The

monotonic relationship between the integration time and the scattering-induced amplitude

bias is because a greater number of photons impinge on the sensor at higher integration

times.
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Figure 4.11: Range and amplitude biases as a function of distance of the scattering
object from the camera

Figure 4.11 portrays the range and amplitude bias as a function of the distance of the

scattering object from the camera. These images were taken with the camera placed at 3.8

m from the background object and the scattering object placed at four different locations

at 0.4 m increments starting at 1.4 m from the camera. It has been observed that the range

and amplitude biases monotonically increase with the distance of the scattering object from

the camera. This is expected because the power density of the signal decays as the inverse

square of the distance. When the scattering object is closer to the camera relative to the

background object, the reflected light from the scattering object has more power than the

reflected light from the background object causing greater signal attenuation resulting in

proportional scattering bias.

Figures 4.12(a) and 4.12(b) show the variation in range bias at different scattering scene

environments. In both the figures, it is clearly visible that the scattering induced range bias

is more in the periphery than the inside portion of the image plane. This is due to a greater

power loss of the reflected signal at the periphery than in the middle portion of the imaging

scene. The additional power loss of the SR3000 range camera at the periphery besides the

cosine-fourth power loss observed in standard optical systems has been reported by Jaakkola

et al. (2008).

Kavli et al. (2008) and Mure-Dubois and Hugli (2007) reported a maximum of 400 mm

of range bias due to scattering based on their experiment. On the contrary, this study has

shown that the scattering-induced range bias could reach up to 2500 mm in the presence of a

highly reflective large surface area scattering object when the scattering and the background

objects are separated at an appreciable distance.
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(a) Camera at 140cm and 380 cm from the scattering and back-
ground object respectively

(b) Camera at 240cm and 380 cm from the scattering and back-
ground object respectively

Figure 4.12: Scattering induced 3D range bias

Figure 4.13: SR3000 noise for consecutive images



Chapter 4: Modelling Scattering Distortion 65

Figure 4.13 is the standard deviation plot of the range and amplitude bias for twenty con-

secutive images of a planar wall. The range noise is within 200 mm and amplitude noise is

within 100 16-bit quantized values. Figures 4.12(a) show that the scattering induced bias

is greater than the inherent system noise thus requiring modelling and compensation of the

scattering induced biases for SR3000 range camera.

4.3.2.2 SR4000 SwissRanger Camera

Chiabrando et al. (2009) have reported the absence of scattering distortions in the SR4000,

which is the fourth generation range camera. However, it has been observed in this study

that the scattering-induced biases exist but are not as significant as in the SR3000.

(a) Range and amplitude biases as a function of the surface
area of the scattering object

(b) Range and amplitude biases as a function of the distance
of the scattering object from the camera

Figure 4.14: Scattering induced range and amplitude bias for SR4000
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Figure 4.14(a) shows the ten-point moving average plot of the range and amplitude bias

of one central row of pixels as a function of the surface area of the scattering object. The

images were captured with a camera at 3.8 m from the background object with the scattering

object positioned at nine lateral positions at 2.2 m from the camera. Figure 4.14(b) shows the

scattering induced range and amplitude bias as a function of the distance of the foreground

scattering object from the camera. These images were taken with the camera at 4.2 m

from the background object with 50% surface area of the scattering object positioned at

different distances from the camera. The maximum scattering-induced range bias in the

SR4000 is observed to be 80 mm, which is an order of magnitude less than the range bias

observed in the SR3000. This shows that the scattering artefact in this camera is greatly

reduced or eliminated as compared to the scattering bias observed in SR3000. However it

is not known how the scattering artefact in SR4000 is rectified by the manufacturer, either

through software implementation or hardware consolidation.

The standard deviation plot of the range and amplitude biases for twenty consecutive images

of a planar wall is shown in Figure 4.15. The range noise is within 50 mm and the amplitude

noise is within 300 16-bit quantized values. Interestingly, it is observed that the amplitude

bias of the SR4000 is three times more than the amplitude bias of the SR3000 camera,

though range bias has been improved by a factor of two.

Figure 4.15: SR4000 noise for consecutive images

4.4 Methodology for the Scattering Compensation

A 3D surface-fitting algorithm is used to smooth the noisy 3D point cloud of the scattering

scene. The smoothed surface is then used for scattering compensation using a cubic spline
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interpolation method. The three-step process for scattering compensation is discussed in

the following sub sections.

4.4.1 Removing the Mixed Pixels

The raw data from the scattering scene contain mixed pixels at the scattering edge, which is

the overlap region between the foreground and the background surfaces. The mixed pixels

are caused by ambiguity in range measurement of the signals received from the foreground

and background objects at the same pixel. An automatic process of removing all the pixel

columns containing mixed pixels in the foreground scattering scene is achieved using linear

and polynomial regression of the pixel columns based on a mean square error threshold.

Because the imaging surfaces are planar objects, the pixel columns appear as either a linear

or low order curvature band of points. The presence of the mixed pixels in the scattering

edge causes deviations of the point cloud from the linear or polynomial trend which is easily

determined by the sum of the squared errors (SSE) of the curve fitting. Any pixel columns

that have SSE above a certain threshold are removed from the dataset. Figures 4.16(a),

4.16(b), 4.17(a) and 4.17(b) show the robust line fitting and polynomial fitting methods

used for isolating the mixed pixels which are the most undesirable noise present in the

scattering data.

(a) Absence of mixed pixel leads to
good fit of a line

(b) Presence of mixed pixel causes
large deviations from the best-fit
line

Figure 4.16: Robust line fitting method to isolate the mixed pixels

Figure 4.18 shows the uncleaned and cleaned point clouds of the foreground scattering scene

superimposed on the background scene point clouds.
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(a) Absence of mixed pixel leads
to good fit of a polynomial

(b) Presence of mixed pixel causes
large deviations from the polyno-
mial fit

Figure 4.17: Polynomial fitting method to isolate the mixed pixels

Figure 4.18: Cleaning mixed pixels

4.4.2 Smoothing: 3D Surface Fitting

A generalized ridge estimator is used to fit a smooth surface to 3D grided data points. The

choice of this algorithm over other polynomial surface fitting is because this method robustly

fits a surface as closely as possible by accommodating the noise in the data by a user-defined

smoothing or fairing parameter. This algorithm is not merely an interpolating function

but more of an approximating function where an interpolating function is coupled with an

absolute constraint, which is scaled with a fairing parameter for controlling the smoothness

of the estimated surface (D’Errico, 2005).

The objective of this method is to estimate the curved surface Z = f(X,Y) values at the

rectangular grid nodes using a 3D point cloud of the range camera. Figure 4.19 shows the

grid nodes and the known data points used for the surface fitting. A surface is estimated

basically by approximating the Z values of all the nodal points in the rectangular mesh. This
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is achieved by using a local interpolating function such as linear triangular interpolation

method given in Equation 4.3 and schematically shown in Figure 4.20

Z = Z1 + u ∗ −−−→Z1Z3 + t ∗ −−−→Z1Z2 (4.3)

where Z1, Z2 and Z3 are the Z-coordinates at the three vertices of a triangle, and t and u

are the scalars in X- and Y-direction respectively.

Figure 4.19: Known data points and unknown nodal points

Figure 4.20: Linear interpolation in a triangle

Mathematically, the interpolation at any point in the gridded mesh is simply a linear com-

bination of the function values at the nodal points which can be represented by a linear

algebra problem as given in Equation 4.4

Ax = y (4.4)

where A is a Jacobian matrix of partial derivatives w.r.t unknown parameter, the vector x

is the parameter unknowns of length nx × ny (nx and ny are the number of nodes in the

X- and Y- direction respectively) and y is the vector of known observations. Thus A has n
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(number of observations) rows, i.e the number of data point supplied by the user, and nx

× ny columns. In such case of estimation it is very likely to have more number of columns

than rows because a user may choose to build a dense gridded surface. Hence, the regression

problem becomes highly underdetermined where the unknowns exceeds the known values.

For instance, Figure 4.19 shows 25 nodal points where Z values at each nodal point have

to be determined from a total of only 16 available data points. A least squares solution to

such underdetermined regression problem is highly unreliable. However, the plate-bending

mechanism used in the ridge estimator solves this underdetermined problem by imposing an

absolute constraint where the gradient of the surface in the neighboring cells are forced to

be equal. This results in a second set of linear equations of the form shown in Equation 4.5

Bx = 0 (4.5)

where B is the constraint matrix with gradient values approximated using finite differences

of the surface at the neighboring nodes. Hence, the objective function of the least squares

is to minimize the L2 norm of the joint function of the interpolating function, Equation

4.4 and the regularization function, Equation 4.5. The minimization function is shown in

Equation 4.6

φmin = ‖(Ax− y)‖2 + J‖Bx‖2 (4.6)

where J is the fairing parameter that defines the amount of rigidity of the bending plate. As

J approaches zero, the plate becomes very flexible. A higher fairing parameter will produce

a smoother surface but the approximated surface will be less accurate, and vice-versa. More

on bending plate mechanism is discussed in Yamada et al. (1999), Greiner et al. (1996) and

D’Errico (2005).

Figure 4.21: Actual surface (Left) and smooth surface (Right)
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Figure 4.21 shows the result of the 3D surface fitting algorithm on the point cloud of the

range camera.

4.4.3 Interpolation: Not-a-Knot Cubic Spline

Using the surface fitting algorithm, smooth range bias surfaces are obtained for different

positions of the scattering object. Then a piecewise cubic polynomial interpolation is used

to approximate the value for the required lateral or longitudinal distance using the corre-

sponding pixel values from all the available smoothed surfaces.

Mathematically, the cubic spline is defined by the cubic polynomial in Equation 4.7 which

is defined for each sub-interval [xi,xi+1], where i = 1, 2,· · · , N-1. For N number of points,

there are N-1 cubic polynomials with 4(N-1) parameters.

Fi(x) = ai + bi(x− xi) + ci(x− xi)2 + di(x− xi)3 (4.7)

Constraining Equation 4.7 with the following four conditions gives a unique solution. The

detail description of the spline estimation is presented in Section B.1 in Appendix B.

• The spline pass through all data points.

• The first derivative is continuous at all interior points.

• The second derivative is continuous at all interior points.

• The boundary conditions at the end points are defined.

When the boundary conditions at the end points are defined as in Equation 4.8, the spline

is called not-a-knot spline and when the first derivatives of the end points are set to a

predefined value then it is called a clamped spline.

F1
′′′(x2) = F2

′′′(x2)

F ′′′N−2(xN−1) = F ′′′N−1(xN−1)

}
(4.8)

The not-a-knot and clamped splines has been tested for the interpolation of the scattering

surface, of which the not-a-knot spline fitted the scattering data better than the clamped

spline. Figure 4.22 shows the fitting result of the two splines.
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Figure 4.22: Two method of spline interpolation

4.5 Scattering Compensation Model

The range bias due to scattering is the subject of interest in this study. A range bias

scattering compensation model based on the analytical curve-fitting method is proposed.

Two different models have been tested to compensate for the scattering-induced range bias

on the background object. The flowchart shown in Figure 4.23 describes the two models.

Figure 4.23: Flow diagram of the empirical scattering compensation models
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4.5.1 Compensation Model I

Model I is a local compensation model defined only for a scattering object located at a

particular distance from the camera where ancillary data of lateral scattering scenes are

available for different percentage surface areas of the scattering object. The approximation

of the required surface at a particular surface area of the scattering object is achieved

by calculating values at each pixel location using the corresponding pixels values of the

smoothed surfaces available at different locations of the scattering object. The not-a-knot

spline interpolation is used to estimate the approximate correction surface.

Figure 4.24 shows the superimposed actual and approximated surfaces and the success rate

of the scattering compensation for Model I. The scattering compensation is tested for 55.7%

surface area of the scattering object, when the scattering object and the background object

are at 2.2 m and 3.8 m from the camera respectively. The success rate is calculated by com-

puting the percentage difference of range bias between the actual and approximated range

bias surfaces for all pixels independently. The achievement of this scattering compensation

model is more than 80%, which corresponds to a maximum error of 21 mm. The high success

rate for this model is due to the availability of dense data set for the lateral positions.

Figure 4.24: Scattering compensation for scattering object at 220 cm from the camera
for Model I

4.5.2 Compensation Model II

Model II is a general compensation model defined at all distances for all percentage surface

areas of the scattering object from the camera where ancillary data of both the lateral and

longitudinal scattering scenes are available. The approximation of the surface at the required

distance from the camera for a particular surface area of the scattering object is achieved
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in two steps. Firstly, an intermediary surface at the required percentage surface area of

the scattering object is computed using the lateral scenes. Secondly, from the intermediary

surfaces obtained at the desired percentage surface area of the scattering object, a new

surface is interpolated at the required longitudinal distance of the scattering object from the

camera.

Figure 4.25 shows the superimposed of actual and approximated surfaces, and the success

rate of the scattering compensation at 53.4% surface area of the scattering object when the

scattering and background objects are at 2.2 m and 3.8 m from the camera respectively. This

compensation model has accounted for more than 60% of the scattering distortion which

corresponds to a maximum error of 43 mm. The lower success rate of this compensation

model relative to Model I is because only sparse ancillary data are available for interpolation,

which has biased the spline model.

Figure 4.25: Scattering compensation for scattering object at 220 cm from the camera
for Model II

4.6 Summary

By using a two planar-objects experiment, the effects of the scattering errors on the range

and amplitude observation have been quantified for both the SR3000 and SR4000 range

cameras. It has been explicitly shown that the scattering induced biases are scene-variant

and non-linear, unlike the linearity and the invariance assumption of the liner system model.

The scattering errors depends on the position and size of the scattering objects. In the

presence of the large foreground objects at a closer distance, the scattering-induced range

bias may reach up to 2500 mm on the range measurement of the background objects. The

proposed empirical compensation model successfully accounted for about 60% scattering

errors using Model I and about 80% using Model II. However, these corrections models are
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only valid for scattering scenes having planar surfaces because the scattering effect is highly

scene-dependent. In a complex scenes where multiple objects of different shapes and forms

are present, the scattering effect is more complicated as it is additionally compounded by

the effect of the multipath. Therefore, the scattering errors of the range cameras are difficult

to compensate with a general physical model.

On the other hand, it has been observed that the SR4000, which is the current generation

range camera is more resistant to the scattering errors. This improvement of the range

camera may have been achieved by hardware and software improvements in the lock-in-

pixel technology. For a small surface foreground object, the scattering errors observed in

the SR4000 are within the noise of the system. Therefore, the SR4000 range camera is

used in Chapter 5 to investigate the potential application of the RIM cameras for structural

deformation measurements. The deformation measurement requires sub-millimetre accuracy

to accurately sense the deflection of the structure under external loading conditions which

can only be met by the SR4000, which is less susceptible to scene-dependent errors.



Chapter 5: Structural Deformation Measurements 76

Chapter 5

Application of the SR4000 Range

Camera for Structural Deformation

Measurements

In Chapter 4, the scene-dependent scattering effect in the SR3000 and the SR4000 was pre-

sented. It was observed that the SR3000 range cameras are severely effected by the scattering

errors which poses a limitation on the use of this range camera for precise measurement ap-

plications. On the other hand the SR4000 range cameras are very resistant to the scattering

induced range biases thus making this latest generation range camera capable of using for

precise engineering applications such as structural deformation measurements. This chap-

ter investigates the use of the SR4000 range camera for precisely measuring deformation of

structural beams under external loading conditions in a laboratory test field.

Section 5.1 states the advantages of using a range camera for structural deformation measure-

ment. Section 5.2 presents the theoretical and mathematical aspects of the beam deflection

phenomenon. Section 5.3 presents the design of the experiment and the method of data col-

lection. Sections 5.4 and 5.5 discuss the method of data preparation and processing of the

range camera and the terrestrial laser scanner data respectively. Section 5.6 presents the re-

peatability test of the range camera measurements. Sections 5.7 and 5.8 elaborately present

the quantitative and qualitative analysis of the three phases of experiments conducted on two

concrete beams with and without the steel-reinforced polymer sheets respectively. Section

5.9 discusses the measurement precision and accuracy of the range camera for beam deflec-

tion measurements. This chapter concludes with Section 5.10, where some of the limitations

of the range camera are discussed.
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5.1 Why a Range Camera?

Structural deformation tests are carried out in an indoor facility to study the character-

istics of the structural members under different stress conditions. Traditionally this had

been achieved by using contact sensors such as dial gauges and linear-variable differential

transducers (LVDTs) which are highly accurate measuring devices. However these devices

are limited owing to the need for placing the sensors in contact with the structure thus pro-

hibiting measurement of the deflection at the moment of the final destruction. Additionally,

these devices are only capable of measuring the changes in one direction.

So to mitigate the deficiencies of the traditional deflection measuring devices, photogram-

metric methods using close-range cameras are now commonly employed for the structural

deformation measurements with millimetre level accuracy (Fraser and Riedel, 2000; White-

man et al., 2002). But the camera system requires multi-oriented images in order to obtain

a stereo geometry for computing three dimensional coordinates of the targets. This process

of determining the 3D coordinates is tedious and time consuming, and at times is even

unsuccessful if the point correspondences are not found. Camera use is also limited by the

requirement of numerous targets in the object scene, either paper targets or a virtual pat-

terns which can be projected using a projector. On the contrary, the range cameras obtain

3D information of the scene directly as an output of the camera which eases the processing

task. For the range cameras, even the requirement of a reflective targets can be eliminated

completely.

In recent years, terrestrial laser scanners have been used for measuring structural beam

deflection in both indoor and outdoor deformation studies (Ronnholm et al., 2009; Lovas

et al., 2008; Park and Lee, 2007; Gordon and Lichti, 2007). The TLS system is more efficient

than the traditional photogrammetric systems as it does not require special targets in the

imaging network. Plus, only one exposure station is required to measure the deflection of the

structure. Though it is limited by the coarse accuracy of the point clouds, the high density of

point clouds facilitates accurate surface modelling thereby achieving sub-millimetre accuracy.

But these devices are not capable of capturing dynamic scenes in order to map the dynamic

profiles of structural deformation. Therefore the three-dimensional range camera could be

employed similarly like TLS for the deformation measurements with the added benefit of

providing video rate scene capture for dynamic scene reconstruction. Despite this potential,

this project will only investigate the measurements of static deformation as an initial research

activity which will eventually set course for the dynamic deformation studies in the future,

if the static measurements are reasonably validated. Additionally, the 3D range cameras

are smaller thus it can be used in congested environment and operate with greater ease
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of freedom. The range camera system is also cheaper than the TLS system which is too

expensive for many users.

In Chapter 4 it has been shown that the range cameras are severely affected by the scene-

dependent biases such as the scattering artefact thus making it’s use inappropriate for many

high-precision metric applications. However, it has been observed that the fourth generation

range cameras, SR4000 are less affected by the scattering effect by an order of magnitude

less than the SR3000. So the use of the SR3000 for high-precision application such as beam

deflection measurement is out of the question. Therefore only SR4000 range camera is

investigated for its use in measuring the static deformation of the structural beam.

5.2 Mathematical Model of the Beam Deflection

Figure 5.1 shows the schematic representation of the deformation experiment of the simply

supported beam at the zero load state. A beam that is subjected to a downward force will

bend as depicted in Figure 5.2.

Figure 5.1: Beam at the zero load state

The deflection of the beam due to the load can be defined by the second-order differential

equation as given in Equation 5.1 (Beer and Johnston, 1992)

∂2z

∂x2
=
M(x)

EI
(5.1)
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Figure 5.2: Beam at the loading state

where M is the bending moment which is a function of x, E is the modulus of elasticity,

I is the cross sectional moment of inertia and z is the vertical deflection. Equation 5.1 is

solved by the method of integration where the first integration yields gradient function and

the second integration gives the deflection in the vertical direction which is the quantity of

interests for the beam deflection measurements.

A physical model as similar to the one derived in Gordon and Lichti (2007) will be used

to derive the deflection model. Consider a simply supported beam of length L (3 m) with

downward concentrated force (P) acting at two points which are symmetrically placed about

the centre of the beam. The load points are approximately located at 1.2 m and 1.8 m from

one end of the beam. Since there are two load points the beam is divided into three sections

i.e. 0 ≤ x < 1.2L
3

, 1.2L
3
≤ x ≤ 1.8L

3
and 1.8L

3
< x ≤ L. The R is the reaction forces at the

left and right supports of the beam. At the state of the equilibrium, the downward force

and the upward reaction forces at the two support ends are equal. The unsupported portion

of the middle section of the beam experiences a positive internal bending moment (+M)

which depends on the location of the point along the beam. This bending moment cause the

sagging of the beam by bending the beam concave upward (Hibbeler, 2008). The bending

moments for the three sections are formulated as shown in Equation 5.2.

M(x) =





Px, 0 ≤ x ≤ 1.2L
3

Px− P (x− 1.2), 1.2L
3
≤ x ≤ 1.8L

3

Px− P (x− 1.2)− P (x− 1.8), 1.8L
3
≤ x ≤ L

(5.2)
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With the E and I terms in the differential equation (Equation 5.1) are assumed to be

constant, Equation 5.2 reduces to the beam deflection equation (Equation 5.3) after two

integration operations, where the C terms are the constants of integration that can be

determined from the boundary conditions.

EIz =





Px3

6
+ C1x+ C2, 0 ≤ x ≤ 1.2L

3

1.2Px2

2
+ C3x+ C4,

1.2L
3
≤ x ≤ 1.8L

3

−Px3
6

+ 3Px2

2
+ C5x+ C6,

1.8L
3
≤ x ≤ L

(5.3)

By generalizing the coefficients, Equation 5.3 reduces to the simple analytical form given

in Equation 5.4, which can be used to measure the beam displacement. Equation 5.4 is a

problem of curve fitting of low-order polynomial which can be achieved through constrained

least squares adjustment.

z(x) =





a3x
3 + a1x+ a0, 0 ≤ x ≤ 1.2L

3

b2x
2 + b1x+ b0,

1.2L
3
≤ x ≤ 1.8L

3

c3x
3 + c2x

2 + c1x+ c0,
1.8L

3
≤ x ≤ L

(5.4)

However, instead of using the three piece low-order polynomial functions for modelling the

deflection curves, a cubic spline is a better alternative model because the thin plates used as

the reference for the measurements in this experiment are not aligned and levelled perfectly.

The non-alignment of the beam is caused by the sagging of the beam due to its own weight

as it is supported only at the two ends, and by the use of unequal amount of glue to attach

the plates from the bottom surface of the beam. The thin plates which are shown in Figure

5.1 are the reference points which are used for measuring deflection of the beam at different

measurement epochs. This unevenness of the thin plates causes unnecessary smoothing

of the polynomial regression which is not sought for in this estimation. The cubic spline

conforms with the polynomial function because of the use of cubic function in the piece

wise modelling of the spline. Additionally, the spline curve can be greatly localized to fit

the observation data. Thus the estimation of the deflection values at different measurement

epochs is done by the cubic spline interpolation method. A detailed mathematical derivation

on the modelling of the cubic spline is described in Section B.1 in Appendix B.

The x and z values needed for the measurement of the beam displacement in Equation

5.4 are obtained from the range camera observations. The range observation (ρ) is the

critical parameter in defining the z value which is the main parameter for quantifying the
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displacement of the beam. Therefore it is crucial to investigate the systematic and random

biases effecting the range observations.

∆ρ =





D0 +D2 sin
(

2π
Ru
ρ
)

+ E1x modelled

+

∆Sρ + ∆Iρ + ∆Mρ + ε unmodelled

(5.5)

Equation 5.5 shows the modelled and unmodelled systematic and random biases effecting

the range observations. The modelled parameters refer to the rangefinder biases that are

quantified in the self calibration adjustment and the unmodelled parameters such as scat-

tering bias (∆Sρ), incidence angle error (∆Iρ), multipath effect (∆Mρ), noise of the sensor

(ε) are the ones which are difficult to model due to their high dependence on the imaging

environment. Nevertheless the problem of unmodelled biases is solved numerically because

of the need for differencing the two measurements in order to obtain the displacement of the

beam. All the measurements at the subsequent epochs are subtracted from the measurement

at the zero load state to obtain the deflection of the beam at that particular epoch, which

is expressed in Equation 5.6

∆ρ0i =ρ0 + ∆ρ0 + ε0 − ρi −∆ρi − εi.
=ρ0 − ρi + ∆ε

(5.6)

where ρ0 and ρi are the range observations at the zero load and the i loading state respec-

tively, ∆ρ0 and ∆ρi are the systematic biases at the zero and i states respectively and ε0

and εi are the system noise at the two states respectively. It is assumed explicitly that the

scene-dependent systematic biases for all other measurement epochs remain constant and

is equal to the biases occurring at the zero state loading condition. Thus the first differ-

ence method of computing the deflection values by subtracting the measurements of the

subsequent epochs from the zero load state cancels out the systematic biases occurring at

all measurement epochs. However, the system noise is not eliminated by the differencing

method due to the stochastic nature of the noise. The noise is modelled stochastically in

the calibration of the range observation as discussed in Section 3.1.2.

5.3 Data Collection

The experiment was conducted in a controlled indoor testing facility in the Department of

Civil Engineering laboratory at the University of Calgary. A white-washed structural beam
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of length 3 m supported at its two ends was used. The load was applied by a hydraulic-

actuator having maximum force capacity of 250 kN, on a spreader beam contacting at two

points of the beam which are located 300 mm on either side of the center of the beam. The

surface of interest for the range cameras and the laser scanners is the top surface of the

beam. However, the spreader beam occluded almost half of the beam thereby hindering the

capture of full span of the beam. As an alternative method to measuring the top surface

of the beam, thirteen white-washed thin aluminum plates of size 2 by 6 inches were firmly

attached from the bottom surface of the beam at equal interval of 250 mm.

Four different types of sensors were used for measuring the beam deflection, namely:

• Three 1D laser transducers

• Seven Canon digital cameras (photogrammetric system)

• Two terrestrial laser scanners (Leica HDS6100 and Trimble GS200)

• Two SR4000 range cameras

Each system operates differently. The one-dimensional laser transducers measures the range

between the target and the sensor with sub-millimetre accuracy providing real time de-

flection values. The photogrammetric system composed of multiple medium format digital

cameras captures stereoscopic images of the whole span of the beam simultaneously which

can be processed using a stereo-vision method to obtain the depth measurement of the tar-

get points. The terrestrial laser scanner produces the 3D point cloud of the imaging scene

by scanning mechanisms and laser rangefinding. Because the laser scanner technology is a

well established method of measuring the structural deformation (Tsakiri et al., 2006; Gor-

don and Lichti, 2007; Park and Lee, 2007; Lovas et al., 2008; Ronnholm et al., 2009), the

TLS measurements will be used as the true measurement for the comparison of the beam

deflection measurements from the range cameras. Finally, the range cameras capture 3D

information of the scene by ranging and imaging technology.

Figure 5.3 shows the actual structural deformation scene for the first experiment with all

the sensors at the zero load position. Laser transducers were placed under the beam at three

locations, L/3 (Strip 5), L/2 (Strip 7) and 2L/3 (Strip 9) respectively which are shown in

Figure 5.1. A special steel housing frame was built to support the digital cameras and the

range cameras. The position of the two range cameras are shown in Figure 5.1. The seven

digital cameras were attached to the horizontal steel tubes looking vertically down with four

cameras on the left side and three cameras on the right side of the actuator. The two laser

scanners were positioned with one at the extreme left end of the beam and the other located



Chapter 5: Structural Deformation Measurements 83

Figure 5.3: Structural beam deformation experiment

perpendicular to the center of the beam. The two locations were chosen to optimally capture

the whole surface of the beam and the thin plates. The two range cameras were centrally

located on either side of the actuator such that the images of the two cameras encompasses

the whole length of the beam. Circular targets of diameter 50 and 75 mm were fixed on the

floor surface covering the whole FOV of the two range cameras which is to be used for the

registration of their point clouds.

The range camera is the interest of this thesis, so only the field operation of the range

camera is elaborated further. The integration time was optimally set at 17.2 ms because at

this setting the problem of saturated pixels was observed to be minimum for that particular

imaging scene. The pixel saturation depends on the distance of the imaging objects from the

camera and the reflectivity of the surface. Unlike the SR3000 measurements, the SR4000

outputs null values for the saturated pixels which is not usable for any metric evaluation. So

it is important to avoid saturated pixels for the SR4000 as much as possible. Additionally to

improve the measurement precision of the range cameras, twenty frames were simultaneously

captured for every loading epoch. By averaging the observation of multiple range images

the random noise of the range camera is substantially reduced.

The light interference test was performed to investigate the effect of the two similar cameras

operating with same modulation frequency of 30 MHz. The location of the cameras were
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chosen to capture the full span of the beam with each camera capturing about 50 to 60 %

of the beam span. The close proximity of the two range cameras will cause the light from

one camera be detected by the other camera and vice-versa. Such detection of additional

light will affect the range measurements. This test was conducted on RC 2 because of the

unavailability of the operating mechanism during the time of experiment to operate two

range cameras simultaneously. When both the cameras are operating at the same time, the

light interference bias is prevalent. To avoid the light interference bias, Range Camera 1

(RC 1), which is positioned over the right side of the beam was turned on only during the

imaging period of the loading epoch that lasted for less than 10 seconds. Range Camera 2

(RC 2), which is positioned over the left side of the beam was operating continuously. So

only RC 2 was able to record measurements without light interference from RC 1.

There were three phases in this experiment. In Phase 1, the load was applied to the beam at

the rate of 1 mm stroke of the actuator per minute up to a 3 mm stroke. Then the load was

retracted at the same rate to the zero load position. This cycle was repeated for two times

in order to test the elasticity of the beam due to small load and deflection. Phase 2 was the

main deflection test where the actuator exerted steady force on the beam at the rate of 1

mm stroke per minute up to the point of the failure of the beam. A two minute halt of the

actuator after every 5 mm stroke was made to allow for data capture using other sensors

besides the laser transducers that were continuously operating. The failure of the beam was

observed at the stroke value of 65 mm. Phase 3 was the process of unloading of the applied

force to zero after the maximum force was reached during the phase 2 process. This test

will indicate the permanent damage caused by the static loading of the phase 2 process.

Figure 5.4 shows the three phases of the actual experiment of the concrete beam which took

about 2 hours and 10 minutes to complete the test. Two experiments were conducted with

Figure 5.4: Concrete beam experiment showing three phases
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a similar environment setting and loading procedure. The first experiment was conducted

for the concrete beam without the SRP sheets on 21st July and the second experiment was

conducted for the concrete beam with the SRP sheets on 22nd July.

5.4 Range Camera Data Processing

This section discusses the data preparation and the image processing techniques used for

extracting the point clouds of the thin plates from the point-cloud of the deformation scene.

An additional step is introduced to measure the scalar quantity of interest, z-value in the

direction of the gravity vector which corresponds to the beam deflection measurement. Since

the range cameras do not have in-built levelling mechanisms like the laser scanners, it is

difficult to exactly level the range camera during the data capture. The transformation of

the range camera point clouds into a levelled surface coordinate system ensures that the

measurement of the beam deflection is made along the direction of the gravity vector.

5.4.1 Thin plates point cloud extraction

The range camera produces a collocated range and amplitude image. From the range image,

the 3D coordinates of the captured scene can be calculated. Figure 5.5(a) shows the ampli-

tude image captured by the range camera and the Figure 5.5(b) shows the corresponding

3D point cloud of the structural deformation scene.

(a) Amplitude image of the deformation
scene

(b) Point cloud of the deformation scene

Figure 5.5: Image and point cloud of the beam deformation scene
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(a) Range image showing 50th row pixels

(b) Mean range measurements of the 50th row pixels

Figure 5.6: Averaging measurements of twenty images

Figure 5.6(a) shows the range image of the deformation scene with a few saturated pixels

and the line marker indicating the 50th row pixels. The saturated pixels are caused by over

exposure of the pixels and are recorded as null values in the SR4000 range cameras. These

pixels are not usable. That is why the integration time is carefully set to an optimum value

during the data capture in order to reduce such nuisance pixels. For simplicity sake, only

one row of pixels is analysed to indicate the variation of the range measurements for twenty
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consecutively captured images of the same scene. Figure 5.6(b) shows the twenty range

measurements of each pixel appearing as a vertical profile of dots and their mean values

depicted as a mean line. The mean of the standard deviations of all 176 pixels in the 50th

row is 16.078 mm which suggests that the single range image is significantly corrupted by the

noise of the sensor. By averaging the measurements of multiple range images, this system

noise is considerably reduced and thereby improving the measurement precision of the range

cameras. This is an important process towards achieving sub-millimetre precision required

for deformation measurements. The bumps in the mean line observed in the left portion of

the Figure 5.6(b) are because of the random biases due to multipath and scattering errors

caused by the iron pillar located in that side of the imaging scene.

The subjects of interest in the point cloud of the range cameras for measuring beam deflec-

tion are the top surface of the beam and the thin plates that are attached to the bottom

surface of the beam. Of the two targets of interest, the processing of the thin plates is the

most important because of its un-occluded view from the range cameras thereby allowing

displacement measurement of the beam at all critical points along the beam span. The top

surface of the beam is only visible for a quarter of the beam span at the two ends of the

beam from the two range cameras respectively, which is not sufficient to accurately model

the deflection of the beam.

(a) Edge detection of the thin
plates

(b) Point cloud of the thin plates

Figure 5.7: Edge detection and point cloud extraction of the thin plates

The Canny edge detection operator is used to detect the edges in the amplitude image of

Figure 5.5(a). The result of the Canny operator produces a binary image with all the edge

information present in the amplitude image. Further removal of the unwanted edges that

are not the part of the thin plates is achieved by using a threshold on the eccentricity and

the area of the Canny detected regions. Since the detected edges of the thin plates have a

similar shape and size, the eccentricity and the area of these desired regions have almost
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similar values within close proximity. This similarity of the region of the thin plates is

used to segment the desired regions from the unwanted regions. Figure 5.7(a) shows the

binary image of the detected edges of the thin plates. Section C.1 of Appendix C shows the

MATLAB code used for segmentation of the thin plates using the amplitude image. Using

the detected boundary of the thin plates, the point cloud of the thin plates is easily extracted

by computing the pixel indices of the inside of the polygon, formed by the detected edge

boundary. Figure 5.7(b) shows the corresponding inside point clouds of the respective thin

plates.

Figure 5.8: Further refinement of thin plate point cloud

The extracted point clouds of the thin plates consist of noisy points besides actual points

as shown in Figure 5.8 (Left). This noisy points are the mixed pixels occurring at the

edges of the thin plates which are caused by the uncertainty in range measurement of the

backscattered signals from the foreground and the background targets. The removal of

the unwanted noisy points from the thin plate point clouds is achieved by depth based

segmentation of the point cloud. The centroid of the clusters is computed which is indicated

with a circular mark in the left part of the Figure 5.8. Depth based segmentation is done by

computing the lower and upper threshold values in Z from the mean value of the extracted

thin plate point cloud. Any points lying outside these thresholds are removed from the

cluster to produce a new cluster without noise as shown in the right side of the Figure 5.8.

It is expected for a flat thin plate to have a point cloud with less variation in the Z values,

however, it is not the case for the range camera because of the random noise of the system.

Normally the point cloud of a small flat surface appears as a cluster with Z value varying

within 1 cm or less if no other systematic range biases are present. This refined point clouds

of the thin plates are then used to compute the centroid of the plates which is the reference

point of interest for measuring the displacement of the beam at each successive measurement

epochs.
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5.4.2 Alignment of the Z-axis to the gravity vector

The measurement of the deflection of the beam has to be made in the direction of the gravity

vector which means that the Z-axis for the range camera has to be aligned as close to the

gravity vector as possible. Because the range cameras do not have a built-in leveling system,

they were only approximately levelled during the operation. Therefore the coordinate system

of the camera needs to be transformed to a levelled surface so that the vertical axis of the

camera coordinate system aligns as close to the direction of the gravity vector as possible.

This process can be achieved in this test by transforming the range camera coordinates

to the locally defined floor surface coordinate system whose perpendicular axis is a better

approximation of the gravity vector.

Figure 5.9: RANSAC best-fit plane

A simple validation of the parallel alignment of the Z vector of the range camera coordinate

system with the gravity vector is done by computing the rotation angles between the range

camera coordinate system and the floor coordinate system whose normal vector should

approximately represent the gravity vector. This process requires segmenting the point

clouds of the floor surface and then fitting a best-fit plane to it. RANSAC (Random Sample

Consensus) based segmentation is used for segmenting the point cloud of the planar floor

surface. According to Fischler and Bolles (1981), RANSAC is a method for estimating model

parameters on a consensus set of inliers which are modified and selected iteratively based

on a statistical test thereby effectively removing the data outliers in the process.

Figure 5.9 shows the best-fit plane on the RANSAC based segmented floor points. The floor

surface is shown in Figure 5.5(b). It is clearly visible that the actual floor surface of the
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point cloud shown in red dots in Figure 5.9 is greatly biased with scene-dependent errors.

The biases can be attributed to the systematic errors due to multipath, incidence angle of

the reflected light and the scattering artefact which are difficult to model because of the

complexities involved in the imaging scene. In the absence of systematic error correction

model, it is prudent to use the RANSAC based segmentation method to extract the points

of the most likely planar floor surface. The RANSAC algorithm for segmenting a planar

patch is discussed briefly in Section C.2 of Appendix C.

The method of eigenvalue decomposition is used to obtain the rotation matrix which can

transform the range camera coordinate system to the planar floor coordinate system. The

equation of a plane is shown in Equation 5.7, where a, b and c are the coefficients of x-, y-

and z-coordinate respectively and d is the orthogonal distance of the plane from the origin.

ax+ by + cz = d (5.7)

The plane fitting can be achieved by the method of orthogonal regression where the mini-

mization function is the sum of the squares of the orthogonal distances to the plane from

the data points. That is,

φmin =
k∑

i=1

[~nT (~ri − ~̄r)]T (5.8)

where ~n = 〈a, b, c〉 (normal vector), ~ri is the observation point reduced to the centroid of

the set of the planar points, and ~̄r is the point on the plane.

The solution to this minimization function is a problem of eigenvalue-eigenvector decom-

position, which requires computing the eigenvalues and the eigenvectors of the covariance

matrix (Shakarji, 1998). The covariance matrix of the given set of points is calculated using

Equation 5.9

C3,3 =
1

k

k∑

i=1

(~ri − ~̄rc)(~ri − ~̄rc)
T (5.9)

where ~̄rc is the centroid of the set of points. The problem of the eigenvalue decomposition

of the symmetric, positive-semi-definite covariance matrix, C is given in Equation 5.10

C~n = λ~n (5.10)
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where λ is a set of eigenvalues. Numerically, the eigenvalues and the eigenvectors can be

obtain by decomposing C into two orthogonal matrices, V and D as shown in Equation 5.11

C = V DV T (5.11)

where the diagonal entries of the matrix D is the eigenvalues and the column entries of

the matrix V are the respective eigenvectors of the corresponding eigenvalue in matrix D

arranged in ascending order. The normalized eigenvector corresponding to the smallest

eigenvalue is the coefficients of the normal vector. The three column entries of the eigenvector

matrix also represents the three cardinal axes of the fitted plane. Further, the entries of

the eigenvector matrix are also the direction cosines of the rotation matrix which is also the

transformation matrix.

Table 5.1: Rotation angles between the range camera and the floor coordinate system

Image No ω(◦) φ(◦) κ(◦)
Image 1 0.3234 2.0455 -45.2059
Image 2 0.5586 2.022 -53.0919
Image 3 0.2404 2.0022 -44.7819
Image 4 0.3249 2.0599 -46.2763
Image 5 0.2435 2.0203 -43.8161
Image 6 0.2414 2.1093 -43.8016
Image 7 0.4214 2.11 -48.4108
Image 8 0.3263 2.0846 -45.5369
Image 9 0.2517 1.9503 -43.6314
Image 10 0.495 2.0154 -51.6892
Image 11 0.2736 2.0022 -44.6068
Image 12 0.2149 1.9838 -42.4368
Image 13 0.2837 2.1325 -45.2425
Image 14 0.1254 2.0114 -41.762

Table 5.1 shows an example of the three cardinal angles computed from the transformation

matrix obtained from the eigenvalue decomposition method for all the fourteen images of

the range camera for Experiment 1 Phase 2 experiment of the RC 2. The rotation angles

about the X and Y axes indicates the deviations of the range camera coordinate system

from the level surface.
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5.5 Terrestrial Laser Scanner Data Processing and Ac-

curacy Assessment

The point cloud of the beam and thin plates was manually segmented from the full scanned

point cloud. Figure 5.10(a) shows the segmented point cloud of the beam and the thin plates.

Using Y and Z value thresholds, the thin plates were segmented from the cluster which is

shown in Figure 5.10(b). For each plate, the centroid of the point cloud was computed as

the reference point for measuring the beam deflection at the particular instant of the loading

epoch. Plates 1 and 13 are marked in Figure 5.10(b) and the other plates are located serially

in between the first and the last plates. Unlike the range camera point clouds of the thin

plates, the variation in the Z-value of the laser scanner point clouds of the planar thin plates

was within 3 mm, which indicates the high point measurement precision of the laser scanner.

(a) TLS point cloud of the beam (b) Extracted thin plates point cloud

Figure 5.10: Automatic extraction of the thin plates from the TLS point clouds

The legend entries are the stroke measurement of the hydraulic actuator. There are 14

loading epochs where the measurement of the beam was done, starting from zero load

to the maximum load at the 65 mm stroke with an interval of 5 mm stroke. The laser

scanner centroid-based spline-fit deflection curves for the concrete beam experiment are

shown graphically in Figure 5.11 whose values are given in Table C.10 in Appendix C. The

deflection value (δ Z) at any given measurement epoch is the difference between the actual

Z value of the centroid at that measurement epoch and the Z value of the corresponding

centroid at the zero load state. The actual Z values of the centroid are given in Table C.9

in Appendix C. The TLS deflection errors along with their standard deviation and RMSE

values are given in Table 5.2. These deflection errors are the difference between the deflection

measurements of the 1D laser transducer and the TLS whose deflection values are given in

Tables C.1 and C.2 respectively in Appendix C. The laser transducer at Strip 5 was placed
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Figure 5.11: Centroid-based TLS beam deflection measurement

at short range from the bottom surface of the beam, so it could not measure deflection values

after 35 mm stroke for the concrete beam experiment (El-Badry, 2010).

Table 5.2: Deflection errors of the TLS

Concrete Beam Polymer Sheet Beam
Strip 5 Strip 7 Strip 9 Strip 5 Strip 7 Strip 9

5 mm 0.65 0.72 0.64 0.73 0.65 0.51
10 mm 0.69 0.64 0.53 0.82 0.61 0.60
15 mm 1.14 0.70 0.39 0.92 0.52 0.41
20 mm 1.00 0.65 0.56 1.07 0.51 0.56
25 mm 1.54 0.62 0.22 1.26 0.47 0.80
30 mm -0.42 0.58 -0.17 0.81 0.72 -2.54
35 mm NA 0.53 -0.36 0.82 0.83 -2.40
40 mm NA 0.61 -0.35 0.93 0.94 -0.38
45 mm NA 0.62 -0.51 0.82 0.76 -2.05
50 mm NA 0.58 -1.04 1.62 1.38 -1.06
55 mm NA 0.67 -1.72 0.92 1.11 -2.47
60 mm NA 0.65 -1.94 0.97 1.07 -2.52
65 mm NA 0.81 -2.04 1.08 1.26 -2.63
Mean 0.77 0.64 -0.44 0.98 0.83 -1.01
STDEV 0.67 0.07 0.96 0.24 0.30 1.46
RMSE 0.98 0.65 1.03 1.01 0.88 1.73

The point-based comparison is made at three different points (Strips 5, 7 and 9). The Strip

7 is exactly located at the Plate 7 of the TLS data so the deflection errors for this point is a

better estimate of the measurement precision and the accuracy of the TLS. For the concrete

beam experiment, the TLS measurement precision is 0.07 mm and the RMSE accuracy is

0.65 mm whereas for the polymer sheet beam the measurement precision is 0.30 mm and

RMSE accuracy is 0.88 mm. The result for concrete beam is comparably better than the
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Figure 5.12: Polymer beam experiment profile

polymer sheet beam both in terms of precision and accuracy of the TLS measurements

because the beam for the second experiment appears to have been moving during the data

acquisition period. Figure 5.12 shows the time series plot of the polymer beam experiment

where loading perturbation is clearly visible. The perturbation observed at the 30 mm stroke

is caused by the separation of the concrete beam from the polymer sheets.

5.6 Zero Load: Repeatability Test

The zero load test was conducted to assess the beam deflection measurement repeatability

of the various sensors used for the deformation test. The test was conducted during the

Experiment 2. Though two different beams were used for the deformation experiment, one

repeatability test is sufficient to analyse the measuring consistency of the range cameras.

Three successive scans were captured using the laser scanner. Table 5.3 shows the actual

measurement and the differences of the centroid measurement of the three scans along with

the standard deviation of the measurement differences of the three epochs. The differences

were obtained by subtracting the measurements from one another. The standard deviation

of 0.04 mm of the differences between the successive scans indicates a high repeatability of

the TLS sensor.

As for the range cameras, three successive images of 20 frames each were captured using

the RC 1 and RC 2 at the zero load position of the beam. Tables 5.4 and 5.5 show the
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Table 5.3: Centroid measurement of the TLS zero load test

Test1: No
Load

Test2: No
Load

Test3: No
Load

Test1-
Test3

Test2-
Test1

Test3-
Test2

Plate 1 3550.904 3550.902 3550.884 0.020 -0.003 -0.018

Plate 2 3549.595 3549.616 3549.609 -0.013 0.021 -0.007

Plate 3 3546.917 3546.927 3546.895 0.023 0.009 -0.032

Plate 4 3546.199 3546.228 3546.219 -0.021 0.029 -0.009

Plate 5 3545.721 3545.704 3545.710 0.011 -0.017 0.005

Plate 6 3545.593 3545.566 3545.585 0.008 -0.027 0.019

Plate 7 3537.437 3537.450 3537.431 0.005 0.013 -0.018

Plate 8 3544.146 3544.204 3544.137 0.009 0.058 -0.066

Plate 9 3544.445 3544.443 3544.371 0.074 -0.002 -0.072

Plate 10 3543.898 3543.924 3543.996 -0.098 0.026 0.072

Plate 11 3544.424 3544.483 3544.460 -0.036 0.059 -0.023

Plate 12 3543.800 3543.805 3543.858 -0.058 0.005 0.054

Plate 13 3541.933 3541.921 3541.972 -0.039 -0.012 0.051

σ = 0.038 mm

Table 5.4: Centroid measurement of the RC 1 zero load test

Test1: No
Load

Test2: No
Load

Test3: No
Load

Test1-
Test3

Test2-
Test1

Test3-
Test2

Plate 1 2166.543 2166.313 2166.186 0.357 -0.230 -0.127

Plate 2 2162.004 2162.294 2161.838 0.166 0.289 -0.455

Plate 3 2160.409 2160.188 2159.806 0.602 -0.220 -0.382

Plate 4 2156.767 2156.822 2156.443 0.323 0.055 -0.379

Plate 5 2152.039 2152.228 2152.103 -0.064 0.189 -0.125

Plate 6 2147.807 2148.003 2148.123 -0.316 0.196 0.121

Plate 7 2149.941 2150.346 2150.951 -1.011 0.405 0.605

σ = 0.39 mm

actual measurements of the centroid of the thin plates and the measurement differences of

the same centroid between two different epochs. The standard deviation for RC 1 and RC

2 are 0.39 and 0.21 mm respectively, which is in the order of magnitude more than the laser

scanner. This is expected because of the coarse precision of the range cameras. However

the values are less than a millimetre, which is sufficient to meet the accuracy needed for

the deformation measurement. Comparatively, the standard deviation of the RC 1 is worse

than the RC 2 because of the sub-optimal operation of the RC 1 as it was switched on and

off frequently in order to avoid the interference of the two light sources.
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Table 5.5: Centroid measurement of RC 2 zero load test

Test1: No
Load

Test2: No
Load

Test3: No
Load

Test1-
Test3

Test2-
Test1

Test3-
Test2

Plate 7 2164.3521 2164.3381 2164.6005 -0.2484 -0.014 0.2624

Plate 8 2151.1674 2151.0618 2151.0313 0.1361 -0.1056 -0.0305

Plate 9 2146.1375 2145.9337 2145.852 0.2855 -0.2038 -0.0817

Plate 10 2141.5829 2141.851 2141.6524 -0.0695 0.2681 -0.1986

Plate 11 2136.9892 2136.6829 2136.5164 0.4728 -0.3063 -0.1665

Plate 12 2125.4509 2125.5056 2125.4742 -0.0233 0.0547 -0.0314

σ = 0.21 mm

5.7 Experiment 1: Results and Analysis

The beam deflection measurement from the range cameras are compared with the measure-

ments from the terrestrial laser scanner and statistically quantified the closeness of mea-

surements of the two methods. Experiment 1 deals with the deformation test done with the

reinforced concrete beam without the SRP sheets. The interference test was only conducted

for the Phase 2 experiment as it was the main deformation test. RC 1 captured seven thin

plates and RC 2 captured six plates with Plate 7 common between the two range cameras.

The Plate 13 falls outside the field-of-view of RC 2. In total, only 12 thin plates have been

captured using the two range cameras. The Phase 1, Phase 2 and Phase 3 experiments were

carried out consecutively whose results are described as follows.

5.7.1 Phase 1: Initial test

Figures 5.13(a) and 5.13(b) show the Phase 1 test results of the TLS and range cameras

respectively. Section C.4 in Appendix C presents the measurements and deflection values

of the Phase 1 experiment for both the sensors. The TLS plot in Figure 5.13(a) clearly

indicates the ability of this sensor to detect the millimetre level displacement of the beam.

The TLS measurements clearly show that even a small external force can cause irreversible

beam damage of about 1 mm at the centre of the beam. This small beam displacement

is indicated by the shift in position of the zero load curves that are measured when the

external force is completely retracted to zero load state from the 3 mm displacement load

state. Nevertheless this minuscule displacement of the beam is not accurately detected by

the range cameras because of the biases caused by the interference of light from the two

range cameras.
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(a) TLS deflection values (b) Range cameras deflection val-
ues

Figure 5.13: Phase 1 deflection results

It is also important to note that the measurements of RC 2 increases from 0 to 3 mm

displacement while the TLS and RC 1 measurements decreases from 0 to 3 mm displacement,

which is reflected by the opposite trend in the deflection values of the two range cameras in

Figure 5.13(b). Though the decreasing trend of RC 1 is accurately portrayed as the TLS,

yet the deflection measurements are very unrealistic. RC 1 data is doubly affected: firstly,

because of the interference of the light; and secondly, this range camera was performing

sub-optimally because it was switched on and off periodically during the operation thus

this range camera was unable to attain the optimum internal operating temperature in that

short period of operation. The unpredictable measurement of the range cameras clearly

indicates the low sensitivity of this device which has been overwhelmed by the presence of

interference biases. This shows that the range cameras are not sensitive enough to resolve

small deformation while in the presence of the systematic and random biases.

5.7.2 Phase 2: Main deformation test

The Phase 2 experiment is the main deformation test where the beam is subjected to a

continuous increasing external force at 1 mm deflection of the centre of the beam per minute

up to the point of the failure of the beam. The point of the failure of the beam was observed

at the nominal displacement value of 65 mm. Figure 5.14 is the plot of the deflection values

of the two range cameras. The Z values and the deflection values of RC 1 and RC 2 are

given in Tables C.11, C.12 and Tables C.13, C.14 in Appendix C.

Since Plate 7 is common to both the range cameras, the deflection measurement of the

two range cameras are supposed to be same. However, there is a difference of within 2

mm (excluding the measurement for the outliers) between the two range cameras. This
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Figure 5.14: Centroid-based beam deflection measurement of the range cameras

difference is because of the variable random noise of the individual pixels in the two range

cameras, sub-optimal performance of RC 1 and the measurement biases on both the range

cameras caused by the interference of the light from the two range cameras. It can be also

observed in Figure 5.14 that the spline curves for the 25 mm and the 35 mm for RC 1 deviate

significantly from the general trend of the rest of the curves as indicated by the mismatch

with the corresponding curves of RC 2. The cause of these outliers may be because RC 1 was

switched off in order to avoid the problem of interference between the two range cameras.

RC 1 was switched on only for a few seconds during it’s data acquisition period at which

this range camera may not have completely regained its operating internal temperature for

optimal performance.

(a) Overlay of the RC and TLS deflec-
tion measurements

(b) Errors of the range cameras

Figure 5.15: Phase 2 deflection results

Figure 5.15(a) shows the deflection curves of the TLS and the range cameras. The range

cameras 1 and 2 are connected at the common Plate 7 simply by averaging their values.
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Figure 5.15(b) shows the deflection errors of the the range cameras whose computed values

are given in Table C.15 in Appendix C. Table C.15 also shows the standard deviations of

the row values for the individual thin plates and and the column values for the different

nominal deflection values. The standard deviation for the complete data is 0.98 mm, for RC

1 is 1.02 mm and for RC 2 is 0.82 mm. The measurement precision of RC 1 is lower than

RC 2 because RC 1 data is more biased due to periodic turning on and off process of this

range camera.

It can be observed in Figure 5.15(b) that there is no visible trend in the errors for all de-

flection series which clearly indicates the randomness of the deflection errors of the range

cameras. Because of the subtraction of the deflection measurements with the initial mea-

surement at the zero load state, most of the systematic biases in the measurements have

been reduced considerably by this process. But any form of random noise is still prevalent

as it cannot be eliminated by the differencing method. The overall standard deviation of

0.98 mm can be loosely expressed as the precision of the range cameras while in the presence

of the interference biases.

(a) Only RC 2 in operation (b) Both RC 1 and 2 in operation

Figure 5.16: Deflection errors of the RC 2 for the light interference test

Figures 5.16(a) and 5.16(b) show the deflection errors of RC 2 for without and with the light

interference bias respectively. While RC 1 was switched off, the RC 2 measurements indicate

a presence of constant bias with a mean value of 0.79 mm as the deflection errors in Figure

5.16(a) are displaced one-sided. The constant bias could be attributed to the unmodelled

systematic bias such as multipath or scattering errors. It is interesting to observe in this

particular experiment that when the RC 1 was in operation, the RC 2 measurements indicate

a randomly distributed errors with a mean value of 0.15 mm as depicted in Figure 5.16(b).

Somehow strangely the interference of light has removed the constant bias observed in the

no-interference case. However the standard deviation for the no-interference case is 0.60 mm
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while the standard deviation for the with-interference case is 0.83 mm which indicate the

lower precision of the measurements for the with-interference case. It is important to note

that the standard deviation of 0.60 mm for the no-interference case is the best measurement

result obtained for the range camera for the Phase 2 experiment.

5.7.3 Phase 3: Unloading

The Phase 3 of the experiment was to assess the permanent damage of the beam due to

maximum force applied in the Phase 2 experiment causing failure of the beam. The force

from the beam was reduced steadily to zero from the maximum force applied in the Phase

2 experiment. The force was decremented at no particular rate.

(a) TLS deflection values (b) Range cameras deflection values

(c) Deflection errors of the range cam-
eras

Figure 5.17: Phase 3 deflection results

The result of the Phase 3 experiment for the TLS and the range cameras are shown in

Figures 5.17(a), 5.17(b) and 5.17(c) whose deflection values are provided in Section C.6 in
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Appendix C. TLS deflection plot in Figure 5.17(a) shows a very consistent trend of the

spline curves, while the range cameras’s deflection curves in Figure 5.17(b) does not. The

standard deviation of the differences in the deflection values between the TLS and the range

cameras is 2.85 mm which is significantly higher than the 0.98 mm standard deviation of the

Phase 2 deflection results. It is unknown why the range cameras measurements for Phase

3 are worse than Phase 2 as it is expected for these two experiments to at least produce a

comparable measurement results. The only difference in the experiment of the Phase 2 and

3 is that the force was steadily applied at constant rate for the Phase 2 experiment while

the force was retrieved at an unsteady rate for the Phase 3 experiment. However, the Phase

3 experiment happened very quickly which could have impacted the stability of the beam

during the period of data capture.

As per the TLS measurement the reinforced concrete beam is deformed permanently by

49.77 mm as a result of the application of the maximum external force in Phase 2. On the

other hand, RC 1 and RC 2 indicate a permanent damage of 48.77 and 46.18 mm respectively

which is 1 mm less for RC 1 and 3.55 mm less for RC 2 from the TLS deflection value. The

large deflection error of RC 2 is because the internal temperature of the camera may have

systematically biased the measurements as it was in operation for more than two hours.

5.8 Experiment 2: Results and Analysis

Experiment 2 deals with the deformation test done for the beam with steel-reinforced poly-

mer sheet. The test field setting for Experiment 2 is similar to Experiment 1. The range

cameras were located at the exact position as in the Experiment 1, but TLS was only approx-

imately located on the same point as in Experiment 1 because it was completely removed

after Experiment 1 for safety reasons. The Phase 1, Phase 2 and Phase 3 experiments result

are discussed in the following sections, with Phase 1 and Phase 2 also have additional results

of the no-interference test conducted for RC 2.

5.8.1 Phase 1: Initial test

Figures 5.18(a) and 5.18(b) show the deflection results of the TLS and the range cameras

for the Phase 2 experiment respectively. The Z-values and deflection values are provided

in Section C.7 in Appendix C. Like in the case for Experiment 1, the TLS measurements

are very consistent and reliably detected the small displacements of about 3 mm. The

measurements of the range cameras are not consistent and appear to have affected by some
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(a) TLS deflection measurements (b) Range camera deflection measure-
ments

Figure 5.18: Experiment 2 Phase 1 deflection results

unmodelled biases. While RC 2 measured the deflection in the same trend as the TLS, RC 1

measurements portrays opposite trend. Recall that, this trend of measurements of the range

cameras was vice-versa in Experiment 1. This random measurements biases is attributed to

the light interference biases from the two cameras on each other. So while in the presence

of additional light sources of same frequency, the measurement of the range cameras are

unsystematically affected leading to anomalous measurements.

(a) TLS and RC 2 deflection values (b) Deflection errors of RC 2

Figure 5.19: Phase 1 deflection results for the no interference case

On the other hand, the deflection curves of RC 2 measurements in the absence of light

interference from RC 1 produces a better result. Figures 5.19(a) and 5.19(b) show the

deflection curves overlay of the TLS and RC 2 and the deflection errors of RC 2 respectively

when RC 1 was switched off. Table C.25 in Appendix C gives the values of the deflection
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errors of RC 2 for all the reference points. The standard deviation and mean of 0.3 mm and

0.29 mm respectively for the deflection errors of RC 2 indicates that the range camera is

capable of sensing millimetre level deformation if there are no external biases effecting the

phase-shift ToF range measurements. This result also suggests that the range measurements

of each range camera is biased by the light interferences from the two range cameras.

5.8.2 Phase 2: Main deformation test

The Phase 2 experiment results for the TLS and range cameras are shown in Figures 5.20(a),

5.20(b) and 5.20(c). The Tables in Section C.8 in Appendix C show the values for the Phase

2 Experiment 2 measurements.

(a) Deflection curves of the TLS (b) Deflection curves of the range cameras

(c) Deflection errors of the range cameras

Figure 5.20: Phase 2 deflection results of Exp. 2

While the TLS deflection curves portray a smooth trend in deflection measurements, the

deflection curves of the two range cameras are biased with some anomalies. Compared to
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the measurements of the range cameras with the concrete beam test, the measurements for

this experiment are more biased within the proximity of the common Plate 7. Nonetheless,

the shape of the deflection curves for the range cameras closely follows the trend of the

curves for the TLS.

The mean and the standard deviation of the deflection errors of the range cameras are -0.28

and 1.30 mm respectively, which is higher than the corresponding values of the Experiment 1.

These high values are due to the measurement anomalies within the proximity of the Plate 7

where the effect of the interference of light is more prevalent. Though the experimental con-

ditions were exactly the same for both experiments, it is observed that the interference have

affected measurements for the Experiment 2 more than the Experiment 1. This differences

in the light interference effects suggests the random nature of the interference biases.

(a) Deflection curves of RC 2 and
TLS

(b) Deflection errors of RC 2

Figure 5.21: No-interference results of Phase 2 experiment

(a) Deflection curves of RC 2 and
TLS

(b) Deflection errors of RC 2

Figure 5.22: With-interference results of the Phase 2 experiment

Figures 5.21(a) and 5.21(b) show the deflection results of RC 2 while RC 1 was switched

off (no-interference), and Figures 5.22(a) and 5.22(b) show the deflection results when RC
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1 was switched on (with-interference). The standard deviation of the deflection errors for

no-interference and with-interference cases are 0.63 and 1.18 mm respectively. The larger

spread in the errors for the with-interference case clearly indicates that the measurement

of the RC 2 are biased by the light from RC 1. However the interference biases portrays

randomness rather than systematic as it can be vividly observed from the distribution of the

errors in Figure 5.22(b) and the low mean value of 0.10 mm. Similar to the results for the

concrete beam (without the SRP sheets) experiment, the deflection errors of the RC 2 for

the no-interference case portrays a constant bias with a mean of 0.26 mm while the with-

interference case portrays a random error. The constant bias for this beam is significantly

less than the corresponding value for the concrete beam Phase 2 deflection errors of the

no-interference case, while the standard deviation is almost the same.

5.8.3 Phase 3: Unloading

Figures 5.23(a), 5.23(b) and 5.23(c) show the results of the Phase 3 experiment. The Z-

values of the centroid and their deflection values are provided in Section C.9 in Appendix

C. TLS measurements are consistent while the range cameras measurements are not. The

large deviation of the 55 mm curve for the RC 2 was due to low return of the signal from the

plates which caused the measured range to be longer than the actual distance. Plate 7 has

only a few number of points registered within the limit of the range threshold of the plates.

This indicate that the measurements of most of the pixels of this plate are outside the range

threshold, which could only be caused by signal attenuation because of scene-dependent

errors. Thus it suggests that all the plates were affected at that moment of exposure. The

55 mm curve is excluded from computing the range camera errors (Figure 5.23(c)) as it is

an outlier.

Similar to the concrete beam Phase 3 experiment, RC 1 produced a better result than RC

2 in this experiment. However, the overall range camera measurement errors with standard

deviation of 1.61 mm and mean of 0.86 mm is beyond the accuracy requirement for sensing

the deformation. At the Plate 7 mark, the TLS recorded a permanent damage of the beam

of 47.08 mm, while RC 1 and RC 2 recorded 48.19 mm and 43.03 mm respectively. While the

RC 1 measurement at the Plate 7 differ by only 1 mm from the TLS measurement, the 5 mm

difference of the RC2 measurements do not make any sense. It can only be speculated that

the speedy process of retraction of force from the beam in the Phase 3 experiment may have

interfered with the data capture, because other experimental settings were exactly same as

the Phase 2 experiment.
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(a) Deflection curves of the TLS (b) Deflection curves of the range cameras

(c) Deflection errors of the range cameras

Figure 5.23: Phase 3 deflection results of Experiment 2

5.9 Measurement precision and accuracy of the range

cameras

From the experimental results of the two beams, it has been seen that the light interference

bias has affected the deflection measurements of the range cameras considerably. Yet, in

the presence of the interference bias, the accuracy of the range cameras for the Phase 2

experiment is about 1 mm for the two beams. This measurement accuracy of the range

camera is above the accuracy value of 10 mm quoted by the manufacturer. Nevertheless,

the Phase 1 and Phase 3 results were not conforming with the Phase 2 results for both

Experiment 1 and 2. It is understandable for the Phase 1 experiments because the higher

magnitude of interference bias has prevented the range cameras from sensing the smaller

deflection value of a maximum 3 mm in this experiment. On the other hand, the Phase 3

experimental results deviate hugely from what is expected at least to conform with the Phase

2 results. Because both the Phase 2 and 3 experiments were measuring larger deflection and
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the Phase 3 test was performed immediately after the Phase 2 test with the same settings.

However, the Phase 3 test proceeded faster than the Phase 2 test as shown in Figure 5.24. In

addition, RC 2 was continuously operating for more than two and half hours (including the

warm period of 45 minutes) where the internal temperature of the device may have affected

its performance.

Figure 5.24: Phase 3 experiment profile

Table 5.6: Measurement precision and accuracy of the RC 2

with-interference no-interference
σ (mm) RMSE (mm) σ (mm) RMSE (mm)

Exp. 1 Phase 2 0.83 0.84 0.60 0.99

Exp. 2 Phase 1 1.01 1.06 0.30 0.41

Exp. 2 Phase 2 1.18 1.17 0.63 0.68

The summary of the measurement precision and RMSE values of the RC 2 for the with-

interference and no-interference cases are shown in Table 5.6. In all the interference tests

reported in Phase 2 experiment of the concrete beam and the Phase 1 and 2 experiments

of the beam with steel-reinforced polymer sheet the standard deflection errors are lower

than the corresponding values for the with-interference case. Except for the concrete beam

Phase 2 experiment, the RMSE values are better for the no-interference case than the with-

interference case. The higher RMSE value of 0.99 mm for the concrete beam Phase 2

experiment is due to a constant bias caused by the unmodelled scene-dependent errors such

as multipath, incidence angle error and the scattering distortion. On the other hand, even

3 mm displacement of the polymer sheet beam has been sensed by the range camera with

measurement accuracy of 0.41 mm which is better than the quoted accuracy of the range

cameras by more than an order of magnitude. Therefore the deformation test results suggest

that in the absence of the light interference biases the range camera are capable of sensing

sub-millimetre level deformation.
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5.10 Limitations of the 3D range cameras for Struc-

tural Deformation Measurements

Owing to the small field-of-view of the range camera, there was a need to use two range

cameras in order to capture the full beam span. Hence there is a need for registration of the

two images into a common coordinate system using a common point observations. However,

only less than 10% overlap was achieved between the two images where common point

observations in this overlap region would provide a weak transformation solution because

of weak network geometry. Therefore an alternative method of registration by transforming

the coordinates of the two range cameras into a common coordinate system defined by the

TLS system is used. High contrast white circular targets on black background were glued

on the surface of the floor covering the complete FOV of the two range cameras which were

used independently for the two range cameras to transform it’s point clouds into the TLS

coordinate system.

(a) Canny edge detection of the floor sur-
face

(b) Only circular targets

Figure 5.25: Extraction of the circular targets

Figures 5.25(a) and 5.25(b) show the Canny-detected edges of the floor surface and the

extracted circular targets from the amplitude image of the range camera respectively. An

image processing technique similar to the one described in Section 5.4.2 was used to extract

the point clouds of the circular targets. The point cloud and the corresponding least squares

circle fitting is shown in Figure 5.26.

Figures 5.26(a) and 5.26(b) show the 2D view and 3D view of the 3D circle-fitting of the

point cloud of one circular target. This clearly indicates that the 3D circle fit is biased by

the large variation in the Z values of the point clouds of the circular targets. The Z values



Chapter 5: Structural Deformation Measurements 109

(a) 2D circle fit (b) 3D circle fit

Figure 5.26: Circle fit of the range camera target

of the circular targets varied from 1 to 1.5 cm. This variation of the Z value is indicative

of the presence of random biases in the range observations of the range cameras which are

difficult to rectify because of the complexities of the occurrence of such range biases. The

random biases may be the result of the difference in the reflectivity of the white and black

surfaces of the circular targets at the edge of transition.

A terrestrial laser scanner was used to define the coordinates of all the circular targets in

the TLS coordinate system. Then the point clouds of the range cameras were transformed

into the TLS coordinate system by 3D rigid body transformation using the common points

observation of the circular targets. The 3D rigid-body transformation fit was poorly adjusted

which is solely due to the coordinate biases of the circular targets of the range camera. While

the surface of the targets coordinated by the TLS varied by only 3 mm in the Z value, it

varied by about 23 mm for the range camera. Despite the variation in Z value of the

range camera is larger than the TLS, the transformation was poorly fitted in the X and Y

coordinates. On further investigation, it was found out that the planimetric coordinates of

the range camera are almost an order of magnitude worse than the z-coordinate.

The length of the beam as per the TLS measurement is 3005.64 mm as shown in Table

C.40 in Appendix C which is 5 mm excess of the actual length of 3000 mm measured by the

measuring tape. Thus the highly accurate TLS measurements is the reference for comparison

for the range camera measurements. A taped measurement of 25 cm was used to position the

thin plates at the bottom surface of the beam. Figure 5.27 shows the actual measurements of

the distance between the centroid of the thin plates using the range cameras and TLS. Table

5.7 shows the measurements of the distance between two consecutive thin plates using two
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Figure 5.27: X-coordinate of the thin plates

Table 5.7: Measurement accuracy of the distance between the thin plates

TLS (mm) Range Cameras (mm)

P2-P1 255.06 197.09

P3-P2 256.08 229.52

P4-P3 246.21 245.86

P5-P4 252.12 251.98

P6-P5 252.75 234.99

P7-P6 253.00 207.05

P8-P7 248.32 212.79

P9-P8 250.58 240.68

P10-P9 246.88 249.96

P11-P10 251.78 248.00

P12-P11 250.13 221.86

Mean 251.17 230.89

STDEV 3.15 18.87

different sensors. While the TLS measurements are very accurate and consistent, the range

camera measurements are not. The measurement standard error of TLS and range camera

are 3.15 and 18.87 mm respectively, which indicates a very low measurement precision of

the range camera. The mean distance between the plates are 251.17 and 230.89 mm for the

TLS and the range camera respectively, where the length error of the range camera is about

20 mm and TLS is only 1 mm. This error in lateral coordinates is true only for the small

distance between the plates. It can be observed that the lateral distance error increases as

a function of distance.

Table C.41 in Appendix C shows the error of the range camera measurements of different

plates as a function of distance from Plate 1. At Plates 2,7 and 12 the measurement errors
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are 23.75, 142.49 and 225.83 mm respectively. These errors indicate that the lateral mea-

surement errors increases as a function of the distance. These substantial errors in lateral

coordinates are the cause of the failure of the rigid-body transformation of the point clouds

of the range cameras at the required level of accuracy. The poor root mean square values in

the x-and y-coordinates (observed up to 60 mm) of the transformation is directly a result

of the low accuracy of the range camera lateral coordinates.

(a) Scale factor error determination (b) Corrected x-coordinates of the range
cameras

Figure 5.28: Scale factor error correction

It can be clearly observed in Figure 5.28(a) that the distance errors between the range

cameras and the TLS is a scale factor error, which is caused by the systematic biases on the

range observations of the range camera. The slopes of the best-fit line are the scale factor

for the two range cameras that has to be corrected to their respective x-coordinates. The

corrected x-coordinates of the range cameras are shown in Figure 5.28(b). After accounting

for the scale factor error, the transformation errors are 6.511, 7.359 and 1.995 mm for x-,

y- and z-coordinates respectively which is well within the noise of the camera. Still these

transformation errors are too big to exactly register the point clouds of RC 1 and RC 2 to

within the sub-millimetre accuracy requirement for the deflection measurements.

However, the lateral coordinates do not effect the Z values which is the only crucial parameter

to sensing the relative deformation between the measurement epochs.
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5.11 Summary

This chapter has presented the quantitative and qualitative analysis of the beam deflection

measurement using the range cameras. The potential of the range cameras has been ex-

plored by deploying this measurement sensor for detecting millimetre level deformation of

structural beams. Often there are instances where this device failed to sense the deforma-

tion reasonably, like in the case for the Phase 1 experiments. Even for the large deformation

measurements, some deflection curves like the ones observed for the Phase 3 experiments

are biased with random errors that could not be accounted for. In spite of these anomalous

measurements observed for the Phase 1 and Phase 3 experiments, the range cameras did

accurately sense the displacement measurement of the beams for the Phase 2 experiment

with a standard errors of 0.98 mm for the concrete beam and 1.30 mm for the beam with

steel-reinforced polymer sheet. It is a very satisfactory result for the range cameras to detect

millimetre level deformation even in the presence of the systematic and random biases due

to the interference of light from the two range cameras.

In the absence of the light interference, it has been observed that even a 3 mm deformation

was detected with a standard error of 0.3 mm using RC 2 for the Phase 1 Experiment

2 case. Surely, this result suggests that the coarse resolution range cameras are highly

capable of sensing the deformation especially in vertical direction because of the precise

range observations. On the contrary, it has been found that the accuracy of the lateral

measurements in x- and y- axes are unacceptable for high precision metric applications.

So there is a requirement for further refinement of the calibration model to correct for the

lateral coordinate distortions of the range camera.
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Chapter 6

Conclusions and Recommendations

The RIM cameras are a state-of-the-art imaging technology where the 3D information of the

scene can be captured without the use of any mechanical motors like in the laser scanners.

Such a technology is possible because of the miniaturization of the semiconductor technology

and the evolvement of the CCD/CMOS processes that can be implemented independently

for each pixel. The distance to the target is measured by the continuous phase-shift time-

of-flight method. This camera can not only capture static scene but is also able to capture

dynamic scenes at video rate which has been not possible with the 3D laser scanning system,

SV system and 1D laser transducer. With such a range measurement device, it is possible

to achieve various static and dynamic range-based applications which were not possible

with the aforementioned imaging systems. Or at the least the range cameras could prove

to be a simple and direct alternative to using the conventional stereo-vision system for 3D

imaging applications. However this camera suffers from significant geometric and radiometric

distortions due to the presence of scene-independent and scene-dependent errors thereby

limiting their use for only low accuracy metric applications. Nonetheless the future of the

RIM cameras looks brighter due to further progress in the semiconductor technology and

ever increasing research interest with respect to these cameras. Unless the lock-in-pixel

technology is further developed to achieve a high SNR, it may be impossible to force an

under performing measuring sensor to sense measurements at the tenth of a millimetre level.

However, this project has shown that under favourable imaging conditions the RIM cameras

can be used for structural deformation measurement, achieving measurement precision and

accuracy within a millimetre.
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6.1 Conclusions

In Chapter 3, the calibration of the range camera was investigated qualitatively and quanti-

tatively. The standard camera distortions can be easily modelled using the collinearity equa-

tions augmented with the standard lens distortion terms. However some of the rangefinder

biases are difficult to accurately model because of the presence of the scene-dependent biases

such as the multipath error, angle of incidence error and scattering artefact. Nevertheless,

much research is underway for developing a RIM camera calibration model either using a

one-step self-calibration approach or a two-step photogrammetric adjustment. It has been

successfully shown that both these methods can produce similar accuracy for the calibration

of the range camera in spite of the fact that the high correlation between the lens model

parameters and the rangefinder model parameters are a cause of concern for estimation of

the parameters in the integrated self-calibration method.

One main problem of the self-calibration model is the ambiguity posed by over parameter-

isation. This problem of model identification is a serious cause of concern because of the

possibility of wrongfully determining the set of model parameters which may not be accu-

rately defining the physical basis of the calibration model. Therefore, a statistical method

of model identification known as the Akaike Information Criterion was proposed for model

identification in the integrated self-calibration bundle adjustment where large number of

model parameters are involved in the physical model. Using the AIC method, the uncer-

tainty in model identification has been greatly reduced from 30 candidate models to three

models for the SR3000 case and from 10 models to 2 models for the SR4000 case. Based on

the AIC selection procedure, the optimal calibration model for the SR3000 and the SR4000

range cameras involve ten and nine parameters respectively.

In Chapter 4, the effects of the scattering errors in the range and amplitude observations

were presented for both the SR3000 and SR4000 range cameras using a simple two planar-

objects experiment. It has been unambiguously shown that the scattering induced biases

are scene-variant and non-linear, unlike the linearity and the shift-invariance assumption of

the liner system model. The scattering errors depend on the position and the size of the

scattering objects. In the presence of a large foreground object at a closer distance, the

scattering-induced range bias can reach up to 2500 mm on the range measurement of the

background objects. Empirically, it is being found that the scattering-induced range error

is highly dependent on the surface area of the scattering object and the distance of the

scattering object from the camera and the background scene. However, the scattering range

bias is invariant with respect to the integration time used to capture the scene.
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Two analytical scattering compensation model for scattering scenes having planar surfaces

were presented with success rate above 60%. Both Model I and Model II are pixel-wise

scattering compensation model which uses the scattering data to interpolate a new correction

surface by cubic spline interpolation method. Model I produces better result than the Model

II, however, it cannot be used for global prediction of the scattering compensation. Model

II can be used for general prediction at different distances for different surface area of the

scattering object, but it requires dense scattering data in order to improve the accuracy of

the spline interpolation.

Furthermore, it has been observed that the SR4000 is less prone to the scattering errors by

an order of magnitude less than the SR3000 range camera.

In Chapter 5, the quantitative and qualitative analysis of the beam deflection measurement

using the SR4000 range camera was presented. The potential of the range cameras has

been explored to the extreme limit by deploying this measuring device for detecting the

millimetre level deformation. Often there were instances where this device failed to sense

the deformation reasonably, like in the case for the Phase 1 and Phase 3 experiments. In

spite of these anomalous measurements observed for the Phase 1 and Phase 3 experiments,

the range cameras did accurately sense the displacement measurement of the beams for the

Phase 2 experiment with a standard errors of 0.98 mm for the concrete beam and 1.30 mm

for the beam with the steel-reinforced polymer sheet. These are very satisfactory results

for the range cameras to detect millimetre level deformation even in the presence of the

systematic biases due to the interference of light from the two range cameras.

In the absence of the light interference, it has been observed that even 3 mm deformation was

detected with a standard error of 0.3 mm using RC 2 for the Phase 1 Experiment 2 case. For

the concrete beam (without the SRP sheets) Phase 2 experiment, it has been observed that

the standard error of the deflection errors of RC 2 reduced to 0.60 mm from 0.98 mm while

in the absence of the light interference from RC 1. Similarly, for the beam with the SRP

sheets the standard error is reduced to 0.63 mm from 1.18 mm. Surely, the results of RC 2

while in the absence of light from RC 1 suggests that the coarse resolution range cameras

are highly capable of sensing the deformation especially in vertical direction because of the

precise range observations. Conversely, it has been found that the lateral measurements in

X- and Y- axes are affected by large scale factor error. The scale factor error in plannimetric

coordinates is too big to be acceptable for high precision metric applications.
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6.2 Recommendations for future work

The main goal of this thesis is to work towards achieving “more and more precise mea-

surements” using the 3D range cameras. The task of measuring beam deflections requires

sub-millimetre precision in order to reliably analyse the integrity of the structural members

under external loading conditions. The use of the SR4000 range camera in structural defor-

mation measurements in this thesis has shown that even the coarse resolution range camera

with ±1 cm distance accuracy as per the specification of the manufacturer can reliably be

used for sensing up to a third of a millimetre precision. However, such a high performance

can be attained only with careful planning of the imaging environment where the possibility

of all sources of systematic biases has to be eliminated completely from the imaging scene.

Especially, the multipath effect due to external light reflection from the cornered objects,

scattering artefact due to the presence of highly reflective foreground objects and the light

interferences from another range camera has to be minimal or completely avoided from the

imaging scene. Further recommendations as per the experiences of this work are as follows.

The work herein only involved in measuring the structural deformation of a static scene.

However, the RIM sensors are capable of capturing dynamic scenes up to 54 frames per

second which can be used for analysing the dynamics of the structural deformation. Such

dynamic beam deflection profiles could further assist in understanding the subtle character-

istics of the structural members and the joints while subjected to the external forces. Such

an understanding could further assist in health monitoring of the structures for safety and

serviceability purposes. Additionally, the range camera is capable of surface reconstruction

with acquired 3D point clouds. This can provide highly accurate surface models of the

deforming scenes which could be more accurate than the point-based models used in this

thesis. Therefore, any future experiment must accommodate larger surface capture of the

beam in order to reliably use for deflection analysis.

It is always the goal of a photogrammetrist or a metrologist to perfectly calibrate the mea-

suring sensors so that the high-precision mensuration task can be attained reliably and

successfully. While calibration can be perfectly achievable for well developed sensors like

the standard cameras, it is quite a problem to perfectly calibrate the RIM cameras owing

to scene-dependent errors which are highly dependent on the imaging scene environments.

Even the calibration model presented in Chapter 2 could only calibrate up to RMSE ac-

curacy of 7.9, 20.4 and 5.0 mm in X-, Y- and Z-coordinates respectively for the SR3000,

and 18.4, 14.1 and 4.9 mm in X-, Y- and Z-coordinates respectively for the SR4000 range

cameras. The average error in X-coordinates of 20 mm for the distance between the two con-

secutive target plates between the TLS and the range camera measurements substantiated
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the calibration results which indicated 18 mm error for the x-coordinate. This magnitude

of error values in plannimetric coordinates is substantially high for a mensuration device

which are seemingly capable of measuring the Z deflection values with a precision of third of

a millimetre. Therefore, it is very essential to continue working towards a better calibration

model in the future. Without improvement in the calibration aspects of the range camera,

it cannot be independently used for high-precision metrology applications.
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Appendix A

Appendix for Chapter 3

A.1 AIC computed values

Table A.1: Model selection results for the SR4000

Model
No

No of
APs

No of Pa-
rameters

AIC RSS
n exp(−0.5 ∗ (BIC−BICmin)

B8 7 337 2453.539 3.939 1

B6 9 339 2457.209 3.938 0.159582

B9 5 335 2462.647 3.979 0.010522

B10 5 335 2463.640 3.982 0.006407

B7 7 337 2465.633 3.976 0.002365

B1 13 343 3161.645 6.735 1.7E-154

B4 11 341 3196.461 6.939 4.7E-162

B2 12 342 3474.110 8.581 2.4E-222

B3 11 341 3479.717 8.631 1.5E-223

B5 9 339 3694.051 10.213 4.2E-270

Min 2453.54 sum 1.178875
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Model No Akaike Weights RMSEx(mm) RMSEy(mm) RMSEz(mm)

B8 0.848 18.37 14.13 4.90

B6 0.135 18.39 14.08 4.90

B9 0.009 32.90 63.76 13.09

B10 0.005 19.32 20.43 5.47

B7 0.002 19.32 20.27 5.45

B1 0.000 434.49 842.78 157.28

B4 0.000 466.87 899.85 168.31

B2 0.000 36.28 111.97 19.13

B3 0.000 37.08 114.16 19.51

B5 0.000 712.48 1333.24 252.06
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Appendix B

Appendix for Chapter 4

B.1 Cubic Spline estimation

Cubic splines are often better choice for curve fitting as the spline fits the given data points

exactly. A detail description of a computationally efficient method of constructing cubic

splines through N number of data points is presented hereon as per the methods described

by Stockie (2010). Equation B.1 is the cubic spline equation described by piecewise third-

order polynomial for N number of data points where there are N-1 splines.

Fi(x) = ai + bi(x− xi) + ci(x− xi)2 + di(x− xi)3 (B.1)

Where i = 1,2,· · · ,N-1 and ai,bi,ci and di are the four parameters for each spline defined for

each sub-interval [xi,xi+1].

The main features of the cubic spline interpolation are:

• The spline pass through all the data points

• The first derivative is continuous at all interior points

• The second derivative is continuous at all interior points

• The boundary conditions at the end points are defined

By using these four conditions, Equation B.1 can be solved numerically. The first condition

states that each spline, Fi(x) passes through two points (xi and xi+1). So the number of
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equations formed from all the splines from first condition is equal to 2[N-1]. The second

condition states that the first derivative of Equation B.1 for the interior points between

two successive splines are equal. From second condition,[N-2] equations can be obtained.

The third condition states that the second derivative of Equation B.1 for the interior points

between the two successive splines are equal. From third condition, [N-2] equations can be

obtained. The fourth condition states that a constraint must be enforced on the first and

the last point which thereby provides 2 equations. Using all the conditions of the spline

interpolation,[4N-4] equations are obtained. The total number of unknown parameters in

the spline equation is equal to four times (ai,bi,ci and di) the number of splines (N-1),

i.e. 4N-4. Hence a unique solution for the spline interpolation can be obtained using the

aforementioned four conditions.

Figure B.1: Two method of spline interpolation

Figure B.1 shows the spline fit with four splines having 5 data points. Mathematically,

the spline equation along with the first and second derivatives of spline 1, 2 and N-1 are

represented from Equations B.2 to B.10.

Spline 1

F1(x) = a1 + b1(x− x1) + c1(x− x1)2 + d1(x− x1)3 (B.2)

F
′
1(x) = b1 + 2c1(x− x1) + 3d1(x− x1)2 (B.3)

F
′′
1 (x) = 2c1 + 3d1(x− x1) (B.4)

Spline 2

F2(x) = a2 + b2(x− x2) + c2(x− x2)2 + d2(x− x2)3 (B.5)

F
′
2(x) = b2 + 2c2(x− x2) + 3d2(x− x2)2 (B.6)
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F
′′
2 (x) = 2c2 + 3d2(x− x2) (B.7)

· · · ,

Spline N-1

FN−1(x) = aN−1 + bN−1(x− xN−1) + cN−1(x− xN−1)2 + dN−1(x− xN−1)3 (B.8)

F
′
N−1(x) = bN−1 + 2cN−1(x− xN−1) + 3dN−1(x− xN−1)2 (B.9)

F
′′
N−1(x) = 2cN−1 + 3dN−1(x− xN−1) (B.10)

The first three spline conditions can be expressed as follows.

First Condition

Fi(xi) = ai + bi(xi − xi) + ci(xi − xi)2 + di(xi − xi)3

= ai

⇒ yi = ai (B.11)

Fi(xi+1) = ai + bi(xi+1 − xi) + ci(xi+1 − xi+1)2 + di(xi+1 − xi+1)3

⇒ yi+1 = ai + bi(hi) + ci(hi)
2 + di(hi)

3 (B.12)

where hi = xi+1 − xi and i = 1,2,· · · ,N

Second Condition

F
′
i (xi+1) = F

′
i+1(xi+1)

bi + 2ci(xi+1 − xi) + 3di(xi+1 − xi)2 = bi+1 + 2ci+1(xi+1 − xi+1) + 3di+1(xi+1 − xi+1)2

⇒ bi + 2ci(hi) + 3di(hi)
2 − bi+1 = 0 (B.13)

where hi = xi+1 − xi and i = 1,2,· · · ,N-1

Third Condition

F
′′
i (xi+1) = F

′′
i+1(xi+1)
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2ci + 6di(xi+1 − xi) = 2ci+1 + 6di+1(xi+1 − xi+1)

⇒ 2ci + 6di(hi)− 2ci+1 = 0 (B.14)

where hi = xi+1 − xi and i = 1,2,· · · ,N-1

The above equations can be further simplified by defining

mi = F
′′
i (xi) = 2ci (B.15)

⇒ ci =
mi

2
(B.16)

Substituting Equation B.15 in Equation B.14, we get

F
′′
i (xi+1) = F

′′
i+1(xi+1)

⇒ mi + 6di(hi)−mi+1 = 0

⇒ di =
mi+1 −mi

6hi
(B.17)

Further substituting Equations B.16, B.17 and B.11 in Equation B.12, we get

yi+1 = ai + bi(hi) + ci(hi)
2 + di(hi)

3

⇒ yi+1 = yi + bi(hi) + mi
2

(hi)
2 + mi+1−mi

6hi
(hi)

3

⇒ bi =
yi+1 − yi

hi
− hi

2
mi −

hi
6

(mi+1 −mi) (B.18)

Finally, substituting Equations B.16, B.17 and B.18 in Equation B.13, we get

bi + 2ci(hi) + 3di(hi)
2 − bi+1 = 0

yi+1−yi
hi
− hi

2
mi − hi

6
(mi+1 −mi) + 2mi

2
(hi) + 3mi+1−mi

6hi
(hi)

2 − bi+1 = 0

⇒ himi + 2(hi + hi+1)mi+1 + hi+1mi+2 = 6

[
yi+2 − yi+1

hi+1

− yi+1 − yi
hi

]
(B.19)

Equation B.19 is the fundamental spline equation. Rearranging the different terms by group

results into a tri-diagonal set of linear system of equations as shown in Equation B.20. This

tri-diagonal system of linear equations can be solved trivially using simple algorithm.
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


?

h1 2(h1 + h2) h2

h2 2(h2 + h3) h3

.
.
.

. .
.

. .
.

.
.
. hn−2

hn−2 2(hn−2 + hn−1) hn−1

?







m1

m2

.

.

.

.

.

.

.

.

.

mn−1

mn




= 6




?
y3−y2

h2
− y2−y1

h1

.

.

.

.

.

.

.

.

.
yn−yn−1

hn−1
− yn−1−yn−2

hn−2

?




(B.20)

Excluding the first and the last equations represented by ? symbol results into [N-2] set

of equations available for solving N unknowns(m1, · · · ,mn). The two deficit equations are

obtained by defining the boundary conditions for the first and the last data point of the

spline. There are several ways of defining constraints in the end points, such as:

• Natural Spline (Zero curvature)

m1 = 0 and mn = 0

• Specified first derivatives at the first and last point (Clamped Spline)

F
′
1(x1) = P and F

′
n−1(xn) = Q

The first and last equations becomes

⇒ 2h1m1 + h1m2 = 6
[
y2−y1
h1
− P

]

⇒ hn−1mn−1 + 2hn−1mn = 6
[
Q− yn−yn−1

hn−1

]

The design matrix of Equation B.20 becomes



2h1 h1 0 · · · · · ·
h1 2(h1 + h2) h2

0 h2 2(h2 + h3) h3
. . .

. . . . . .
. . . hn−2

hn−2 2(hn−2 + hn−1) hn−1

0 hn−1 2hn−1




• Specified second derivatives at the first and last point

F
′′
1 (x1) = J and F

′′
n (xn) = K

• Zero slope

F
′
1(x1) = 0 and F

′
n(xn) = 0
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• Not-a-Knot spline

F
′′′
1 (x2) = F

′′′
2 (x2) and F

′′′
N−2(xN−1) = F

′′′
N−1(xN−1)

Using F
′′′
i (x) = 6di and Equation B.17, the condition equations become

⇒ m2 −m1 = m3 −m2

⇒ mn−1 −mn−2 = mn −mn−1

The design matrix in this case is



−1 2 −1 · · · · · ·
h1 2(h1 + h2) h2

0 h2 2(h2 + h3) h3
. . .

. . . . . .
. . . hn−2

hn−2 2(hn−2 + hn−1) hn−1

−1 2 −1



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Appendix C

Appendix for Chapter 5

C.1 MATLAB code for the automatic extraction of the

thin plates

Data preparat ion

clear a l l ;

close a l l ;

clc ;

%input f i l e path

i n p u t F i l e=’D:\ Summer2010\ Structura lDe format ion \Data\ProcessExp1\Sonam . . .

\ I n t e r f e r e n c e \Al lStops \SR4000 Cam2Sonam Exp1 1to14Img Interf2 . s r i ’ ;

%ex t r a c t i n g data from the matlab . s r i format f i l e

[X,Y, Z ,R,B]= extractData ( i n p u t F i l e ) ;

%de f i n e image coord ina te system x and y− axes

x ax = 0 :0 . 04 : 176∗0 . 04 −0 . 04 ;

y ax =0:0 .04 :144∗0 .04 −0 .04 ;

[ Xa , Ya ] = meshgrid ( x ax , y ax ) ;

%Step 1 : Segment Thin P la t e s f o r a l l d a t a s e t by us ing Z t h r e s ho l d va lue

[ Xnew Ynew Znew Rnew Bnew ] = getSegmentedB (Xa , Ya , Z ,R,B) ;

B2=Bnew{1} ;%f i r s t image

Automatic e x t r a c t i o n o f th in p l a t e s po int c loud

f igure ;

set (gca , ’ FontSize ’ , 13)

imagesc (B{1})

t i t l e ( ’ Amplitude Image o f the ac tua l deformation scene ’ )

colormap (gray )
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f igure ;

set (gca , ’ FontSize ’ , 13)

imagesc (B2)

t i t l e ( ’ Amplitude image a f t e r Z based segmentat ion ’ )

%Canny edge d e t e c t i on

%B2 (144 ,176) : ampl i tude image

BW = edge (B2 , ’ canny ’ ) ;%binary image wi th edges d e t e c t e d

f igure ;

set (gca , ’ FontSize ’ , 13)

imagesc (BW)

t i t l e ( ’Canny edge d e t e c t i o n ’ )

% . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

%Centroid based c l a s s i f i c a t i o n

cc = bwconncomp(BW) ;%re turns the connected components cc found in BW

s t a t s = reg ionprops ( cc , ’ Centroid ’ ) ;%measures a s e t o f p r o p e r t i e s

% ( ’Area ’ , ’ Centroid ’ ) f o r each connected component ( o b j e c t ) in CC,

% which i s a s t r u c t u r e re turned by bwconncomp Centroid : cen t re o f

%the reg ion

cen = ce i l ( [ s t a t s . Centroid ] ) ;%f i x i n g the i n t e g e r va l u e s

cenR = reshape ( cen , 2 , length ( cen ) / 2 ) ;

idx1 = find ( cenR ( 2 , : ) < 100 & cenR ( 2 , : ) > 6 0 ) ;

%ismember re turns a vec to r the same l en g t h as l a b e lma t r i x ( cc ) ,

% conta in ing l o g i c a l 1 ( t rue ) where the e lements o f idx1 are

%in the s e t l a b e lma t r i x ( cc ) , and l o g i c a l 0 ( f a l s e ) e l s ewhere

BW2 = ismember ( l abe lmat r i x ( cc ) , idx1 ) ;

%BW2 i s new binary image wi th most o f the undes i red edges are removed ,

%however s t i l l some unwanted edges are pre sen t

f igure ;

set (gca , ’ FontSize ’ , 13)

imagesc (BW2)

t i t l e ( ’ Centroid based c l a s s i f i c a t i o n ’ )

% . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

%Further c a l s s i f i c a t i o n based on the Ec c en t r i c i t y

ee = bwconncomp(BW2) ;

s t a t s 2 = reg ionprops ( ee , ’ E c c e n t r i c i t y ’ ) ;

%Eccen t r i c i t y : Sca lar t ha t s p e c i f i e s the e c c e n t r i c i t y o f the e l l i p s e t ha t

%has the same second−moments as the reg ion

idx0 = find ( [ s t a t s 2 . E c c e n t r i c i t y ] > . 7 5 ) ;

idx00 = find ( [ s t a t s 2 . E c c e n t r i c i t y ] < . 9 4 ) ;

idx=i n t e r s e c t ( idx0 , idx00 ) ;%the i n t e r s e c t i o n o f the two s e t s

BW4 = ismember ( l abe lmat r i x ( ee ) , idx ) ;

f igure ;

set (gca , ’ FontSize ’ , 13)

imagesc (BW4)

t i t l e ( ’ E c c e n t r i c i t y based c l a s s i f i c a t i o n ’ )



Appendix: Appendix C 137

% . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

%Further c l a s s i f i c a t i o n based on the area o f the reg ion

ee = bwconncomp(BW4) ;

s t a t s 2 = reg ionprops ( ee , ’ Area ’ ) ;

%Area : area o f the reg ion

idx = find ( [ s t a t s 2 . Area ] > 3 0 ) ;

BW4 = ismember ( l abe lmat r i x ( ee ) , idx ) ;

f igure ;

set (gca , ’ FontSize ’ , 13)

imagesc (BW4)

t i t l e ( ’ Area based c l a s s i f i c a t i o n ’ )

(a) (b)

(c) (d)
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(e) (f)

C.2 RANSAC based segmentation

According to Fischler and Bolles (1981), RANSAC (Random Sample Consensus) is a new

paradigm for estimating model parameters on a consensus set of inliers which are modified

and selected iteratively based on statistical evaluation. Hence the data outliers are excluded

from the estimation effectively. Traditionally, the least squares method fits a model on a

given set of data and then iteratively remove the outliers based on some statistical evaluation.

What RANSAC does is that it begins estimation of the model parameters using minimum

set of points required for a particular model and then modify this set with consistent data

iteratively based on statistical evaluation.

For instance, in a plane fitting RANSAC will begin by selecting randomly a set of 3 points as

the minimum points require to fit a plane is three, and then compute the plane parameters

for all the sets. The set that best fits the plane is ranked higher than the other sets, which

then form a consensus set that will be selected for the next iteration where neighbourhood

points will be incorporated for further estimation. This process continues iteratively until

all the points had been evaluated for their closeness of fit with the instantiated model.

Whenever the set of selected inliers exceeds the minimum number of points required for the

parameter estimation, a least squares method can be used to update the model parameters

of the consensus set. If one consensus set fails at some point of iteration, then the next best

consensus set is chosen for further evaluation. If none of the consensus set are successful

in achieving the predefined threshold, then the algorithm terminate in failure or solve the

model parameters with the best available consensus set.



Appendix: Appendix C 139

In the case of the plane fitting, initially three points are selected to compute the plane

parameters using the method of the orthogonal regression. The plane is defined as given in

Equation C.2

~nT (~ri − ~̄r) = 0 (C.1)

where ~n is the normal of the plane, ~ri is the observation point reduced to the centroid of the

set of the planar points, and ~̄r is the point on the plane.

Using this model parameters, an additional point p in the neighbourhood can be tested for

its suitability for inclusion in the consensus set by evaluating the metric distance as follows.

δ = ‖~nT (~rp − ~̄r)‖ (C.2)

Where ~rp is the position vector of p reduced to the centroid. If the δ is within the predefined

threshold then this point is included as the inliers, else it is discarded as the outliers. This

procedure is repeated for the other points and the other available initial sets in order to

obtain the best consensus set for estimating the final plane parameters.
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C.3 TLS accuracy assessment data

Table C.1: Concrete beam: Deflection values of the TLS and laser transducer

TLS Laser Transducer
Strip 5 Strip 7 Strip 9 Strip 5 Strip 7 Strip 9

5 mm -3.70 -4.30 -3.70 4.33 5.01 4.32

10 mm -8.03 -9.39 -8.13 8.70 10.00 8.64

15 mm -11.98 -14.37 -12.32 13.09 15.01 12.71

20 mm -15.85 -19.41 -16.02 16.83 20.00 16.56

25 mm -19.11 -24.42 -19.72 20.63 25.00 19.95

30 mm -22.59 -29.49 -23.57 22.17 30.00 23.40

35 mm -26.24 -34.49 -27.45 NA 35.00 27.08

40 mm -30.15 -39.44 -31.25 NA 40.00 30.90

45 mm -33.65 -44.44 -35.02 NA 45.00 34.50

50 mm -37.02 -49.50 -38.90 NA 50.00 37.88

55 mm -40.07 -54.42 -42.65 NA 55.01 40.96

60 mm -42.95 -59.46 -45.77 NA 60.00 43.80

65 mm -46.03 -64.33 -48.99 NA 65.00 46.96

Table C.2: Polymer sheet beam: Deflection values of the TLS and laser transducer

TLS Laser Transducer
Strip 5 Strip 7 Strip 9 Strip 5 Strip 7 Strip 9

5 mm -3.79 -4.38 -3.81 4.50 5.01 4.30

10 mm -8.06 -9.42 -8.04 8.87 10.00 8.62

15 mm -12.34 -14.54 -12.51 13.25 15.00 12.90

20 mm -16.29 -19.54 -16.23 20.01 23.22 19.34

25 mm -20.22 -24.59 -20.14 21.42 25.00 20.88

30 mm -23.44 -31.98 -28.80 24.21 31.91 25.99

35 mm -24.95 -34.34 -30.35 25.78 35.01 27.89

40 mm -28.17 -39.19 -31.71 29.08 40.00 31.31

45 mm -31.57 -44.29 -36.52 32.40 45.00 34.47

50 mm -34.16 -48.73 -38.79 35.78 50.00 37.73

55 mm -38.26 -53.96 -43.56 39.19 55.01 41.08

60 mm -41.65 -59.05 -46.97 42.61 60.01 44.42

65 mm -44.95 -63.88 -50.42 46.02 65.00 47.78
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C.4 Experiment 1: Phase 1 data

Table C.3: Exp. 1 Phase 1: Centroid measurement of the TLS

0 mm 3 mm 0 mm 3 mm 0 mm

Plate 1 3563.699 3563.598 3563.737 3563.539 3563.796

Plate 2 3566.709 3565.650 3566.260 3565.577 3566.257

Plate 3 3565.301 3563.638 3564.803 3563.524 3564.791

Plate 4 3564.324 3562.097 3563.732 3562.014 3563.675

Plate 5 3562.248 3559.515 3561.445 3559.39 3561.401

Plate 6 3563.064 3559.935 3562.151 3559.899 3562.142

Plate 7 3560.558 3557.285 3559.585 3557.209 3559.563

Plate 8 3560.569 3557.412 3559.681 3557.367 3559.625

Plate 9 3561.683 3558.922 3560.872 3558.909 3560.888

Plate 10 3561.500 3559.265 3560.882 3559.237 3560.865

Plate 11 3562.393 3560.650 3561.866 3560.647 3561.853

Plate 12 3562.105 3561.075 3561.824 3561.071 3561.804

Plate 13 3561.473 3561.113 3561.273 3561.084 3561.317

Table C.4: Exp. 1 Phase 1: Deflection values of the TLS

0 mm 3 mm 0 mm 3 mm 0 mm

Plate 1 0 -0.1005 0.038 -0.1601 0.0979

Plate 2 0 -1.0584 -0.4491 -1.1316 -0.4515

Plate 3 0 -1.6632 -0.4987 -1.7772 -0.5098

Plate 4 0 -2.2265 -0.5922 -2.3099 -0.6489

Plate 5 0 -2.7329 -0.8028 -2.8581 -0.8466

Plate 6 0 -3.1293 -0.9131 -3.165 -0.9221

Plate 7 0 -3.2737 -0.9729 -3.3498 -0.9953

Plate 8 0 -3.1576 -0.8886 -3.2027 -0.9443

Plate 9 0 -2.7612 -0.8114 -2.774 -0.7953

Plate 10 0 -2.2349 -0.6175 -2.2632 -0.6342

Plate 11 0 -1.7425 -0.527 -1.7454 -0.5396

Plate 12 0 -1.0304 -0.2811 -1.0341 -0.3009

Plate 13 0 -0.3591 -0.1999 -0.3891 -0.156
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Table C.5: Exp. 1 Phase 1: Centroid measurement of the RC 1

0 mm 3 mm 0 mm 3 mm 0 mm

Plate 1 2167.663 2164.029 2166.392 2166.696 2164.789

Plate 2 2162.374 2159.586 2160.972 2161.757 2159.691

Plate 3 2160.059 2158.710 2158.636 2159.361 2157.111

Plate 4 2155.980 2153.878 2154.016 2155.117 2152.530

Plate 5 2153.767 2149.595 2150.652 2152.587 2149.463

Plate 6 2148.309 2140.189 2144.391 2147.140 2142.932

Plate 7 2146.167 2132.146 2140.772 2143.208 2139.095

Table C.6: Exp. 1 Phase 1: Deflection values of the RC 1

0 mm 3 mm 0 mm 3 mm 0 mm

Plate 1 0 -3.6339 -1.2714 -0.9673 -2.8746

Plate 2 0 -2.7885 -1.4022 -0.6173 -2.684

Plate 3 0 -1.3486 -1.4225 -0.698 -2.9474

Plate 4 0 -2.1017 -1.9639 -0.8636 -3.4497

Plate 5 0 -4.172 -3.1152 -1.1802 -4.3045

Plate 6 0 -8.1198 -3.9174 -1.1684 -5.3765

Plate 7 0 -14.0213 -5.3952 -2.9589 -7.0723

Table C.7: Exp. 1 Phase 1: Centroid measurement of the RC 2

0 mm 3 mm 0 mm 3 mm 0 mm

Plate 7 2161.526 2162.804 2162.236 2163.943 2162.880

Plate 8 2153.810 2156.082 2154.782 2156.543 2155.411

Plate 9 2147.052 2149.300 2147.321 2149.296 2148.124

Plate 10 2142.117 2145.401 2143.413 2145.441 2144.442

Plate 11 2135.872 2138.023 2136.454 2138.349 2137.418

Plate 12 2127.942 2129.162 2128.309 2129.241 2128.770

Table C.8: Exp. 1 Phase 1: Deflection values of the RC 2

0 mm 3 mm 0 mm 3 mm 0 mm

Plate 7 0 1.2787 0.7103 2.4174 1.3544

Plate 8 0 2.2712 0.9714 2.7321 1.6006

Plate 9 0 2.2479 0.2689 2.244 1.0714

Plate 10 0 3.2837 1.2958 3.3235 2.3248

Plate 11 0 2.1513 0.5819 2.4777 1.5463

Plate 12 0 1.2196 0.3672 1.2988 0.8282
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C.5 Experiment 1: Phase 2 data

Table C.9: Exp. 1 Phase 2: Centroid measurement of the TLS

0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 3563.796 3563.544 3563.469 3563.517 3563.477 3563.562 3563.326

Plate 2 3566.257 3564.983 3563.692 3562.466 3561.48 3560.636 3559.758

Plate 3 3564.791 3562.563 3560.096 3557.904 3555.907 3554.156 3552.365

Plate 4 3563.675 3560.663 3557.099 3553.981 3551.144 3548.637 3545.985

Plate 5 3561.401 3557.705 3553.374 3549.415 3545.555 3542.263 3538.770

Plate 6 3562.142 3557.987 3552.958 3548.215 3543.386 3539.177 3534.802

Plate 7 3559.563 3555.262 3550.179 3545.199 3540.149 3535.142 3530.069

Plate 8 3559.625 3555.436 3550.421 3545.497 3540.910 3536.216 3531.243

Plate 9 3560.885 3557.172 3552.755 3548.563 3544.888 3541.222 3537.401

Plate 10 3560.865 3557.776 3554.175 3550.763 3547.998 3545.239 3542.396

Plate 11 3561.853 3559.621 3557.012 3554.647 3552.809 3550.964 3549.108

Plate 12 3561.804 3560.459 3559.026 3557.733 3556.810 3555.910 3554.976

Plate 13 3561.317 3561.076 3560.952 3560.902 3560.884 3560.925 3560.957

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm

Plate 1 3563.316 3563.305 3563.234 3563.128 3563.180 3563.146 3563.169

Plate 2 3558.751 3557.722 3556.855 3556.057 3555.321 3554.515 3553.702

Plate 3 3550.433 3548.524 3546.646 3544.819 3543.415 3541.980 3540.551

Plate 4 3543.231 3540.356 3537.622 3535.088 3532.827 3530.651 3528.401

Plate 5 3535.090 3531.158 3527.621 3524.224 3521.160 3518.261 3515.173

Plate 6 3529.805 3524.975 3520.271 3516.004 3512.200 3508.461 3504.558

Plate 7 3525.063 3520.104 3515.065 3509.989 3505.022 3499.978 3495.097

Plate 8 3526.380 3521.263 3515.034 3509.506 3503.684 3499.290 3494.974

Plate 9 3533.571 3529.843 3526.183 3522.361 3518.723 3515.627 3512.452

Plate 10 3539.509 3536.759 3533.990 3531.123 3528.427 3526.184 3523.736

Plate 11 3547.206 3545.330 3543.552 3541.666 3539.863 3538.412 3536.910

Plate 12 3554.029 3553.117 3552.202 3551.259 3550.416 3549.754 3549.015

Plate 13 3561.010 3560.996 3561.079 3561.079 3561.187 3561.225 3561.320



Appendix: Appendix C 144

Table C.10: Exp. 1 Phase 2: Deflection (δZ) values of the TLS

0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 0 -0.2523 -0.3273 -0.28 -0.3199 -0.2348 -0.4703

Plate 2 0 -1.2741 -2.5655 -3.7908 -4.7771 -5.6215 -6.4994

Plate 3 0 -2.2284 -4.6953 -6.8872 -8.8848 -10.6352 -12.4263

Plate 4 0 -3.0117 -6.5759 -9.6943 -12.5306 -15.0384 -17.6902

Plate 5 0 -3.6964 -8.027 -11.9862 -15.847 -19.1381 -22.6317

Plate 6 0 -4.1551 -9.1841 -13.9274 -18.7559 -22.9645 -27.34

Plate 7 0 -4.3011 -9.3844 -14.364 -19.4143 -24.4209 -29.4941

Plate 8 0 -4.1886 -9.2041 -14.1279 -18.7146 -23.4093 -28.3817

Plate 9 0 -3.7131 -8.1303 -12.3223 -15.997 -19.663 -23.4836

Plate 10 0 -3.0898 -6.6906 -10.1025 -12.8676 -15.6267 -18.4697

Plate 11 0 -2.2313 -4.8402 -7.2057 -9.044 -10.8888 -12.745

Plate 12 0 -1.3446 -2.7779 -4.0713 -4.9941 -5.8941 -6.828

Plate 13 0 -0.2408 -0.3651 -0.4144 -0.4323 -0.3911 -0.3598

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm

Plate 1 -0.48 -0.4915 -0.5625 -0.6683 -0.6164 -0.6508 -0.6273

Plate 2 -7.5057 -8.535 -9.4023 -10.2006 -10.9359 -11.7423 -12.5547

Plate 3 -14.3583 -16.2676 -18.1459 -19.9726 -21.3768 -22.8116 -24.2409

Plate 4 -20.4439 -23.3195 -26.0527 -28.5871 -30.8477 -33.0246 -35.2745

Plate 5 -26.3114 -30.2433 -33.7807 -37.1778 -40.2412 -43.1409 -46.2287

Plate 6 -32.3372 -37.1672 -41.8705 -46.1382 -49.9423 -53.6811 -57.5839

Plate 7 -34.5002 -39.4592 -44.498 -49.5738 -54.541 -59.5847 -64.4656

Plate 8 -33.2453 -38.3617 -44.5906 -50.119 -55.9414 -60.3345 -64.6509

Plate 9 -27.3141 -31.0417 -34.7016 -38.5241 -42.1623 -45.2576 -48.4327

Plate 10 -21.3562 -24.1063 -26.876 -29.7421 -32.4383 -34.6812 -37.1294

Plate 11 -14.6467 -16.5227 -18.3001 -20.1868 -21.9899 -23.4406 -24.9421

Plate 12 -7.7745 -8.6866 -9.6021 -10.5448 -11.3874 -12.0501 -12.7893

Plate 13 -0.3065 -0.3203 -0.2374 -0.2378 -0.1297 -0.0918 0.0036
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Table C.11: Exp. 1 Phase 2: Centroid measurement of the RC 1
0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 -2150.90 -2152.58 -2151.48 -2152.61 -2150.31 -2149.92 -2151.03
Plate 2 -2149.28 -2151.65 -2152.00 -2154.01 -2153.21 -2154.40 -2154.85
Plate 3 -2151.01 -2154.14 -2155.85 -2158.68 -2159.36 -2161.65 -2162.23
Plate 4 -2151.05 -2154.50 -2158.03 -2162.58 -2164.33 -2167.83 -2168.48
Plate 5 -2152.74 -2156.93 -2161.21 -2165.27 -2169.25 -2174.64 -2174.58
Plate 6 -2150.71 -2155.45 -2159.87 -2164.68 -2169.59 -2177.08 -2176.32
Plate 7 -2150.68 -2155.32 -2160.16 -2164.98 -2171.01 -2182.57 -2179.23

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm
Plate 1 -2151.23 -2152.13 -2153.12 -2151.69 -2150.52 -2151.91 -2153.99
Plate 2 -2156.59 -2157.98 -2159.78 -2159.52 -2158.97 -2160.81 -2163.88
Plate 3 -2165.41 -2167.54 -2170.08 -2171.03 -2171.24 -2172.69 -2176.29
Plate 4 -2172.85 -2175.11 -2178.87 -2180.41 -2181.31 -2183.31 -2188.23
Plate 5 -2180.45 -2183.35 -2188.43 -2190.86 -2192.53 -2194.90 -2200.96
Plate 6 -2184.03 -2187.46 -2194.06 -2197.09 -2199.70 -2203.06 -2209.80
Plate 7 -2188.25 -2190.38 -2197.44 -2200.12 -2205.43 -2209.53 -2217.66

Table C.12: Exp. 1 Phase 2: Deflection (δZ) values of the RC 1
0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 0 -1.6742 -0.579 -1.7095 0.5951 0.9857 -0.1292
Plate 2 0 -2.3712 -2.7275 -4.7359 -3.9319 -5.1228 -5.5749
Plate 3 0 -3.1304 -4.8385 -7.6754 -8.3552 -10.641 -11.2268
Plate 4 0 -3.4444 -6.9786 -11.5299 -13.2723 -16.7729 -17.4276
Plate 5 0 -4.1861 -8.4618 -12.5252 -16.5037 -21.8943 -21.8358
Plate 6 0 -4.7354 -9.1591 -13.9734 -18.8795 -26.3689 -25.6082
Plate 7 0 -4.6408 -9.4743 -14.2972 -20.3287 -31.8902 -28.5471

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm
Plate 1 -0.3244 -1.2249 -2.2188 -0.7896 0.386 -1.0068 -3.084
Plate 2 -7.3187 -8.7056 -10.4997 -10.241 -9.6913 -11.5298 -14.6038
Plate 3 -14.4063 -16.5326 -19.0698 -20.0253 -20.2337 -21.6795 -25.2854
Plate 4 -21.794 -24.0558 -27.8148 -29.3524 -30.2587 -32.2517 -37.1798
Plate 5 -27.7072 -30.6077 -35.6824 -38.1181 -39.7883 -42.1543 -48.2188
Plate 6 -33.3158 -36.7485 -43.3503 -46.3821 -48.9883 -52.3476 -59.0897
Plate 7 -37.5665 -39.6954 -46.7526 -49.4365 -54.7467 -58.8447 -66.9719
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Table C.13: Exp. 1 Phase 2: Centroid measurement of the RC 2

0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 7 -2190.20 -2194.04 -2199.76 -2204.72 -2210.56 -2213.54 -2219.62

Plate 8 -2174.00 -2177.74 -2183.14 -2187.75 -2193.92 -2196.87 -2202.76

Plate 9 -2157.47 -2160.28 -2165.46 -2169.52 -2174.42 -2176.68 -2180.92

Plate 10 -2144.56 -2146.82 -2151.54 -2153.93 -2157.87 -2159.36 -2162.46

Plate 11 -2129.05 -2130.99 -2134.39 -2136.60 -2138.92 -2139.56 -2140.84

Plate 12 -2112.95 -2114.02 -2115.97 -2116.73 -2118.65 -2118.39 -2118.48

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm

Plate 7 -2222.67 -2228.57 -2234.87 -2241.08 -2245.28 -2249.22 -2255.28

Plate 8 -2206.62 -2212.68 -2218.48 -2224.70 -2229.59 -2233.29 -2238.52

Plate 9 -2184.50 -2188.28 -2191.73 -2196.24 -2199.93 -2201.86 -2205.72

Plate 10 -2165.70 -2168.84 -2170.96 -2174.62 -2177.08 -2177.77 -2181.23

Plate 11 -2142.92 -2146.83 -2148.08 -2149.12 -2150.88 -2150.11 -2153.55

Plate 12 -2119.59 -2122.54 -2121.79 -2123.26 -2123.87 -2121.87 -2124.83

Table C.14: Exp. 1 Phase 2: Deflection (δZ) values of the RC 2

0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 7 0 -3.8394 -9.5603 -14.5157 -20.3612 -23.3391 -29.4207

Plate 8 0 -3.7367 -9.1369 -13.7445 -19.92 -22.871 -28.7543

Plate 9 0 -2.8087 -7.997 -12.0521 -16.9538 -19.2157 -23.4495

Plate 10 0 -2.2565 -6.9823 -9.3699 -13.3051 -14.8017 -17.8953

Plate 11 0 -1.9346 -5.3419 -7.5475 -9.8713 -10.5055 -11.7857

Plate 12 0 -1.0701 -3.021 -3.7884 -5.7006 -5.4477 -5.5335

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm

Plate 7 -32.4688 -38.3669 -44.6739 -50.8809 -55.0819 -59.0166 -65.0769

Plate 8 -32.6175 -38.6748 -44.4827 -50.6977 -55.5871 -59.2896 -64.5175

Plate 9 -27.0326 -30.8168 -34.2644 -38.7755 -42.4599 -44.389 -48.2522

Plate 10 -21.144 -24.2795 -26.4031 -30.0606 -32.5164 -33.2059 -36.6713

Plate 11 -13.8657 -17.7735 -19.0257 -20.0686 -21.8227 -21.056 -24.4975

Plate 12 -6.6427 -9.5985 -8.8447 -10.3129 -10.9286 -8.9244 -11.8859
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Table C.15: Exp. 1 Phase 2: Deflection errors of the range cameras(δZTLS − δZRC)
0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 0 1.421 0.251 1.429 -0.949 -1.220 -0.341
Plate 2 0 1.097 0.162 0.939 -0.845 -0.498 -0.924
Plate 3 0 0.911 0.143 0.788 -0.529 0.005 -1.199
Plate 4 0 0.432 0.402 1.843 0.741 1.734 -0.262
Plate 5 0 0.489 0.434 0.539 0.647 2.756 -0.795
Plate 6 0 0.578 -0.025 0.046 0.123 3.406 -1.731
Plate 7 0 -0.061 0.132 0.041 0.929 3.192 -0.511
Plate 8 0 -0.443 -0.064 -0.380 1.213 -0.535 0.375
Plate 9 0 -0.903 -0.134 -0.271 0.955 -0.449 -0.035
Plate 10 0 -0.833 0.291 -0.732 0.437 -0.825 -0.574
Plate 11 0 -0.296 0.501 0.341 0.827 -0.383 -0.959
Plate 12 0 -0.275 0.242 -0.283 0.705 -0.448 -1.295
σ 0.00 0.76 0.20 0.78 0.74 1.70 0.58

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm σ(mm)
-0.1231 0.733 1.643 0.121 -1.014 0.355 2.358 1.08
-0.1870 0.199 1.097 0.038 -1.244 -0.212 2.047 0.91
0.0480 0.265 0.923 0.052 -1.143 -1.132 1.029 0.77
1.3501 0.736 1.762 0.765 -0.589 -0.772 1.905 0.91
1.3959 0.364 1.901 0.940 -0.459 -0.986 1.990 1.08
0.9818 -0.418 1.489 0.243 -0.957 -1.333 1.505 1.31
0.5165 -0.429 1.224 0.584 0.372 -0.655 1.557 1.01
-0.6251 0.319 -0.105 0.581 -0.351 -1.042 -0.130 0.57
-0.2832 -0.229 -0.438 0.249 0.297 -0.868 -0.186 0.47
-0.2122 0.175 -0.472 0.315 0.078 -1.475 -0.458 0.55
-0.7819 1.252 0.726 -0.118 -0.166 -2.384 -0.447 0.90
-1.1324 0.911 -0.757 -0.233 -0.459 -3.126 -0.904 1.21
0.82 0.52 0.95 0.36 0.55 0.92 1.19 0.98
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C.6 Experiment 1: Phase 3 data

Table C.16: Exp. 1 Phase 3: Deflection values of the TLS
65 mm 60 mm 55 mm 50 mm Permanent

damage
Zero Load

Plate 1 -0.6226 -0.6097 -0.499 -0.4682 -0.3637 0
Plate 2 -13.0062 -11.6474 -10.3963 -9.275 -9.1895 0
Plate 3 -24.7653 -22.4451 -20.3118 -18.0517 -17.8836 0
Plate 4 -35.9313 -32.5873 -29.4522 -26.3136 -26.0796 0
Plate 5 -47.0753 -42.8698 -38.9614 -34.9204 -34.6448 0
Plate 6 -58.506 -53.6469 -49.0537 -44.3165 -44.0088 0
Plate 7 -65.4537 -60.2241 -55.3858 -50.0676 -49.7663 0
Plate 8 -65.6091 -60.7377 -56.1371 -51.307 -51.0873 0
Plate 9 -49.2308 -44.9951 -40.9989 -36.85 -36.5859 0
Plate 10 -37.7636 -34.2562 -31.0494 -27.7654 -27.5488 0
Plate 11 -25.4828 -23.1007 -20.9159 -18.6135 -18.4257 0
Plate 12 -13.0936 -11.8726 -10.6704 -9.4499 -9.3293 0
Plate 13 -0.1524 -0.1411 -0.079 -0.0835 -0.038 0

Table C.17: Exp. 1 Phase 3: Deflection values of the RC 1
65 mm 60 mm 55 mm 50 mm Permanent

damage
Zero Load

Plate 1 2.2323 5.1648 0.567 2.3697 3.3509 0
Plate 2 -9.9096 -8.2827 -8.1121 -5.222 -4.7437 0
Plate 3 -21.2113 -18.9957 -17.4601 -14.4191 -13.8129 0
Plate 4 -33.4452 -29.7899 -27.8248 -23.0606 -23.1199 0
Plate 5 -44.3391 -40.4185 -36.6371 -31.3997 -31.9381 0
Plate 6 -55.2582 -50.7603 -46.0206 -39.3749 -40.6989 0
Plate 7 -62.2845 -57.9836 -55.2291 -43.8608 -46.1798 0

Table C.18: Exp. 1 Phase 3: Deflection values of the RC 2
65 mm 60 mm 55 mm 50 mm Permanent

damage
Zero Load

Plate 7 -65.6712 -61.4676 -56.9521 -52.6467 -48.7709 0
Plate 8 -66.3495 -62.0743 -57.6211 -53.4218 -51.3044 0
Plate 9 -51.2549 -46.5166 -41.7691 -37.7697 -36.3221 0
Plate 10 -40.6342 -36.4706 -32.5164 -29.336 -28.511 0
Plate 11 -27.2434 -24.8584 -22.1375 -20.4591 -19.8814 0
Plate 12 -14.0373 -12.4833 -10.8196 -9.6562 -9.2227 0
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C.7 Experiment 2: Phase 1 data

Table C.19: Exp. 2 Phase 1: Centroid measurement of the TLS
0 mm 3 mm 0 mm 3 mm 0 mm

Plate 1 3550.932 3550.718 3550.904 3550.771 3550.915
Plate 2 3549.454 3548.782 3549.595 3548.704 3549.449
Plate 3 3546.633 3545.470 3546.917 3545.416 3546.609
Plate 4 3545.856 3544.204 3546.204 3544.148 3545.843
Plate 5 3545.214 3543.111 3545.721 3543.204 3545.219
Plate 6 3545.017 3542.694 3545.593 3542.704 3545.054
Plate 7 3536.882 3534.585 3537.445 3534.512 3536.883
Plate 8 3543.646 3541.242 3544.146 3541.312 3543.595
Plate 9 3543.971 3541.966 3544.445 3541.902 3543.930
Plate 10 3543.549 3541.994 3543.898 3541.868 3543.581
Plate 11 3544.289 3542.817 3544.429 3542.968 3544.210
Plate 12 3543.843 3543.235 3543.800 3543.032 3543.787
Plate 13 3542.028 3541.973 3541.933 3541.969 3541.982

Table C.20: Exp. 2 Phase 1: Deflection values of the TLS
0 mm 3 mm 0 mm 3 mm 0 mm

Plate 1 0.0 -0.214 -0.028 -0.161 -0.016
Plate 2 0.0 -0.671 0.142 -0.750 -0.005
Plate 3 0.0 -1.162 0.285 -1.217 -0.023
Plate 4 0.0 -1.652 0.348 -1.707 -0.013
Plate 5 0.0 -2.102 0.508 -2.010 0.005
Plate 6 0.0 -2.323 0.576 -2.313 0.037
Plate 7 0.0 -2.297 0.563 -2.370 0.001
Plate 8 0.0 -2.404 0.500 -2.333 -0.051
Plate 9 0.0 -2.005 0.475 -2.068 -0.040
Plate 10 0.0 -1.555 0.349 -1.681 0.032
Plate 11 0.0 -1.472 0.141 -1.320 -0.079
Plate 12 0.0 -0.608 -0.043 -0.810 -0.056
Plate 13 0.0 -0.055 -0.095 -0.059 -0.046

Table C.21: Exp. 2 Phase 1: Centroid measurement of the RC 1
0 mm 3 mm 0 mm 3 mm 0 mm

Plate 1 -2159.970 -2157.902 -2157.703 -2158.593 -2157.390
Plate 2 -2156.878 -2156.200 -2155.151 -2157.127 -2155.083
Plate 3 -2156.353 -2155.878 -2154.427 -2156.239 -2154.036
Plate 4 -2154.531 -2153.632 -2151.694 -2154.217 -2151.744
Plate 5 -2151.934 -2150.405 -2148.327 -2151.273 -2148.509
Plate 6 -2149.503 -2147.857 -2145.344 -2148.166 -2145.565
Plate 7 -2153.823 -2150.997 -2148.240 -2151.146 -2148.488
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Table C.22: Exp. 2 Phase 1: Deflection values of the RC 1
0 mm 3 mm 0 mm 3 mm 0 mm

Plate 1 0.000 2.068 2.267 1.377 2.580
Plate 2 0.000 0.677 1.726 -0.249 1.795
Plate 3 0.000 0.475 1.926 0.114 2.317
Plate 4 0.000 0.899 2.837 0.314 2.788
Plate 5 0.000 1.530 3.607 0.661 3.425
Plate 6 0.000 1.647 4.160 1.337 3.938
Plate 7 0.000 2.826 5.582 2.677 5.334

Table C.23: Exp. 2 Phase 1: Centroid measurement of the RC 2
0 mm 3 mm 0 mm 3 mm 0 mm

Plate 7 -2172.9725 -2176.106 -2172.936 -2176.026 -2174.183
Plate 8 -2156.7979 -2160.065 -2157.544 -2159.839 -2158.043
Plate 9 -2148.7811 -2151.273 -2149.470 -2151.378 -2149.726
Plate 10 -2141.3927 -2143.486 -2142.228 -2143.830 -2142.288
Plate 11 -2133.2166 -2135.101 -2133.938 -2135.001 -2133.691
Plate 12 -2118.9947 -2120.369 -2120.002 -2120.028 -2119.363

Table C.24: Exp. 2 Phase 1: Deflection values of the RC 2
0 mm 3 mm 0 mm 3 mm 0 mm

Plate 7 0 -3.1333 0.0364 -3.054 -1.2103
Plate 8 0 -3.2669 -0.7465 -3.0409 -1.2453
Plate 9 0 -2.4915 -0.6884 -2.5969 -0.9449
Plate 10 0 -2.0937 -0.8352 -2.4374 -0.8957
Plate 11 0 -1.8843 -0.7213 -1.7845 -0.4749
Plate 12 0 -1.3748 -1.0077 -1.0332 -0.3685

Table C.25: Exp. 2 Phase 1: Deflection errors of the RC 2 for the no interference case
0 mm 3 mm 0 mm 3 mm 0 mm

Plate 7 0 0.561 0.867 0.141 0.222
Plate 8 0 0.437 0.436 0.282 0.167
Plate 9 0 0.098 0.492 0.389 0.539
Plate 10 0 -0.118 0.180 0.079 0.442
Plate 11 0 0.367 0.170 0.152 0.706
Plate 12 0 0.273 -0.599 0.121 0.648
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C.8 Experiment 2: Phase 2 data

Table C.26: Exp. 2 Phase 2: Centroid measurements of the TLS

0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 3542.028 3541.874 3541.86 3541.826 3541.897 3541.905 3541.791

Plate 2 3543.843 3542.519 3541.202 3539.961 3539.018 3538.013 3536.732

Plate 3 3544.289 3541.990 3539.547 3536.988 3535.032 3532.888 3528.423

Plate 4 3543.549 3540.377 3536.973 3533.439 3530.541 3527.436 3522.992

Plate 5 3543.971 3540.155 3535.911 3531.437 3527.683 3523.758 3514.915

Plate 6 3543.646 3539.380 3534.421 3529.479 3524.728 3519.760 3510.871

Plate 7 3536.882 3532.502 3527.469 3522.345 3517.346 3512.306 3505.101

Plate 8 3545.017 3540.782 3535.944 3531.059 3526.355 3521.565 3518.241

Plate 9 3545.214 3541.441 3537.190 3532.950 3529.070 3525.200 3522.009

Plate 10 3545.856 3542.798 3539.287 3535.916 3533.005 3530.039 3528.194

Plate 11 3546.633 3544.418 3541.95 3539.650 3537.697 3535.739 3534.531

Plate 12 3549.454 3548.189 3546.911 3545.673 3544.678 3543.708 3543.134

Plate 13 3550.932 3550.728 3550.646 3550.680 3550.735 3550.833 3550.824

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm

Plate 1 3541.879 3541.807 3541.570 3541.682 3541.559 3541.53 3541.629

Plate 2 3536.541 3535.879 3534.606 3533.167 3532.725 3531.655 3530.584

Plate 3 3527.552 3525.585 3522.950 3522.483 3519.144 3516.878 3514.564

Plate 4 3521.852 3519.827 3515.546 3513.659 3510.215 3507.328 3504.486

Plate 5 3513.278 3511.804 3506.937 3504.764 3499.710 3496.142 3492.534

Plate 6 3508.676 3504.028 3498.965 3496.650 3490.298 3486.162 3481.804

Plate 7 3502.791 3498.032 3492.995 3488.414 3483.387 3478.339 3473.554

Plate 8 3516.527 3512.503 3508.353 3504.346 3500.151 3496.055 3492.088

Plate 9 3520.542 3517.393 3514.079 3511.496 3507.553 3504.318 3501.167

Plate 10 3527.149 3524.823 3522.314 3520.494 3517.479 3515.075 3512.717

Plate 11 3533.828 3532.247 3530.609 3529.651 3527.400 3525.845 3524.268

Plate 12 3542.788 3542.054 3541.195 3540.190 3539.644 3538.935 3538.155

Plate 13 3550.824 3550.874 3550.862 3549.885 3550.958 3551.034 3551.101
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Table C.27: Exp. 2 Phase 2: Deflection (δZ) values of the TLS

0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 0 -0.154 -0.168 -0.202 -0.131 -0.122 -0.237

Plate 2 0 -1.324 -2.640 -3.882 -4.824 -5.829 -7.110

Plate 3 0 -2.298 -4.742 -7.300 -9.256 -11.401 -15.865

Plate 4 0 -3.172 -6.576 -10.110 -13.008 -16.113 -20.557

Plate 5 0 -3.816 -8.060 -12.534 -16.288 -20.213 -29.056

Plate 6 0 -4.266 -9.225 -14.167 -18.918 -23.886 -32.775

Plate 7 0 -4.380 -9.413 -14.537 -19.536 -24.576 -31.781

Plate 8 0 -4.236 -9.073 -13.959 -18.662 -23.452 -26.776

Plate 9 0 -3.773 -8.023 -12.264 -16.144 -20.013 -23.205

Plate 10 0 -3.058 -6.569 -9.940 -12.851 -15.817 -17.662

Plate 11 0 -2.215 -4.683 -6.982 -8.936 -10.894 -12.102

Plate 12 0 -1.265 -2.543 -3.780 -4.776 -5.745 -6.320

Plate 13 0 -0.204 -0.286 -0.251 -0.197 -0.098 -0.108

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm

Plate 1 -0.148 -0.220 -0.457 -0.345 -0.469 -0.498 -0.399

Plate 2 -7.302 -7.963 -9.236 -10.676 -11.117 -12.188 -13.259

Plate 3 -16.737 -18.704 -21.339 -21.806 -25.144 -27.410 -29.724

Plate 4 -21.697 -23.723 -28.003 -29.890 -33.334 -36.222 -39.063

Plate 5 -30.692 -32.167 -37.034 -39.207 -44.260 -47.829 -51.436

Plate 6 -34.970 -39.618 -44.680 -46.995 -53.348 -57.484 -61.842

Plate 7 -34.091 -38.851 -43.887 -48.468 -53.495 -58.543 -63.329

Plate 8 -28.490 -32.515 -36.664 -40.671 -44.866 -48.963 -52.930

Plate 9 -24.672 -27.821 -31.135 -33.718 -37.661 -40.896 -44.047

Plate 10 -18.707 -21.033 -23.541 -25.361 -28.377 -30.781 -33.139

Plate 11 -12.805 -14.386 -16.024 -16.982 -19.232 -20.788 -22.365

Plate 12 -6.665 -7.400 -8.258 -9.264 -9.809 -10.519 -11.299

Plate 13 -0.108 -0.058 -0.070 -1.047 0.026 0.102 0.170
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Table C.28: Exp. 2 Phase 2:: Centroid measurements of the RC 1
0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 -2157.527 -2157.592 -2158.978 -2158.330 -2157.751 -2158.363 -2157.947
Plate 2 -2155.083 -2156.725 -2159.046 -2159.898 -2160.208 -2161.517 -2161.872
Plate 3 -2154.036 -2155.638 -2159.237 -2161.146 -2162.278 -2164.628 -2168.636
Plate 4 -2151.744 -2154.302 -2158.425 -2161.106 -2163.443 -2166.564 -2170.832
Plate 5 -2148.509 -2151.429 -2156.328 -2160.200 -2162.704 -2167.084 -2176.033
Plate 6 -2145.565 -2148.723 -2154.704 -2158.469 -2162.815 -2167.768 -2176.072
Plate 7 -2148.488 -2152.181 -2158.993 -2162.086 -2165.952 -2170.375 -2177.910

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm
Plate 1 -2159.664 -2159.100 -2158.741 -2157.656 -2156.916 -2159.307 -2159.982
Plate 2 -2163.736 -2164.845 -2165.349 -2165.008 -2164.870 -2167.725 -2168.838
Plate 3 -2170.921 -2172.754 -2173.995 -2174.256 -2175.021 -2180.098 -2182.610
Plate 4 -2173.000 -2174.886 -2178.144 -2179.400 -2181.119 -2186.383 -2189.028
Plate 5 -2178.457 -2179.471 -2184.755 -2186.910 -2188.674 -2194.427 -2197.550
Plate 6 -2179.270 -2184.447 -2189.977 -2192.108 -2195.286 -2201.209 -2205.792
Plate 7 -2180.088 -2186.102 -2192.759 -2195.021 -2197.553 -2204.219 -2208.496

Table C.29: Exp. 2 Phase 2: Deflection (δZ) values of the RC 1
0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 0.000 -0.065 -1.450 -0.803 -0.224 -0.836 -0.420
Plate 2 0.000 -1.642 -3.963 -4.815 -5.125 -6.434 -6.789
Plate 3 0.000 -1.602 -5.201 -7.111 -8.243 -10.593 -14.600
Plate 4 0.000 -2.558 -6.682 -9.363 -11.700 -14.820 -19.088
Plate 5 0.000 -2.920 -7.819 -11.691 -14.195 -18.575 -27.524
Plate 6 0.000 -3.158 -9.139 -12.904 -17.250 -22.203 -30.507
Plate 7 0.000 -3.693 -10.505 -13.598 -17.463 -21.887 -29.422

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm
Plate 1 -2.136 -1.573 -1.214 -0.128 0.611 -1.780 -2.454
Plate 2 -8.653 -9.762 -10.266 -9.925 -9.787 -12.642 -13.755
Plate 3 -16.886 -18.718 -19.959 -20.221 -20.985 -26.062 -28.575
Plate 4 -21.257 -23.142 -26.400 -27.656 -29.375 -34.639 -37.285
Plate 5 -29.948 -30.962 -36.245 -38.401 -40.165 -45.917 -49.040
Plate 6 -33.705 -38.882 -44.412 -46.543 -49.721 -55.644 -60.227
Plate 7 -31.600 -37.614 -44.271 -46.532 -49.065 -55.731 -60.008
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Table C.30: Exp. 2 Phase 2: Centroid measurements of the RC 2
0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 7 -2175.743 -2177.906 -2178.259 -2191.670 -2196.151 -2207.271 -2208.718
Plate 8 -2158.646 -2162.185 -2164.032 -2174.525 -2179.082 -2186.116 -2186.160
Plate 9 -2149.899 -2153.073 -2155.992 -2163.593 -2167.376 -2171.389 -2173.496
Plate 10 -2142.190 -2144.784 -2148.096 -2153.580 -2156.008 -2157.801 -2159.975
Plate 11 -2133.649 -2135.848 -2137.928 -2141.483 -2142.351 -2143.237 -2145.439
Plate 12 -2119.190 -2120.708 -2121.968 -2123.283 -2124.669 -2122.964 -2124.646

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm
Plate 7 -2211.984 -2213.119 -2218.791 -2224.089 -2231.640 -2236.064 -2242.039
Plate 8 -2189.306 -2190.987 -2195.637 -2198.759 -2205.072 -2208.507 -2213.343
Plate 9 -2175.432 -2178.470 -2181.070 -2183.914 -2188.543 -2191.547 -2195.541
Plate 10 -2161.403 -2164.035 -2167.442 -2168.496 -2171.314 -2173.106 -2176.048
Plate 11 -2145.915 -2147.445 -2150.168 -2151.212 -2152.425 -2153.722 -2155.108
Plate 12 -2124.994 -2125.958 -2127.545 -2127.489 -2128.660 -2129.155 -2130.012

Table C.31: Exp. 2 Phase 2: Deflection (δZ) values of the RC 2
0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 7 0.000 -2.163 -2.516 -15.927 -20.408 -31.527 -32.975
Plate 8 0.000 -3.539 -5.386 -15.879 -20.436 -27.470 -27.514
Plate 9 0.000 -3.174 -6.093 -13.694 -17.477 -21.490 -23.597
Plate 10 0.000 -2.594 -5.906 -11.390 -13.818 -15.611 -17.785
Plate 11 0.000 -2.199 -4.279 -7.834 -8.702 -9.588 -11.791
Plate 12 0.000 -1.518 -2.778 -4.093 -5.479 -3.773 -5.456

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm
Plate 7 -36.240 -37.376 -43.048 -48.345 -55.897 -60.321 -66.296
Plate 8 -30.660 -32.340 -36.991 -40.113 -46.426 -49.861 -54.696
Plate 9 -25.533 -28.571 -31.171 -34.015 -38.644 -41.648 -45.642
Plate 10 -19.213 -21.845 -25.253 -26.306 -29.124 -30.916 -33.858
Plate 11 -12.266 -13.796 -16.519 -17.563 -18.777 -20.073 -21.459
Plate 12 -5.804 -6.767 -8.355 -8.298 -9.469 -9.965 -10.821



Appendix: Appendix C 155

Table C.32: Exp. 2 Phase 2: Deflection errors of the range cameras(δZTLS − δZRC)

0 mm 5 mm 10 mm 15 mm 20 mm 25 mm 30 mm

Plate 1 0 -0.089 1.283 0.601 0.093 0.713 0.183

Plate 2 0 0.318 1.323 0.933 0.300 0.605 -0.321

Plate 3 0 -0.696 0.459 -0.189 -1.013 -0.808 -1.265

Plate 4 0 -0.614 0.105 -0.747 -1.308 -1.292 -1.468

Plate 5 0 -0.896 -0.241 -0.843 -2.093 -1.638 -1.532

Plate 6 0 -1.108 -0.085 -1.263 -1.668 -1.683 -2.268

Plate 7 0 -1.452 -2.902 0.226 -0.601 2.131 -0.583

Plate 8 0 -0.697 -3.687 1.920 1.773 4.018 0.738

Plate 9 0 -0.599 -1.931 1.431 1.333 1.477 0.392

Plate 10 0 -0.464 -0.663 1.450 0.967 -0.206 0.123

Plate 11 0 -0.017 -0.404 0.852 -0.234 -1.306 -0.311

Plate 12 0 0.253 0.235 0.312 0.703 -1.972 -0.864

σ 0 0.537 1.554 1.001 1.225 1.839 0.904

35 mm 40 mm 45 mm 50 mm 55 mm 60 mm 65 mm σ(mm)

1.988 1.352 0.757 -0.217 -1.080 1.282 2.056 0.907

1.351 1.798 1.030 -0.750 -1.330 0.454 0.496 0.877

0.149 0.015 -1.380 -1.585 -4.159 -1.348 -1.149 1.153

-0.441 -0.580 -1.602 -2.234 -3.958 -1.583 -1.779 1.014

-0.744 -1.205 -0.788 -0.807 -4.095 -1.911 -2.396 1.004

-1.265 -0.736 -0.269 -0.452 -3.627 -1.840 -1.614 0.938

-0.171 -1.356 -0.228 -1.029 -1.015 -0.517 -0.176 1.140

2.169 -0.174 0.326 -0.559 1.559 0.897 1.767 1.856

0.862 0.750 0.035 0.298 0.984 0.753 1.595 0.980

0.507 0.813 1.711 0.945 0.747 0.135 0.719 0.710

-0.539 -0.590 0.495 0.581 -0.456 -0.715 -0.906 0.615

-0.861 -0.632 0.097 -0.966 -0.340 -0.554 -0.478 0.713

1.135 1.009 0.960 0.893 2.082 1.114 1.486 1.305
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Table C.33: Exp. 2 Phase 2: Deflection errors of the range cameras(δZTLS − δZRC) for
the no-interference case

Plate 7 Plate 8 Plate 9 Plate 10 Plate 11 Plate 12

0 mm 0 0 0 0 0 0

5 mm -0.142 0.505 -0.131 0.401 -0.134 0.002

10 mm 0.394 0.287 0.134 -0.097 0.042 0.273

15 mm -0.601 0.625 0.922 0.929 0.920 0.077

20 mm -1.121 0.515 0.239 0.427 -0.168 0.359

25 mm -1.010 1.347 0.674 0.741 0.259 0.371

30 mm -0.575 1.243 0.584 0.362 -0.105 -0.226

35 mm -0.721 1.406 0.691 0.363 -0.191 -0.466

40 mm 0.151 1.364 1.129 1.071 -0.084 -0.634

45 mm 0.713 0.788 0.460 1.291 0.375 -0.110

50 mm -0.471 0.333 0.770 1.157 0.623 -0.467

55 mm -0.919 0.600 -0.073 0.373 -0.704 -0.192

60 mm -0.545 0.634 1.099 0.775 -0.408 -0.148

65 mm -0.582 1.205 1.548 0.266 -0.687 -0.146

Table C.34: Exp. 2 Phase 2: Deflection errors of the range cameras (δZTLS − δZRC) for
the with-interference case

Plate 7 Plate 8 Plate 9 Plate 10 Plate 11 Plate 12

0 mm 0 0 0 0 0 0

5 mm -1.452 -0.697 -0.599 -0.464 -0.017 0.253

10 mm -2.902 -3.687 -1.931 -0.663 -0.404 0.235

15 mm 0.226 1.920 1.431 1.450 0.852 0.312

20 mm -0.601 1.773 1.333 0.967 -0.234 0.703

25 mm 2.131 4.018 1.477 -0.206 -1.306 -1.972

30 mm -0.583 0.738 0.392 0.123 -0.311 -0.864

35 mm -0.171 2.169 0.862 0.507 -0.539 -0.861

40 mm -1.356 -0.174 0.750 0.813 -0.590 -0.632

45 mm -0.228 0.326 0.035 1.711 0.495 0.097

50 mm -1.029 -0.559 0.298 0.945 0.581 -0.966

55 mm -1.015 1.559 0.984 0.747 -0.456 -0.340

60 mm -0.517 0.897 0.753 0.135 -0.715 -0.554

65 mm -0.176 1.767 1.595 0.719 -0.906 -0.478
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C.9 Experiment 2: Phase 3 data

Table C.35: Exp. 2 Phase 3: Deflection values of the TLS

Zero Load 65 mm 60 mm 55 mm 50 mm Permanent damage

Plate 1 0 -0.292 -0.233 -0.018 -0.206 -0.059

Plate 2 0 -13.221 -12.548 -11.228 -10.447 -9.870

Plate 3 0 -29.911 -28.534 -24.393 -21.797 -20.826

Plate 4 0 -39.426 -37.665 -32.182 -28.996 -27.949

Plate 5 0 -51.923 -49.794 -43.120 -39.180 -37.785

Plate 6 0 -62.399 -59.746 -52.516 -47.855 -46.225

Plate 7 0 -63.896 -60.891 -53.739 -48.858 -47.077

Plate 8 0 -53.478 -51.059 -43.804 -39.090 -37.463

Plate 9 0 -44.538 -42.605 -36.112 -32.025 -30.608

Plate 10 0 -33.511 -32.051 -26.915 -23.759 -22.647

Plate 11 0 -22.659 -21.681 -18.090 -15.886 -15.108

Plate 12 0 -11.461 -10.970 -9.087 -7.954 -7.508

Plate 13 0 0.200 0.123 0.220 0.166 0.071

Table C.36: Exp. 2 Phase 3: Deflection values of the RC 1

0 mm 65 mm 60 mm 55 mm 50 mm Permanent damage

Plate 1 0 -2.454 -1.860 1.592 -0.972 -1.116

Plate 2 0 -13.755 -12.903 -8.570 -10.231 -10.352

Plate 3 0 -28.575 -25.617 -20.250 -19.888 -19.817

Plate 4 0 -37.285 -34.367 -27.878 -27.272 -27.904

Plate 5 0 -49.040 -45.742 -37.843 -37.629 -37.762

Plate 6 0 -60.227 -56.092 -45.857 -46.950 -47.685

Plate 7 0 -60.008 -56.739 -43.301 -46.439 -48.194

Table C.37: Exp. 2 Phase 3: Deflection values of the RC 2

0 mm 65 mm 60 mm 55 mm 50 mm Permanent damage

Plate 7 0 -60.848 -56.219 -76.626 -45.864 -43.026

Plate 8 0 -54.696 -49.403 -63.842 -39.370 -36.859

Plate 9 0 -45.591 -40.547 -46.931 -32.430 -30.140

Plate 10 0 -33.858 -30.389 -31.865 -24.807 -23.450

Plate 11 0 -21.459 -19.317 -18.851 -15.179 -15.099

Plate 12 0 -10.821 -9.654 -7.832 -7.383 -7.533
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C.10 Accuracy in x-coordinate

Table C.38: X values of the TLS

Plate 1 Plate 2 Plate 3 Plate 4 Plate 5 Plate 6

0 mm 2677.993 2927.366 3176.739 3426.112 3675.485 3924.858

5 mm 2677.781 2927.305 3176.829 3426.353 3675.877 3925.401

10 mm 2677.280 2927.116 3176.952 3426.788 3676.624 3926.460

15 mm 2677.145 2927.167 3177.189 3427.211 3677.233 3927.255

20 mm 2677.333 2927.524 3177.716 3427.907 3678.099 3928.291

25 mm 2677.781 2928.188 3178.596 3429.004 3679.411 3929.819

30 mm 2678.322 2928.824 3179.327 3429.830 3680.332 3930.835

35 mm 2678.803 2929.473 3180.143 3430.812 3681.482 3932.152

40 mm 2678.352 2929.171 3179.990 3430.809 3681.628 3932.447

45 mm 2679.045 2930.006 3180.967 3431.928 3682.889 3933.849

50 mm 2680.401 2931.405 3182.408 3433.411 3684.415 3935.418

55 mm 2680.605 2931.715 3182.824 3433.933 3685.042 3936.152

60 mm 2681.416 2932.491 3183.565 3434.640 3685.714 3936.788

65 mm 2682.613 2933.696 3184.779 3435.863 3686.946 3938.029

Plate 7 Plate 8 Plate 9 Plate 10 Plate 11 Plate 12 Plate 13

4174.230 4423.603 4672.976 4922.349 5171.722 5421.095 5670.468

4174.925 4424.449 4673.973 4923.497 5173.021 5422.545 5672.069

4176.295 4426.131 4675.967 4925.803 5175.639 5425.474 5675.310

4177.278 4427.300 4677.322 4927.344 5177.366 5427.388 5677.410

4178.482 4428.674 4678.865 4929.057 5179.248 5429.44 5679.632

4180.227 4430.634 4681.042 4931.449 5181.857 5432.265 5682.672

4181.338 4431.840 4682.343 4932.846 5183.348 5433.851 5684.354

4182.822 4433.492 4684.162 4934.831 5185.501 5436.171 5686.841

4183.266 4434.085 4684.904 4935.722 5186.542 5437.360 5688.180

4184.810 4435.771 4686.732 4937.693 5188.654 5439.614 5690.575

4186.421 4437.425 4688.428 4939.431 5190.435 5441.438 5692.441

4187.261 4438.370 4689.479 4940.589 5191.698 5442.807 5693.917

4187.863 4438.937 4690.011 4941.086 5192.160 5443.234 5694.309

4189.112 4440.195 4691.278 4942.361 5193.445 5444.528 5695.611
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Table C.39: X values of the range camera

Plate 1 Plate 2 Plate 3 Plate 4 Plate 5 Plate 6

0 mm -731.543 -505.747 -279.952 -54.156 171.640 397.435

5 mm -733.348 -507.287 -281.225 -55.164 170.898 396.959

10 mm -739.559 -513.492 -287.426 -61.359 164.707 390.774

15 mm -735.394 -509.089 -282.783 -56.477 169.828 396.134

20 mm -736.958 -510.538 -284.118 -57.698 168.722 395.142

25 mm -743.602 -516.674 -289.745 -62.817 164.112 391.040

30 mm -733.148 -506.447 -279.746 -53.045 173.656 400.357

35 mm -739.741 -512.744 -285.747 -58.750 168.246 395.243

40 mm -730.667 -503.472 -276.278 -49.083 178.112 405.307

45 mm -731.492 -503.923 -276.353 -48.784 178.786 406.355

50 mm -735.121 -507.944 -280.767 -53.590 173.588 400.765

55 mm -733.302 -506.334 -279.366 -52.398 174.571 401.539

60 mm -732.824 -505.889 -278.953 -52.018 174.918 401.853

65 mm -726.772 -499.801 -272.829 -45.858 181.114 408.085

Plate 7 Plate 8 Plate 9 Plate 10 Plate 11 Plate 12

0 mm 623.231 856.345 1089.459 1322.573 1555.687 1788.801

5 mm 623.021 856.523 1090.024 1323.526 1557.027 1790.528

10 mm 616.840 850.562 1084.284 1318.006 1551.728 1785.449

15 mm 622.440 855.590 1088.740 1321.890 1555.040 1788.190

20 mm 621.562 855.159 1088.757 1322.354 1555.951 1789.549

25 mm 617.969 851.320 1084.671 1318.022 1551.374 1784.725

30 mm 627.058 860.715 1094.371 1328.028 1561.685 1795.341

35 mm 622.240 855.702 1089.164 1322.626 1556.088 1789.550

40 mm 632.501 866.865 1101.228 1335.592 1569.956 1804.319

45 mm 633.924 867.930 1101.936 1335.942 1569.948 1803.954

50 mm 627.942 862.605 1097.267 1331.929 1566.592 1801.254

55 mm 628.507 862.823 1097.138 1331.454 1565.770 1800.085

60 mm 628.789 862.765 1096.741 1330.717 1564.693 1798.669

65 mm 635.056 869.419 1103.782 1338.145 1572.508 1806.871
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Table C.40: TLS: Length of the thin plates from Plate 1

Plate 1 Plate 2 Plate 3 Plate 4 Plate 5 Plate 6 Plate 7

0 mm 0 249.37 498.75 748.12 997.49 1246.86 1496.24

5 mm 0 249.52 499.05 748.57 998.10 1247.62 1497.14

10 mm 0 249.84 499.67 749.51 999.34 1249.18 1499.01

15 mm 0 250.02 500.04 750.07 1000.09 1250.11 1500.13

20 mm 0 250.19 500.38 750.57 1000.77 1250.96 1501.15

25 mm 0 250.41 500.82 751.22 1001.63 1252.04 1502.45

30 mm 0 250.50 501.01 751.51 1002.01 1252.51 1503.02

35 mm 0 250.67 501.34 752.01 1002.68 1253.35 1504.02

40 mm 0 250.82 501.64 752.46 1003.28 1254.10 1504.91

45 mm 0 250.96 501.92 752.88 1003.84 1254.80 1505.76

50 mm 0 251.00 502.01 753.01 1004.01 1255.02 1506.02

55 mm 0 251.11 502.22 753.33 1004.44 1255.55 1506.66

60 mm 0 251.07 502.15 753.22 1004.30 1255.37 1506.45

65 mm 0 251.08 502.17 753.25 1004.33 1255.42 1506.50

Mean 0 250.47 500.94 751.41 1001.88 1252.35 1502.82

STDEV 0 0.57 1.15 1.72 2.30 2.87 3.45

Plate 8 Plate 9 Plate 10 Plate 11 Plate 12 Plate 13

0 mm 1745.61 1994.98 2244.36 2493.73 2743.10 2992.48

5 mm 1746.67 1996.19 2245.72 2495.24 2744.76 2994.29

10 mm 1748.85 1998.69 2248.52 2498.36 2748.19 2998.03

15 mm 1750.15 2000.18 2250.20 2500.22 2750.24 3000.26

20 mm 1751.34 2001.53 2251.72 2501.92 2752.11 3002.30

25 mm 1752.85 2003.26 2253.67 2504.08 2754.48 3004.89

30 mm 1753.52 2004.02 2254.52 2505.03 2755.53 3006.03

35 mm 1754.69 2005.36 2256.03 2506.70 2757.37 3008.04

40 mm 1755.73 2006.55 2257.37 2508.19 2759.01 3009.83

45 mm 1756.73 2007.69 2258.65 2509.61 2760.57 3011.53

50 mm 1757.02 2008.03 2259.03 2510.03 2761.04 3012.04

55 mm 1757.76 2008.87 2259.98 2511.09 2762.20 3013.31

60 mm 1757.52 2008.59 2259.67 2510.74 2761.82 3012.89

65 mm 1757.58 2008.67 2259.75 2510.83 2761.91 3013.00

mean 1753.29 2003.76 2254.23 2504.70 2755.17 3005.64

STDEV 4.02 4.60 5.17 5.75 6.32 6.89
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Table C.41: Errors in measurement of the distance of the thin plates w.r.t Plate 1

Plate 1 Plate 2 Plate 3 Plate 4 Plate 5 Plate 6

0 mm 0 23.58 47.15 70.73 94.31 117.89

5 mm 0 23.46 46.92 70.39 93.85 117.31

10 mm 0 23.77 47.54 71.31 95.08 118.85

15 mm 0 23.72 47.43 71.15 94.87 118.58

20 mm 0 23.77 47.54 71.31 95.09 118.86

25 mm 0 23.48 46.96 70.44 93.92 117.40

30 mm 0 23.80 47.60 71.41 95.21 119.01

35 mm 0 23.67 47.35 71.02 94.69 118.37

40 mm 0 23.62 47.25 70.87 94.50 118.12

45 mm 0 23.39 46.78 70.17 93.57 116.96

50 mm 0 23.83 47.65 71.48 95.30 119.13

55 mm 0 24.14 48.28 72.42 96.56 120.71

60 mm 0 24.14 48.28 72.42 96.56 120.69

65 mm 0 24.11 48.22 72.34 96.45 120.56

Mean 0 23.75 47.50 71.25 95.00 118.74

STDEV 0 0.25 0.49 0.74 0.98 1.23

Plate 7 Plate 8 Plate 9 Plate 10 Plate 11 Plate 12

0 mm 141.46 157.72 173.98 190.24 206.50 222.76

5 mm 140.77 156.80 172.82 188.84 204.86 220.89

10 mm 142.62 158.73 174.84 190.96 207.07 223.19

15 mm 142.30 159.17 176.04 192.91 209.79 226.66

20 mm 142.63 159.22 175.82 192.41 209.01 225.60

25 mm 140.88 157.93 174.99 192.04 209.10 226.16

30 mm 142.81 159.66 176.50 193.35 210.19 227.04

35 mm 142.04 159.25 176.45 193.66 210.87 228.08

40 mm 141.75 158.20 174.66 191.11 207.57 224.02

45 mm 140.35 157.30 174.26 191.21 208.17 225.12

50 mm 142.96 159.30 175.64 191.98 208.32 224.66

55 mm 144.85 161.64 178.43 195.23 212.02 228.81

60 mm 144.83 161.93 179.03 196.13 213.23 230.33

65 mm 144.67 161.39 178.11 194.83 211.55 228.27

Mean 142.49 159.16 175.83 192.49 209.16 225.83

STDEV 1.47 1.59 1.78 2.02 2.30 2.61


